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We live in troubled times. Over the past decade, the world economy has been wracked by financial crises, sovereign debt problems, backlash from political conflict and migrant crises, and, recently, a rise in xenophobia and protectionism. These issues raise major questions about the state of the world and also about the ability of economics to take on such challenges. Are these many economic and political crises and flare-ups symptoms of some deeper, underlying issues? Is economics as a discipline failing us at this time of soul searching? These are the questions that many are asking and that prompted the conference at the World Bank on which this book is based. We decided to bring in some of the finest minds in the profession—economists who have shaped modern economics—to ponder the state of the field and the state of the world in a series of papers. The conference consisted of 2 days of deliberation: The papers were presented, a distinguished group of economists commented on the presentations, and a large audience engaged with them in conversation and debate. This book is the outcome of these 2 days of deliberation.

In the 1950s through the 1970s, neoclassical economics reached a reasonable consensus in the economics profession, at least in the “West.” The United States and Western Europe experienced postwar rapid economic growth. Asia was still a sleeping giant in economic terms, the Soviet Union—with its particular economic system—was very much intact, and African countries were only beginning a wave of independence from colonial rule. Development economics focused on structural transformation along the lines laid out by Sir Arthur Lewis, and dependency theories also emerged.
that asserted that the global capitalist system was essentially rigged against the developing world. Despite the neoclassical consensus, some economists believed that advanced mathematical and engineering techniques could allow social planners to optimally set the path of economic growth and development.

Fast forward in history and one sees a very different evolution of the global economy over the past 25 years. The latest wave of globalization has led to the intensification of global value chains. Asia is now home to some of the most advanced economies on earth. It began with Japan, which was soon followed by Singapore, South Korea, Taiwan, and Hong Kong. By the mid-1980s, China was a growth leader, and in recent times, India and Vietnam are growing at exemplary rates. The Soviet Union no longer exists. Many middle-income countries—including those in Latin America—have achieved social progress, but dramatic income inequality persists, as do challenges to compete in the new global context. Africa has emerged from debt relief to achieve growth and reduced poverty rates, albeit at a variable and erratic pace. Rapid technological change provides both opportunities for technological leapfrogging as well as challenges to adapt.

As we see in this volume, the economics profession has adapted to the changing state of the world by learning from practical experience, challenging traditional assumptions, and developing new techniques and the use of big data. A predominant view in Western universities in the 1980s was that all economies were alike and that all developing countries needed to do was to “get prices right.” Development economics languished as a field of study. Since then, as developing economies have gained more prominence on the global stage, development economics has become one of the most dynamic fields in economics—particularly in terms of new statistical techniques and the ability to blend economic theory with empirical methods.

Despite all these changes and adaptations, the financial crisis that started in 2008 and caused a protracted recession has left scars on the world economy that linger even today. These scars show that the economics profession still faces major intellectual and research challenges. Addressing such challenges was one of the motivations for our conference.

With time, the societal goals of economics and the normative presumptions underlying the profession have also shifted. From a narrow focus on gross domestic product, economists have come to recognize the need for a broader conception of human welfare and capability. Even the World Bank
decided to broaden its mission goals from development and poverty reduction to a more direct targeting of inequality mitigation, which it refers to as the promotion of “shared prosperity.” This book is an assessment of our discipline at the crossroad of all these changes.

We regret that Kenneth Arrow did not live to see the publication of this book. Kenneth Arrow was one of the greatest minds of our time, an economist who straddled like a colossus the second half of the past century and the opening years of this one, and who opened the conference with a presentation of enormous sweep. Ken Arrow passed away at the age of 95 on February 21, 2017, while he was working on completing his paper for this volume. He was in touch with us in our capacity as the volume editors until the last weeks of his life. After some deliberation, we decided to include his paper, despite it being an unfinished work. We did not want to put words into his mouth, nor leave out this final statement from him. We are grateful to Larry Summers for helping us edit the paper lightly; we also worked on it to make obvious corrections but took care not to change any of the original meanings. As a result, some parts of the paper are obviously incomplete. We hope that this chapter from an economist who helped shape so much of modern economics will be of value to all readers. Indeed, we believe that part I of this book—the three sweeping essays by Kenneth Arrow, Amartya Sen, and Joseph Stiglitz—will be viewed as a short summary of the theoretical foundations of modern economics.

Road Map

The Introduction that follows this Preface recounts the intellectual underpinnings that preceded the neoclassical consensus of the mid-twentieth century. This historical perspective reminds us of the role of theory and intuition in guiding our understanding of economics—even in the current age of more abundant data and more evolved statistical analysis. The Introduction makes the case that both theory and empirics are essential to closing key knowledge gaps and crafting policy that can enhance human well-being.

Thereafter, the book is organized in three parts. Part I deals with Foundations. Twentieth-century economic theory—or neoclassical economics—reached a pinnacle in the middle of the past century based on two pillars:
general equilibrium theory and welfare economics. Part I includes chapters by three Nobel laureates. Ken Arrow and Amartya Sen each provide a recounting of the two pillars of equilibrium and welfare. Chapter 1, Professor Arrow’s contribution, is poignant, being published posthumously. It takes us through the origins of some of the key ideas of economic theory, going back to John Stuart Mill and Augustin Cournot and to the birth of the “demand curve,” which would be such a central idea for so much of economics. Professor Arrow tells the history of economic thought that led to the formal characterization of general equilibrium and to a proof of existence and its optimality properties, which are enshrined in the two fundamental theorems of welfare economics. It was a monumental breakthrough for economics when he and Gerard Debreu published their 1954 paper in *Econometrica*.\(^1\) In chapter 1 in this book, Ken Arrow points out how we need to be careful when jumping from these abstract ideas to policy decisions. He reminds us that economics is different from a science like astronomy: In economics, we are ourselves participants in the system that we are trying to understand. Thus, we are too close to the subject of our analysis. As a consequence, we might not see the whole picture, or our views might be biased.

Amartya Sen has done pioneering work on individual choice and social welfare, with fundamental research that lies at the intersection of economics and philosophy, a pointed example being his celebrated “liberty paradox,” which has spawned a large literature in both disciplines. In chapter 2 of this book, Sen provides a history of the theory of rational decision-making and social welfare. He notes that the early theorists of the late eighteenth century were preoccupied with two concerns: avoiding authoritarianism and avoiding arbitrariness. Sen’s chapter is a natural sequel to chapter 1 by Arrow. Just as Professor Arrow was a key figure in general equilibrium theory, he also provided the initial impetus for social choice theory, with his famous “impossibility theorem.” Professor Sen, arguably the leading social choice theorist in the world, relates the work of Arrow to research going back to the work of John Stuart Mill in the nineteenth century. Turning to welfare economics, Sen starts with Pigou’s classic 1920 book on the subject.\(^2\) Unlike social choice theory, welfare economics’ philosophical ori-
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2. Pigou (1920).
gin lies in Bentham’s utilitarian approach, and consequently, it focuses on the sum of the utilities of the individuals in the community. Sen notes that the disregard for the distribution of those utilities reflects “a partial blindness of considerable ethical and political import” and goes on to elaborate on how this neglect can be remedied. This major recounting of rational choice and welfare economics will be useful both for students of economics and philosophy, and for researchers trying to break new ground.

In chapter 3, Joseph Stiglitz summarizes the evolution of the economics of information and the role of information asymmetry in market failures, fields in which he himself has made seminal contributions. Much of early economics was based on the assumption of perfect information. The consumer knew what kind of good she was buying, the creditor knew exactly what the risks of lending to a person or a firm were, and the employer knew how good a worker he was hiring and also had full information on what the worker was doing when on the job. All these assumptions are of course wrong. But economists persisted with them, often in the belief that they were innocuous assumptions that made it easier to build models and make progress, but at times out of cussedness. In a series of papers, Joe Stiglitz showed that, first, the assumptions were not innocuous—they led to serious policy mistakes—and second, with patience and ingenuity, we could make room for imperfect and asymmetric information and still build formal models of analysis.

Some critical features of traditional economics (such as wage rigidities, excess supply of labor, and excess demand for credit), which in the works of Keynes and Arthur Lewis were assumptions, could now be explained endogenously. Thanks to Professor Stiglitz’s early publications, this work is now part of the mainstream, and chapter 3 of this book provides a bird’s-eye view of the background for this field.

Part II of the book consists of three chapters that deal with macroeconomic stabilization and growth. Developing countries have suffered multiple macroeconomic crises over the past three-quarters of a century. But the 2008–2009 global financial crisis that started in the United States, pummeled many rich countries, and then swept through developing economies has resulted in some deep soul searching in the profession of economics. One issue that has become clear to the economics profession, based on experience, is the close link between macroeconomic policies and the regulation and evolution of the financial system. In part II, Guillermo Calvo
(chapter 4) and Hyun Song Shin (chapter 5) discuss new thinking on inflation and financial stability, respectively. Moving from short-run stabilization to long-run growth, theory has evolved beyond the original Solow model to endogenize Solow’s careful accounting of the role of total factor productivity. Part II closes with chapter 6 by Philippe Aghion, which brings the reader up on the latest thinking on endogenous growth theory.

Guillermo Calvo’s focus in chapter 4 is on more chronic but equally compelling matters. His concern is with two key macroeconomic phenomena that have occurred since the middle of the past century: chronic inflation and more recently, chronic deflation. From the perspective of the history of economic thought, Calvo draws on the role of rational expectations in macroeconomic theory and its role in helping us understand these phenomena. Although some rich countries experienced unusually high inflation in the 1970s, emerging markets suffered much more severe inflationary episodes, accompanied by debt crises. Macroeconomists initially attributed the emerging market crises purely to policy mistakes that affected the fundamentals for investing in those markets. However, the persistence and systemic nature of these crises led economists to think about the role of expectations in generating “sudden stops” of access to foreign capital. Guillermo Calvo, who pioneered this literature, is clearly in a special position to review it. In keeping with a recurring theme of this book, Calvo points to “intellectual inertia,” triggered by traditional models working well to explain macroeconomic performance in high-income countries, as a probable cause of some our discipline’s failings.

More than ever, financial market developments—including exchange rate movements—are impacting the real economy. As Hyun Song Shin puts it in “Global Liquidity and Procyclicality” (chapter 5), “the financial tail appears to be wagging the real economy dog.” More specifically, exchange rates do not seem to adjust in the required direction to help eliminate external imbalances in key economies. Global financial markets have become highly integrated, implying that policy makers everywhere are focused on the next move of the US Federal Reserve Board. Anomalies in interest rates across currencies, the rise of the dollar in global transactions, and cyclical instabilities have been a focus of a lot of our attention, especially since the 2008–2009 financial crisis. Shin, a world authority on international finance, dissects and analyzes these concerns in a chapter that is of special interest in today’s world, especially since the financial sector crisis of a decade ago.
Philippe Aghion has contributed to many areas of economic theory. One of his works that attracted an enormous amount of attention with an abundance of follow-up research is the “Schumpeterian theory of economic growth.” Although nations strive to fulfill many different objectives, growth is a central concern of development economics, if for no other reason than as an enabler of some of our other aims and objectives. In chapter 6, Aghion starts from the Solow model, “the true template in growth economics,” and goes on to use the Schumpeterian growth paradigm to shed light on a host of topics of contemporary interest. Thus, his chapter analyzes the relationship between competition and innovation-led growth; the possible causes of secular stagnation; and the recent rise in inequality, especially the gap between the super-rich and the rest.

Part III of the book is a set of four chapters brought together under the heading “New Areas of Research and Inquiry.” These four chapters represent branches of economics that are relatively new. They are based largely on challenging the traditional assumptions of neoclassical economic theory and traditional approaches to empirical economics, as well as on the application of economics to emerging global concerns.

Chapter 7 is based on the lecture at the conference given by Nick Stern, the world’s leading authority on environmental economics and the economics of climate change. The chapter provides an overview of the economics of climate change—perhaps the most pressing—and the most fractious—issue of our times, concerning all nations. Written jointly with Sam Fankhauser, chapter 7 provides a thorough overview of the unique threat to global prosperity that is posed by climate change. The authors review the history of environmental and natural resource economics. They then make the case for a “radical deepening of economics analysis” to accommodate sustainability concerns and guide the policy response to climate change. It is unfortunate that development policy traditionally did not focus on environmental issues, despite work on environment and natural resources dating back to the eighteenth and nineteenth centuries. The risks posed by climate change are staggering, and the options that we have are laid out with care in this chapter.

No stocktaking of modern economics is complete without an account of behavioral economics. Cass Sunstein is a leading authority on law and economics and on behavioral economics, with original works in both these fields. In chapter 8, Professor Sunstein provides an overview of behavioral
economics, where the traditional approach of a rational *Homo economicus* is challenged by our understanding of human psychology and human behavior in the real world. It seems natural to presume that a nation’s economic well-being depends on economic policy. It therefore took time for us to realize that many drivers of an economy lie outside economics, in social norms, cultural mores, and psychology. Behavioral economics, the subject of a recent *World Development Report* of the World Bank,3 sensitized economists to these important influences that lie outside the discipline but are key determinants of development. Behavioral economics, including important contributions by Cass Sunstein, alert us to the fact that human beings are often irrational, and more importantly, that these irrationalities are often systematic. Understanding them can enable us to promote development more effectively.

Professor Sunstein’s chapter is followed by another one dealing with a relatively new field of inquiry, the evolutionary prospects of economies and societies. Although the origins of evolutionary game theory go back to the early 1970s, the entry of this discipline into mainstream economics is more recent. One of the most prominent contributors to this field of research is Jorgen Weibull. In chapter 9, he and Ingela Alger discuss the role of morality and the evolutionary foundations of human motivation, showing that unqualified selfishness may be good for the individual in an immediate sense, but if acquired by all in a society, it sets that society on a course toward extinction. Morality, in the sense of Kant, is evolutionarily stable. That is, if all of us are prepared to forgo a little bit of our self-interest to uphold some of our collective interests in the Kantian sense, our society will be more robust in terms of surviving natural selection. Even apart from this reasoning, the ideas of evolution, once a preserve of biology, have now come into economics in a big way. Chapter 9 summarizes some of the most important ideas in this discipline for the wider community of economists and students of social science.

One of the most important advances in modern development economics is the use of randomized control trials (RCTs) to get at causal explanations of various policy interventions and alternative economic outcomes. Did the election of women as leaders of village councils play a role in the
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better provision of local public goods in India? Did deworming help school-children in Kenya attend school more regularly and do better in their studies? By bringing the method of RCTs from epidemiology to development economics, we can now hope to answer such questions with a clarity that we did not have earlier. The RCT has been a source of celebration, criticism, and controversy, but as a method in the toolkit of development economics, its value is undeniable. Chapter 10, which closes the book, is by Esther Duflo, written jointly with Abhijit Banerjee and Michael Kremer. Duflo’s own research and publications played a critical role in the development of this field of research. She gives a detailed account of the rise of the field, its achievements, and some of its pitfalls.
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Introduction: The State of Economics, the State of the World

Kaushik Basu

1776 and 1860

For the discipline of economics, and for the world at large, these are unusual times. The shock and awe of the financial crisis that began in the United States in 2008 and the series of economic fault lines it ripped open—from the sovereign debt crisis in the European Union to the massive slowdown in several emerging economies that we are currently witnessing—have led to much soul searching.

The past nearly two and a half centuries, from Adam Smith’s *The Wealth of Nations* (1776) to the flourishing of empirical research and big data in current times, mark the astonishing rise of a discipline. From a broad, descriptive, and speculative subject, economics has come to acquire a common methodological foundation, mathematical structure, and a growing database. It has vastly enhanced our understanding of markets, exchange, money, finance, and the drivers of economic development.

How did this come to be? Where is economics headed? Will it be up to the diverse challenges of our times? Will global poverty be eradicated, or will it be exacerbated under the strain of a deteriorating environment? These are the questions we grappled with over the 2 days of the conference that is the basis of this book. The conference brought together some of the most prominent individuals who have, for better or for worse (depending on your love or distaste for economics), played a role in making economics what it is today.

This essay is based on the opening remarks made on June 8, 2016, at the conference titled “The State of Economics, The State of the World,” at the World Bank, Washington, DC. I am grateful to Alaka Basu, Oliver Masetti, Claudia Paz Sepulveda, and David Rosenblatt for comments and discussion.
There have been achievements in economics from well before 1776 to now. But for me, the transformational period of the discipline was the 100-odd years, starting from the second half of the nineteenth century. If you like birthdays, I have a date to propose to mark the birth of modern economics: February 19, 1860.

Stanley Jevons wrote a celebrated letter to his brother on June 1, 1860, saying that he had made a stunning discovery in the past few months that explained the “value” of different goods and gave him insights into “the true theory of Economy.” He told his brother that so thoroughgoing and consistent was his theory that “I cannot now read other books on the subject without indignation” (Collison Black 1973, 410).

When exactly did he hit upon the idea? Historians of economic thought have drawn our attention¹ to a special entry in Jevons’s diary, on February 19, 1860: “At home all day and working chiefly at Economy, arriving I suppose at a true comprehension of Value.” Birthdays for scientific breakthroughs are always questionable. But if we can have Mother’s Day, Valentine’s Day, Administrative Professional’s Day, I see no reason we cannot have Modern Economics Day, and February 19 would be my pick.

Of course, thinkers were already laying the foundations for Jevons’s breakthrough. Gossen had worked out quite a lot of this a good one or two decades before Jevons. Cournot laid some of the substructure in 1838. And the law of diminishing marginal utility and its significance were described by Daniel Bernoulli as early as 1738, to solve the St. Petersburg paradox, which had been discovered in 1713 by Nicolaus Bernoulli. (And, yes, it was all in the family, Nicolaus being Daniel’s brother.)

It is also important to note that although Stanley Jevons (1871) was clearly on to the main ideas of general equilibrium and value, he never quite got all the way there. We needed Léon Walras (1877) to put up the main structure. And for the full general equilibrium project to be completed, with the existence of equilibrium proved and its welfare properties spelled out, we needed to wait another 75 years for the seminal contributions of Kenneth Arrow.

By the time John Hicks, Paul Samuelson, Ken Arrow, Gerard Debreu, Lionel McKenzie, and others were doing their work,² modern game theory had been born. Over the next decades, the combination of a fully worked-out
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¹. See La Nauze (1953).
². See Hicks (1939), Samuelson (1947), Arrow and Debreu (1954), and McKenzie (1959).
general equilibrium system, game theory, and a little later, social choice, ideas of asymmetric information and adverse selection, endogenous price rigidities, theories of economic growth and development economics, and the first understandings of the rudiments of monetary policy would transform the landscape of economics.

Few activities in life are as innately joyous as the pursuit (and if one is lucky, the discovery) of new ideas, the unearthing of patterns in the abstract space of concepts and numbers or in the world of data and statistics. Frontline researchers must have the space, like artists and composers, to do what they do as an end in itself. The greatest benefits of research are usually a by-product of this freedom. But here at the World Bank, our preoccupation is much more down to earth and is driven by policy needs. Hence, what we wanted to take away from the conference was how we can draw on the best of economics to promote development and sustained, inclusive growth, and contribute to making the world a better place. The World Bank’s research and data analyses have been enormously influential, reaching the desktops of finance ministers and policymakers all over the world; indeed, a special responsibility comes with this influence.

At the time of this writing, I have been chief economist of the World Bank for nearly 4 years. This conference and the book are an opportunity to share some of my concerns and questions with the distinguished gathering at the conference and also with a wider readership. The hope is that the conference and its proceedings (to wit, the present book) will strengthen the World Bank’s mission of promoting development.

Because the World Bank’s engagement is primarily with development economics, it may be worthwhile to point out that development economics, like economic theory, has had its moments of epiphany. Arthur Lewis had been troubled by two problems. First, there was the age-old question of why industrial products, such as steel, were so much more expensive than agricultural products. Second, why were some countries persistently poor, while others were so rich?

In an autobiographical essay, Lewis (1980, 4) writes about his eureka moment in 1952: “Walking down the road in Bangkok, it came to me suddenly that both problems have the same solution. Throw away the neoclassical assumption that the quantity of labor is fixed. An unlimited supply of labor will keep wages down, producing cheap coffee in the first case and high profits in the second. The result is a dual national or world economy.” This epiphany was the genesis of his classic paper on dual economies in the
Manchester School (Lewis 1954), which would play a major role in his being awarded the Nobel Prize in 1979\(^3\) and in triggering research on development economics.

**Intuition and Causality**

I turn now, more specifically, to the subject of development policy. For the project of converting research to good policy, we need three ingredients: data (and evidence), theory (and deductive reasoning), and intuition (and common sense).

One of the great achievements of economics in recent decades has been in the area of empirical analysis. We have good reason to celebrate the rise of data and our ability to analyze data using different methods: from intelligent bar charts, through simple regression analysis and structural models, to randomized control trials. This recent success raises the hope of economics becoming a truly useful science (see Duflo and Kremer 2005; Banerjee and Duflo 2011).

There is, however, a propensity among some economists to dismiss all theory as esoteric.\(^4\) Among other dangers, we run the risk of making our discipline inefficient. Suppose we insisted that Pythagoras could only use empirical methods. Would he ever have gotten to his famous theorem? The answer is: He might have. If he had collected a large number of right-angled triangles and measured the squares on their sides, he might have hit on the conjecture of the two smaller squares adding up to the one on the hypotenuse. But this approach would be extremely inefficient. Moreover, there would be a lot of debating and dissent. Some would charge him with using a biased sample of right-angled triangles, all from the Mediterranean region. "Would it work in the Arctic, in the Southern Hemisphere?" they would query.

We must acknowledge that many truths can be discovered more efficiently and more compellingly using pure reason. Further, there is a great
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3. This idea, combined with the rise of modern growth theory (see Arrow 1962; Lucas 1988; Romer 1994; Ray 1988; Aghion and Howitt 2009), has given us insights into the development process and development policy that were unthinkable even a few decades ago.

4. For one of the best discourses on the strengths and vulnerabilities of economic theory, see Rubinstein (2006).
deal of sloppiness in the way we reason about the use of evidence. For instance, hard-headed practitioners will often tell you the following: “If we do not have any evidence about whether some policy X works, we must not implement X.” (I was told exactly this fairly recently, in response to a suggestion I made.)

Let me call this rule in quotes an “axiom.” To see that it is an unreasonable axiom, observe that if we do not have any evidence about whether X works, then we also do not have any evidence about whether not-X works. But because we have to do either X or not-X, the original axiom has to be flawed.

For good policy, we need facts and evidence, but we also need deduction and reasoning. We can go a step further and make a case for using mathematics. Although the use of mathematics can be overdone (as has happened in economics), the immense achievements of Cournot (1838) and Walras (1877), and of modern economics, would not have happened without it. This is because mathematics is a disciplining device, even though it is demanding and clearly not something that is applicable in all situations. As Krugman (2016, 23), not being able to make up his mind whether a particular argument of Mervyn King (2016) was right, observes, “words alone can create an illusion of logical coherence that dissipates when you try to do the math.”

The power of doing a model right, even if it is abstract and uses assumptions that may not be real, can be seen from general equilibrium. Take Gerard Debreu’s (1959) classic *The Theory of Value*. This book is of great beauty, as spare as poetry. In some ways, it is comparable to the work of Euclid, for it brings together in a systematic way an amazing range of ideas. Euclid may not have been as original as Pythagoras or Archimedes, but in bringing intellectual order to a scattered discipline, he had few peers, and he served an enormous role in the progress of knowledge. Likewise for Debreu’s slim book.

The pathbreaking general equilibrium model of Walras, Arrow, and Debreu provided a template that sparked off some of the most original works in microeconomic theory—notably those by Akerlof and Stiglitz—which have to do with modeling the functioning of markets under imperfect information.5 These works have greatly enhanced our understanding of micromarkets; why markets fail; and why prices are often endogenously rigid, resulting in credit markets with excess demand and labor markets.
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with excess supply. This research also has hopes of improving our macro-
economic analysis, because, as we know, Keynesian macroeconomic analy-
sis, like Arthur Lewis’s dual economy model, makes extensive use of price
rigidities, and neither Keynes nor Lewis had an explanation for these rigid-
ties. Thanks to the work of Stiglitz and a few others, we now have a formal
understanding of open unemployment and credit markets that do not clear
despite the absence of exogenous restrictions on interest rate movements.

Along with these positive theories, we have seen the rise of normative
economics. Perched between analytical philosophy, mathematical logic,
and the social sciences, this achievement was remarkable. Major contribu-
tions were also made by Samuelson (1947), Bergson (1938), and others, but
the truly astonishing breakthrough was Ken Arrow’s (1951) slim book: Social
Choice and Individual Values. Arrow’s impossibility theorem became the bed-
rock of an enormous research agenda. The leading figure here was Amartya
Sen, whose work, straddling philosophy and economics, demonstrated that
it is possible to bring the finest traditions of theory and mathematical logic
to bear on age-old questions of ethics and normative principles (Sen 1970;
see also Suzumura 1983). This work brought into the mainstream of rigor-
ous analysis such concepts as rights, which were widely talked about but
seldom subjected to careful scrutiny (Sen 1996). This body of work has been
important for the World Bank, because its mission goals have foundations
in such concepts (World Bank 2015b) and also in related country-specific
research (Subramanian and Jayaraj 2016).

It is worth digressing for a moment to note that data and statistics belong
to a larger domain of inquiry, which has to do with description. The term
“descriptive social science” is often treated as a pejorative, which is unfor-
tunate. As Amartya Sen (1980) points out in a powerful essay, developing a
good description is not easy, and a huge amount of the progress of science
depends on description. Description, be it in words or data, entails choice.
Description is not regurgitating everything we see around us. We have to
pick what is vital and make that available to others. How we describe and
what we describe shape our understanding of the world. The “describer” is
therefore a pivotal agent.

It is important to be aware that description can take many forms. What
the anthropologist describes often does not take the form of numbers and
data. But the description of what he or she has seen and, more impor-
tantly, experienced is vital for our understanding of the world. The concept
of “thick description”—which we owe to Gilbert Ryle (1968) and Clifford Geertz (1973) and used by umpteen anthropologists—has vastly enhanced our understanding of traditional and remote societies. It has enabled us to intervene more effectively. At times this intervention has been for the wrong reasons (for instance, to enable colonial domination), but it has also helped carry the development agenda further by extending the reach of modern medicine and education.

Historically, we have learned of the motivation and purpose of other lives, which are distant from ours, by the ardor and work of anthropologists. These topics are very difficult to learn and comprehend by data and statistics alone. Living with the subject and acquiring an intuitive understanding are often necessities. This knowledge has been put to good and bad uses, to help the poor living in distant lands and in traditional societies, and also to exploit people and spread imperialism and colonial control. For good or for bad, the knowledge has been useful.

The absence of such knowledge can create major handicaps. Consider terrorism. Because of the dangers associated with observers interacting with terrorist groups, we do not have studies of the kind anthropologists have provided for remote societies, resulting in an insurmountable knowledge gap.

The skeptics, from Pyrrho to David Hume and Bertrand Russell, were right: Neither fact nor deduction can take you all the way to the best policy to implement. The reason is that causality, regardless of whether it is present, can never be demonstrated. In the end, causality lies in the eyes of the beholder. For me, the most thought-provoking observation on this comes from a tribesman from Nepal. The famous National Geographic photographer, Eric Valli, seeing the tall trees these tribesmen climbed to gather honey, asked one of them whether they ever fell out of those trees. The answer he received was: “Yes, you fall when your life is over.”

Given the impossibility of discovering causality, for good policy, it is not enough to have the facts; it is not enough to combine facts with theory. I am convinced we need one more ingredient: common sense and what I have elsewhere called “reasoned intuition” (Basu 2014).

Researchers refuse to admit it, but it is true that there is no escape from the use of intuition, and the bulk of what we call “knowledge” that we

6. This quote, as well as the argument on causality, which is more intricate than may appear from these brief remarks, are taken from Basu (2014, 458).
acquire through life occurs casually, mainly by using common sense. It would be a mistake to insist that all knowledge has to be rooted in scientific method, such as controlled experiments. It is quite staggering to consider the number of things a child learns through nonscientific methods.

As to why such knowledge, acquired through intuition and common sense, may have value, we have to recognize that our intuitions are what they are because of evolution. These methods have survived natural selection, and so their power must not be dismissed out of hand. Evolution has shaped a lot of what we see in our economic life; this is widely acknowledged, but our understanding of the interface between evolution and economics, for which some foundations were laid by Maynard Smith and Price quite some time ago (see Maynard Smith and Price 1973; Weibull 1995) remains rudimentary. There is a foray into this topic in this book (see chapter 9) in the context of morality and its origins (see also Alger and Weibull 2013). But it is arguable that such innate knowledge acquisition applies to many other domains. The way people commonly acquire knowledge may not meet the test of scientific standards, but it cannot be dismissed out of hand. At the same time, casual empiricism can lead to superstitions, which we have to guard against. I have argued elsewhere (Basu 2014) that what we need is “reasoned intuition,” that is, the use of intuition vetted by reasoning. This is not a surefire method, but it is the best we can do.

Data, theory, and intuition are the three ingredients for human knowledge and progress. But even with all three in place, skepticism, as philosophers through the ages have reminded us and as Keynes (1936) did in chapter 12 of *General Theory*, must be a part of the thinking person’s mindset. One problem with scientists who lash out against superstition but do not question scientific knowledge is the double standard. They fail to recognize that, when it comes to certainty about the future, scientific wisdom is as much open to question as many other forms of knowledge.

**Knowledge and Caveats**

We are heading into uncharted territory and struggling with the world’s economic problems. Recent problems include United Kingdom’s vote in favor of exiting the European Union (I suspect this important issue will persist for some time) and the decline in commodity prices (especially that of oil), which is creating a lot of stress in commodity exporting nations and
in corporations that have invested in this sector. Questions are being raised about the readiness of the discipline of economics to address such issues. The first thing to recognize, however, is not that economists misread or underestimated these crises, but how these problems show that there is still a lot about the economy that we do not know.

Experts in any discipline suffer from the disadvantage of not knowing exactly what it is they do not know. Take, for instance, medicine. Given how little we know about the human body and brain, when we consult a doctor with health problems, in most cases the right answer for the doctor to give is: “I have no idea.” But we seldom hear this. Doctors almost invariably tell you what your problem is. What should warn you that when doctors say they know what your ailment is, they in fact often do not is that, even in the eighteenth century, well before the arrival of modern medicine, doctors seldom said they had no idea what ailed the patient. This is because doctors in the eighteenth century did not know—and doctors now do not know—what they did not and do not know. It is much the same with economists.

Among the areas of darkness that hamper development policy is our inability to link the micro and the macro. Suppose a government undertakes some intervention X in a thousand villages. X can be a conditional cash transfer, an employment creation program, or provision of a fertilizer subsidy. How do we evaluate the success of the program in reducing poverty? Typically, we do this by collecting data on the well-being of the people in these villages. If we are fussy, we may use all kinds of controls, including proper randomization. Suppose, through such a study, it is found that poverty has indeed gone down in the villages where X was implemented. Does this mean X is a good intervention? Not necessarily. Suppose the intervention X in a village has the following effect. It raises food prices a little and raises wages more. This will indeed lead to lower poverty in the village. But because a rise in food prices typically cascades across the whole economy, this intervention could mean that in other villages, which will only feel the full rise in food prices and a negligible effect on wages, poverty will rise. So it is entirely possible that the nationwide effect of the intervention will be no effect on poverty or even an increase in poverty, though poverty falls in the villages in which the interventions occurs.

These links between micro interventions and macro effects are poorly understood. We need to invest much more in this kind of research if we are
to succeed in battling nationwide and even global poverty and to combat inequality.

In other micro-theoretic areas, such as finance and the psychological foundations of human behavior, economics has made great strides, as discussed in this book. But open questions still exist. In finance, it is increasingly recognized that there is no such thing as an ideal regulation. This is because financial products are amenable to endless innovation. Banks and financial organizations will keep developing new products, just as the pharmaceutical industry keeps discovering new drugs. And with each such financial innovation, we may need to modify and make our regulatory regime more sophisticated. Hence, this is one area where we have to reject the language of optimal regulation, which has a static connotation, and to create regulatory bodies that are flexible and ready themselves to innovate. This effort is complicated by the fact that when selecting financial products, people are often not rational and instead give into emotions, hyperbolic discounting, and framing delusions, as pointed out repeatedly in the recent behavioral economics literature.

One possibility is to label certain financial products as “prescription goods” and create the equivalent of doctors in finance, who have to sign off before a person is allowed to buy a financial product. We could, for instance, decide to allow balloon mortgages, but before a consumer can commit to one, he or she has to get a “finance doctor” to sign off on the financial viability of taking on such a contract. This cannot be done by mechanically following practices in medicine, but a case can be made for giving serious thought to such an architecture.

The interface between economics and psychology, and, more specifically, behavioral economics, has witnessed great strides; and we at the World Bank have tried recently to bring this progress to bear on the agenda of development policy with our World Development Report on Mind, Society, and Behavior (see World Bank 2015a). By drawing on evidence from laboratory experiments and field observations from around the world, behavioral

---

7. For an elegant example of how economic theory can be brought to bear on a compelling idea in finance and financial crisis (namely, the phenomenon of infection, which has been widely noted, whereby one economy, seemingly unconnected to another, infects it with financial panic), see Morris and Shin (1998).
economics teaches us a lot about how and where we should intervene. However, this discipline might risk becoming a catalog of findings. I call this a risk because of a propensity to think of the findings as set in stone, not realizing that they may be true in some societies at certain stages of development and might differ with place and time.

What is also needed is an effort to marry these findings more effectively with the concept of equilibrium (Akerlof and Shiller 2015). Then we would be able to leverage these findings to get much more out of them and also be able to predict better how the findings are likely to change from one society to another and to evolve over time. To my mind, one of the great contributions of traditional economics is the idea of equilibrium, which has many manifestations, from the general competitive equilibrium to Nash. We need to broaden the description of individuals from the narrow *Homo economicus* to that of more realistic individuals (with quirks, irrationalities, and social norms) and to use the idea of equilibrium in conjunction with this more realistic description.9 What makes this effort intellectually challenging is that for most real phenomena, which seemingly rely on human irrationality or adherence to social norms, it is possible, with analytical ingenuity, to accurately model the same behavior using perfectly rational individuals.10 In the end, better modeling calls for the use of judgement and intuition when deciding what assumptions we should rely on.

The World Bank has been increasingly engaged in this difficult area. Given the current drift of global concerns, we do not have a choice. These concerns naturally lead to another related field beyond the narrow confines of economics, that is, institutions and governance.11 Our *World Development Report on Governance and the Law* (see World Bank 2017) takes on this

---

8. See Kahneman (2000), Thaler and Sunstein (2008), and Hoff and Stiglitz (2016).
9. For a very interesting paper that that attempts this, see Hoff and Stiglitz (2016). Earlier, Gintis (2009, chapter 10) provided an elegant model of bringing together the idea of human sociality and economic equilibrium in a unified game-theoretic discourse.
10. For an ingenuous exercise in this type of modeling, see Myerson (2004). Behavior, which at first sight seems so obviously driven by an irrational adherence to norms, can be explained as rational behavior in a more complex setting.
11. The importance of this field is stressed by Bourguignon (2015) in analyzing the African experience. As he stresses, this analysis is much more than an academic exercise. It is germane to the design of successful policy interventions.
challenging task. One important area of policy making is the control of corruption, a big task faced by those at the helm of policy. Traditional economics treated an act of corruption (e.g., whether to pay a bribe to get an illegal electricity connection) on par with any other purchasing decision (e.g., whether to buy an apple)—that is, as an exercise in narrow cost-benefit analysis (see Bardhan 1997; Mishra 2006). It is not surprising that we have been so singularly unsuccessful in controlling corruption. To understand this phenomenon, it is important to bring in psychology and political institutions. Development policy cannot be built on economics alone.

Finally, one area in which we have knowledge gaps but not as much as conservative commentators make out, is the connection between climate change and development. If we proceed the way we have done thus far, it is a journey headlong into disaster. This is unfortunate, because awareness of the connection between environmental resources and economic development came early, as evidenced in the works of Thomas Malthus, David Ricardo, Knut Wicksell, and others, even though we have been tardy in terms of action and policy. In recent times, the importance of this connection has been stressed by several authors, notably by Stern (2007, 2015).

12. The challenge of this task is captured well in the short essay by Green (2016), which points to the necessity of delving into this arena if we want to do economic policy right, and to how hard it is to do, because it ruffles feathers and is intellectually such treacherous terrain. Academic research that addresses governance and political institutions with the sharp scalpel of analysis is still relatively rare, but see Dixit (2009) and Acemoglu and Robinson (2012).

13. Here I give the example of corruption to illustrate the need for multiple disciplines, but the need is quite ubiquitous in today’s world of strife and conflict. An excellent example is the Middle East. It is difficult to explain what is happening there purely in terms of economic indices, from gross domestic product through poverty to various measures of inequality and polarization. As Devarajan and Mottaghi (2015) argue, what is happening, in essence, is a breakdown of a social contract, which, like plumbing, goes unnoticed when it functions well but is always important. One can go further and look at areas that seem squarely situated in the domain of economic problems, such as the subject of poverty and inequality mitigation, which is central to the World Bank’s work. Is it enough to rely on market forces and natural economic growth? Careful econometric studies of countries that have been most successful in this, such as Brazil, show that we have to go beyond these phenomena. Ferreira, Ravallion, and Leite (2010), for instance, find hard evidence that changing social security practices and increasing social assistance expenditure by the federal government was critical, and in fact happened because of the 1988 Constitution.
Now with the Paris Agreement of 2015, there is a platform to relate what we know on the subject with action on the ground, which is not easy, because it entails some cross-country coordination. It is worth stressing here that this engagement should be viewed very much as part of shared prosperity, because it entails intergenerational sharing of resources and well-being.

Money and the Person of Influence

The previous section discussed some gaps in our knowledge. One big gap is in the area of monetary policy. Although economics has made some dramatic breakthroughs in some practical areas (such as how to design auctions and how to micromanage demand and supply in sectors), its grasp of the impact of macroeconomic and especially monetary policy interventions is rudimentary. It is true that we have learned to manage hyperinflation, and we can hope never to see again, at least in advanced economies with sophisticated central banks, the kind of runaway inflation seen in, for instance, Hungary in 1946 and Germany in 1923. But as the global financial and growth crisis that began in 2008 continues unabated, and governments and central banks flail at this with different policies, it is evident that large gaps exist in our understanding of the impact of macroeconomic policies, and the linkage between the financial and real worlds (Stiglitz 2011). This is something I learned by fire, during my nearly 3 years as a policy maker in India (from 2009 to 2012). Although monetary policy was not my charge, it became clear during this time that much of our interventions were based on imitating policies followed by central banks in advanced economies, unmindful of the fact that their contexts differed.\footnote{I discuss this in my recent book (Basu 2015), where I also argue for the need to make more experimental policy interventions in emerging economies, which would allow them to collect their own data and use these to develop their own, more context-specific policies.}

One reason for this deficiency is that we do not understand the functioning and role of money in a market economy the way we understand, for instance, the Walrasian general equilibrium system for real goods and services. Money in general equilibrium was part of a big research agenda in the 1980s, but that agenda has remained incomplete. One reason is that it
is mathematically a very hard problem. But it must not be abandoned for that reason. In the rush to solve the next morning’s problem, often these deep questions take a back seat. But as the world struggles to cope with the slowdown, and the widespread use of negative interest rates does not seem to work (and in fact has a negative backlash from which no country is able to individually break out of), it is important for economists to keep working on some of this fundamental research. If the full general equilibrium model took some 75 years—from Jevons and Walras to Arrow and Debreu—and the study of money in equilibrium started in earnest in the 1970s and 1980s, we have little reason to abandon the problem as unsolvable.

To see the mystifying nature of money, one can look at a very different problem—the power of peddlers of influence. With the US presidential election in the offing, there was a lot of writing about lobbying, influence peddling, and corruption. In my youth in India, I remember talk about “persons of influence,” referred to those days as “men of influence.” I recall being baffled by one particular person and wondered why he was so well off. He had no special skill, no resources. He was just the man of influence (let me call him “M”). In those days, it took a wait of 6 years to get a phone connection. If you needed it sooner, you could try calling M and requesting his help. He would call up the relevant person in government; and more often than not, the favor would be done. If someone needed to get a child into a good school, she could ask M, and if M agreed, he would request the school principal to make an exception and take in this kid out of turn. It struck me much later what he was doing and I wrote it up as a model of the man of influence (Basu 1986). M was a person with a mental ledger of favors done. If i needed something from j, whom she did not know, she could ask M to ask j. Then j would do the favor, not because j cared for i or ever expected to need a special favor from i, but because j knew that someday he would need a favor from k and would need M to make a request of k. It is M that no one wanted to offend, because M was a clearinghouse with a memory. This is what made M a man of influence. In some sense, a person of influence is like money or a blockchain. It is a record of information and works only because everybody thinks it will work.

This description and even the model is straightforward enough. But its integration into a full general equilibrium model is extremely hard and

15. Some of the fundamental questions in this area are raised in Calvo (1996).
remains an open agenda, thereby handicapping policy makers greatly and forcing them to rely more on intuition and guesswork than hopefully will be necessary in the future.

**Politics and Economics**

When discussing development policy, I have been stressing the role of economic theory and empirical economics—in brief, input from professional, scientific analysis. The lack of this input dooms many a developing economy. But it is not always easy to marry scientific analysis with the ground realities of politics. Maybe because I moved so abruptly from academe to policy making, I cannot be unmindful of the importance of the role of how one engages with politics and politicians. When I moved from Cornell University to the Indian government at the end of 2009, I quickly became aware of the potential conflict between the prescription coming from theoretical economics and political compulsions. One quickly learned that when a politician tells an economist, “You are so good at theory,” it is meant to be a devastating criticism.

I have recounted in Basu (2015) how, at one of my first meetings in my new job with the prime minister and some of his advisers, I was discussing how to control food inflation, which was then at double digits. I spoke at some length on changing the manner in which food reserves are released in India to get the maximum dampening effect on prices. I basically drew some policy lessons from the logic of Cournot equilibrium. I was delighted that my suggestion was accepted, which, I now believe, owes as much to my not uttering the words “Cournot” or “equilibrium” as to Cournot’s excellent theorizing.

One gets a fascinating glimpse of the interface between the world of economic ideas and political compulsions in developing countries from Arthur Lewis’s experience as chief economic adviser to the Ghanaian government. He was invited to take this position by Kwame Nkrumah, the country’s first prime minister and president. The United Nations and the United States tried to block this appointment on the grounds that Lewis was “not very sympathetic to the Bank [the International Bank for Reconstruction and Development, commonly referred to as the World Bank]” (Tignor 2006, 147). There were also concerns, such as the one expressed by A. W. Snelling, an official in the British government, that “Lewis is a socialist, but a moderate one” (Tignor 2006, 148).
Lewis’s tenure began extremely well, with Nkrumah personally excited at the prospect of Lewis steering the Ghanaian economy to a takeoff. On taking office, Lewis plunged into work, especially related to the second Five-Year Plan, with widespread support from others in government. But soon Lewis’s idea of what constitutes good economics and Nkrumah’s insistence on political compulsions came into conflict. Seemingly small differences of opinion—for instance, whether to spray cocoa trees that had been attacked by capsid beetles (pardon me for having forgotten who took which side)—became the cover for deeper conflict: the professional economist’s insistence on good economics and the politician’s stubbornness about what is politically good.

Lewis left office at the end of 1958, with Nkrumah’s letter, gracious but recognizing that they could not work together, in his pocket: “The advice you have given me, sound though it may be, is essentially from the economic point of view, and I have told you on many occasions, that I cannot always follow this advice as I am a politician and must gamble on the future.”

Interests and Ideas

Some months after I moved from academe to the Indian government, a reporter asked me: What was the one thing that I had learned in this transition? Unusually for a question of this kind, I had an answer. The reader may recall Keynes’s beautiful observation on the power of ideas, which ended with the following: “I am sure that the power of vested interests is vastly exaggerated compared with the gradual encroachment of ideas” (Keynes 1936, 283–284).

As an academic, I loved the observation but did not believe in it, viewing it as the self-serving remark of a professor. It was only after I joined the Indian government and sat in interminable meetings with ministers and bureaucrats that I came to believe in Keynes’s observation.

Ideas play an unbelievably important role, and so those in the business of ideas have a special responsibility. As a consequence, I view this conference and this book not just as an intellectual contribution but as a critical ingredient for the work that is meant to be done in an organization such as the World Bank.
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1 Equilibrium, Welfare, and Information

Kenneth Arrow

Kenneth Arrow passed away on February 21, 2017, before he could complete this paper, which is based on his lecture at the World Bank conference. In a phone conversation on February 17 with one of us, he said he expected to complete the manuscript within a month, but that was not to be. We are immensely grateful to Larry Summers, who worked on the transcript of Ken Arrow’s lecture, editing it lightly, and made this publication possible. We, as editors of the volume, have subsequently added some minor edits. It was our conscious decision to do minimal work on Ken Arrow’s transcript, even at the risk of the text reading somewhat colloquially. As a last statement from him, we expect this paper to be an important document and were keen to maintain the texture of his voice. It is also clear that during the lecture, he ran out of time and so in some sense, this paper is not complete. That must have been the reason that Ken Arrow was keen to work on it before submitting it for publication. We do not have that choice now. But, as editors, we expect that his fascinating reflections on how modern economics came to be what it is, and his assessment of the weaknesses and strengths of modern economics, as well as his views on various historical figures in economics, will be of wide interest.

—Editors

I was asked to talk today about equilibrium and welfare. The word “information” was not in my suggested title, but as I shall argue, issues regarding information are fundamental to understanding the problem. I won’t go into technical questions of existence theorems. What I really want to do is to remark on what exactly the point of equilibrium theory is. What question are we asking? How does it contribute to our economic knowledge, to our understanding of the economy? Inevitably, given the many aspects of these questions, my remarks will be a bit scattershot.

One of the questions is: Why do people talk in equilibrium terms? What is the purpose of relying on the notion of equilibrium? Well, knowing about
the economy is a little different from knowing about astronomy, because it's part of our daily life. Astronomy is something you have to study. You have to stop and look at the stars. You have to watch what's going on. Whereas we are part of the economy.

It reminds me of the story of an astronomer who used to take summer vacations hiking. He went to the Pyrenees, France, and ran across a shepherd. They decided to walk together for a while and have dinner together. The astronomer was trying to explain what it was he did. He pointed at the stars and said, “Well tomorrow they're going to be in this different position.” The shepherd listened. “Marvelous,” he said, “I see the point. Since I follow my sheep and I know where they are, I know if I’m missing one, he probably went down that valley. So, I can see if you spend enough time, you’ll begin to know where the stars are. But the one thing I can’t understand is how do you know their names?” The story captures some of what we think about when we think of the difference in the positions of astronomers and economists.

We are part of the economy. For us, the economy is not like the stars are to the astronomer. The economy is a part of our everyday life; we observe it from the perspective of a participant. This creates advantages of proximity. But there is the disadvantage that we are too close in many ways. So, we are likely to see only one aspect, and even that aspect we do not see in a very unbiased fashion.

One thing, however, every day observation tells you is that somehow, I'm provided goods; I don't really worry that they won't be there. They're usually there when I want to buy them. My house is there, rented or whatever. When I go to the store, there's butter. Or, if you're up to date, there is some healthier kind of spread for you. But whatever it is, it's there.

**Early History**

Goods and services are available in a straightforward way. I may look at the price I have to pay, but that's all I ever have to know. I don't know how they make this stuff. I don't know where it comes from. This aspect of economic life goes back a long time. In the great days of Athens, the most traveled and most knowledgeable person about the world was Herodotus. And when he was writing his history of the Persian wars, he actually went all around the known world or the eastern Mediterranean, as we'd look at it today. He
writes on the subject of bronze. You make bronze by mixing copper and tin. Well, copper comes from a lot of places, but tin comes from very few. In fact, if you look at what we know about the ancient world, tin either came from Iran or it came from Cornwall. Cornwall is a long way from the eastern Mediterranean.

Tin from Cornwall, as we now know, was brought to what we now call Marseille. The Gaelic merchants rafted it down to Rome and sold it. The Greeks had no idea where it came from. They didn’t even know—at least at the time of Herodotus—they didn’t even know there was an island now called “Britain.” They didn’t know it existed. All they knew was they paid their price to the Gaelic merchants and bought their tin, and that was the tin that was used for making bronzeware. And of course, the modern world has these transactions multiplied n-fold.

So, we see a relatively smooth operating mechanism. We see it’s regulated by prices, and prices, for the most part, aren’t arbitrary. Firms, when they sell things, don’t make 500% profit. They make—most of the time—some normal level of profit. So there seem to be some rules, and it’s these observations that motivate the development of economic theory dating from the time of Adam Smith or even earlier. In fact, some people ascribe quite a bit of the development of economic theory to the medieval commentators who were concerned with the concept of profit and worried about excessive profit. A vast literature seeks to interpret Smith, but it was this mechanism and the “normal” level of prices that he had in mind when he famously spoke of the invisible hand.

This leads naturally to the question of how prices affect behavior, a topic that really did not come up at the time of Adam Smith or immediately after. But one thing that was already stressed in Smith, and I suppose, some of his predecessors, was the importance of competition. The idea that you really cannot make supernormal profits because somebody will see a profit opportunity. Now they didn’t spell out how this works. Presumably, if you have high profits, other people enter, and of course, other people can cut the price a little bit to take the trade. The implication in Smith is that it’s more about entry than about firms explicitly moving prices. So, a demand function must be implicit in the story. Yet you have no explicit notion of a demand function in Smith, his immediate successors, or Ricardo.

It was implicit and became explicit in the post-Jevons era that there’s a circular flow element. Somehow, there are primary factors that enter into
production. Production then goes on, and the goods are delivered, and they are bought by other producers or consumers. So the prices paid for the primary factors are the purchasing power. They ultimately determine the demand functions.

Now, it was the production side rather than the consumption side that was most emphasized in the Classical period. Returns to scale played and continue to play a major role in equilibrium theory. One natural assumption is that returns to scale are constant, and so firms can enter an industry at any scale with equal efficiency. But that poses a constraint, because if the price of the product is a little too high compared to the prices of the inputs, then with constant returns to scale, it pays to increase your scale of operations indefinitely. The question is then: What is it that restricts prices and the levels of output?

And so the demand function was invented. Cournot certainly uses it and indeed was an inventor of it. As an observation about how economic science developed, it is noteworthy that Cournot published his book in 1838, yet the first known review is somewhere around 1877. It was completely ignored, and it was reviewed because Walras’s book came out, and people began to go back. And Walras does pay some credit to Cournot, but Cournot, by this time a rather old man, going blind, was very bitter that he did not get the credit he deserved. And there was a very famous review by an astronomer named Bertrand, which is where the concept of Bertrand Competition is introduced.

But there was another introduction of demand functions besides in Cournot, and that is in John Stuart Mill. One of Ricardo's greatest innovations was the idea of comparative advantage as a determining factor in foreign trade. But without demand functions, you don’t really have an explanation of quantities, you have theories about prices. So, Ricardo was taking the prices as cost driven and therefore given. There are a lot of ambiguities in that, which I won’t go into now, but that’s the way he saw it. Mill wanted to know something about quantities. So, he produced the idea of demand curves. For example, Germany had a demand curve for English cotton. And England had a demand curve for German linen. I think that was the example he gave. This was Mills's first paper and probably one of the most brilliant things he wrote.

The next step in the development of equilibrium theory was the attempt to provide foundations for thinking about the idea of profit. One of the
questions you get into is: Why are there profits at all? Why aren’t there zero profits? Presumably, it’s a cost-driven thing, but in the simplest economic model, there is just one primary factor, labor, and then everything essentially is priced based on how much labor is embodied in it. That doesn’t give you any profits at all. This is what Marx, of course, took up. The rates of profit are equal, but why do they have to equal zero? Nassau Senior, who was a professor of political economy at Oxford at the time, said, “well, there’s a cost to waiting.” That’s a subjective cost. That’s not a cost in any literal sense. If goods are produced, they take time. I’m going to come back to that as one of my main themes. There were also important contributions by Gossen, Jevons, and Menger that clarified these matters further.

**Externalities**

So general equilibrium theory seems to have something to say about a good part of the economy. Does it say everything? Well, no. We’re now accustomed, I’m sure the World Bank especially, to talk about externalities. We find that the markets somehow don’t work properly.

And that realization took quite a while. Although you see it recognized: Walras, for example, has some statements that are pretty clear, not in his book but in some of his essays, on the subject. Jules Dupuit in 1844 was concerned with some ideas along these lines: Why the criteria for public works? When should you build a road? When should you build a railroad? How do you price railroads? And so forth. He was an inspector of bridges and highways for the French government.

It was really quite a bit later that Pigou gave us a really clear statement on externalities. But Pigou’s original formulation was pretty faulty, and it was reviewed by an economist—I don’t know how many have heard of him—Allyn Young. Allyn Young wrote a book review of the first edition of Pigou’s famous work—first called *Wealth and Welfare*, and the later editions called *The Economics of Welfare*. Pigou didn’t get it quite right, but in the review, Young explained very clearly and correctly what an externality was. And later there was, in the 1930s (the one I learned it from) a paper by Jacob Viner, distinguishing pecuniary from technological externalities. Technological externalities are the ones we think of as the welfare implications. I don’t want to go into that, because there’s hardly any advanced country with less than 30 percent of its national income going through
the government. Those are the externalities we attempt to take care of, but they are not the only ones. Externalities, public goods, whatever you want to call it. I didn’t want to elaborate, except to mention it now; I’ll come back to it later.

General equilibrium is useful here. It doesn’t explain the externalities, it doesn’t explain what’s done to meet the externalities, but it does essentially, at least for many economists, have some effect on real life. When analyzing policies, we ask: What would general equilibrium say if it were operative? And that’s the criterion we have. In almost all our analysis, policy analysis, in situations where externalities govern, we ask: What would general equilibrium say, if it even were applicable? And that is in a way the main theme I want to present in the end. Of course, there’s another aspect, namely, the failure of effective demand. When I was a graduate student, an infinite period of time ago, we’d talk about business cycles. That was the big macro issue—at least around places like the National Bureau of Economic Research. I personally took macro from Arthur Frank Burns in the 1940s.

The Influence on Early Econometric Models

The idea of pursuing systematic empirical work (not just collecting numbers but putting them into models—the econometric movement) is the product of the creation of the Econometric Society around 1932. It was kind of a movement, perhaps a little more European than American, but international. One of its first examples in practice was a business cycle model of the Netherlands by Jan Tinbergen, who subsequently led a much bigger study sponsored by the League of Nations in Geneva. One thing that Tinbergen picked up from general equilibrium theory is the idea of a complete system. If you’re going to forecast the future, you’ve got to have a complete system. Or if you’re going to ask what the effect is of a policy, you have to have a complete system. And we see today at least one tendency is to essentially take a general equilibrium system, say, the prices don’t immediately move in a right direction (they’re sticky).

So now we have I guess what you would call the “New Keynesian” models. I don’t know if they do any better, but anyway, they’re complete systems. And they deal with motivation as to individual relations from the same basis but put in layers trying to say it’s costly to change your prices all the time, or something along these lines.
Goods as Complements and Substitutes

A lot of the early literature on the production side assumed fixed coefficients. In other words, to produce good A, you just need so much of good B. So you can have intermediate goods, but ultimately, directly or indirectly, you’re drawing on the primary factors. And the idea that you’re going to have substitution in alternative kinds of production was elaborated by John Bates Clark in the late nineteenth century. Walras in his work—not in his first edition but in his later editions—has production functions. What Walras introduced really was the idea that (and he did this more elaborately, I think, than Jevons did) the demand for one commodity might depend not only on the price of that commodity but also on the prices of other commodities. Now once you say it’s an allocation problem (and this is certainly there in Jevons), the idea of demand then becomes more complex, and we have the standard notion that these commodities are in some sense substitutes for each other. The fact that they are all competing for a limited purchasing power means that, in some sense, substitution is bigger than complementarity. But complementarity is still there: The price of butter may affect the demand for bread. Once you bring in production functions, you have a similar idea in production. So the idea that something that happens in one part of the system can then work its way through and affect seemingly remote parts of the system is the big lesson to be learned from general equilibrium. If you think of someone like Alfred Marshall, he clearly saw this. In fact, his initial review of Jevons wasn’t terribly friendly. He was angry at Jevons (as he himself said in his memoirs), because Jevons was so contemptuous of Ricardo. Marshall said in his memoirs that he would write very angry comments, then cut them out, but they would “reappear” again. This was a very interesting discussion of the subconscious!

“Complementary Slackness”

Let me make two additional points. The first is an issue that sounds a little technical, but it really is not. This is what mainly drove the discussion on existence, which began in the 1930s and was completed in the 1960s. It’s what the people who have a linear programming background would say: “complementary slackness.” Menger made this observation. There are some goods that are free, but they are free only because they are very abundant.
In other words, if they were not so abundant, they wouldn’t be free. What are the examples? Air is free. In many parts of the world, water is free. In a region with a lot of rain, water is free: I mean rainwater for agriculture. Of course, water for drinking has got to be processed. It’s not the water that is scarce, it is the processing. So the idea that a good is free or not depends on economic circumstances. Well, this means that supply is not necessarily equal to demand. Of course, supply can’t be less than demand in equilibrium. You can’t meet the demand then. But supply could be greater than demand, and then the price would be zero. That’s recognized by Menger.

What happened was that several German authors (and two in particular, Hans Neisser and Heinrich von Stackelberg) in the 1930s had different arguments—I won’t try to reproduce them now—as to why the equations of general equilibrium could be inconsistent. Actually, even though the arguments were very easy, it would still take a few minutes, and I’m told I have less than that! A private banker named Karl Schlesinger fled Hungary, which was then under a communist threat, to Vienna and set himself up as a private banker there, but he kept his interest in economics as an amateur. (He had earlier received a PhD in economics.) Schlesinger pursued the existence controversy and grasped the idea that the existence problem was simply not recognizing complementary slackness. It was insisting that supply equals demand when you might have supply greater than demand.

Well, he was no mathematician. So he went to Oskar Morgenstern, who was running a business cycle research institute, financed by Rockefeller. Morgenstern had hired a graduate student in mathematics to do some work—mainly some statistical work—a fellow named Abraham Wald. Wald was Romanian. He was actually born in Hungary, but the boundary had been moved, so he was now a Romanian after World War I. And so there’s Wald, who, using Schlesinger’s insight about the importance of complementary slackness, came up with a proof of existence. The assumptions were absurdly strong. It clearly left an open problem, and I won’t go into the history of that.

The Essential Role of Time

Now, though time is running short, let me turn briefly to the second issue, that is, the big question that comes up, sort of right at the beginning—even in Smith—but is usually skated over: Production takes time. It’s not for nothing that the word “capitalism” starts with “capital,” which means
production taking time. Well, it can take time in an indirect form. You buy durable goods, like your plant and your equipment, which last and are gradually used up in the process. So, one way or another, literally it just simply takes time—or it may use machines that are durable and so are used over time. That means, if I look at a production process, to do it properly, you put in goods at time zero, you put in more goods at time one, and the good comes out at time two, or some such process. So, a production process involves not only different goods but different goods at different times. So, we can say, okay, no problem, we’ll just think of the same good at different times as different goods.

The first person, as far as I know, who made this simple observation was Eric Lindahl, a Swedish economist. It was picked up by Hicks. I got it from Hicks. To the young theorists of my generation, Hicks was god. His book, Value and Capital, was the most important thing in the world.

Prior to Hicks, the problem was that you read all this discussion about capital theory by Frank Knight and other things like that, and it was all mystical. You didn’t know what they were talking about. Pigou was a little bit clearer, but he confined himself to simple questions. Hayek was impenetrable. But when you read Hicks and then went back to Hayek, you could see that’s what Hayek was saying. I would never have understood Hayek. I did read Hayek, Theory of Capital. It was incomprehensible. But as I say, when you read Hicks, then it’s “oh, now I understand Hayek.” And I think part of it is that Hicks got something from Hayek. He gives credit in the footnotes but in a very general sort of way.

So, to this question of time. Now, when Gerard (Debreu) and I wrote, for example, our proofs weren’t really any different from McKenzie’s, or anything like that, but I think we set out—we carried the Walrasian program out—more thoroughly than anybody else did. That was the advantage of what we did. And so, we modernized it. We had utility functions, we had preference orderings, we recognized the ordinalist revolution, things of that kind, and we stated the need for concavity. It was a modernized version of Walras. And we wrote just automatically, but we both thought the same way without even discussing it. We treated goods at different times as though they were just different commodities.

But what does that mean? It means we’re talking about a world in which there are markets for everything. In particular, a market for goods tomorrow and goods 10 years from now and 20 years from now. Well, you could
wave away a little bit of that, but you need goods markets for everything. Look at the world. What do we see? There are goods for things tomorrow. Agricultural goods, minerals, that’s about it. You can’t typically buy a car in the future. I mean, obviously, if I’m setting up an automobile plant, it’d be very nice to sell forward the car, a futures market, and credit. Well, the problem is that I don’t know what the car is going to be like. I do know it’s going to be different. Something’s going to happen. Maybe nothing important, maybe just, you know, different styles or something trivial. But maybe it will be significantly better in fuel economy or safety or some other way that is important. So we have this problem. And that’s where general equilibrium runs into limits. Somehow you can’t carry through the program. And Hicks knew this, and he said, you have expectations of prices. But he’s not very good at explaining how you form the expectations.

I’m sorry: I’ll wrap up in a minute.

**Expectations and the Role of Information**

There had been a literature, in the nascent econometric movement, about price expectations. What people were really showing was that price expectations might give rise to trouble. And this is static expectations. Let’s say the price tomorrow is going to be the same as the price today. And then they had this famous “corn-hog” cycle. Well, similar versions of this is when you plant your crop, you look at the price prevailing and say that’s the price I’m going to sell it for. In fact, the result is, let’s say, if the price is high, today you plant a lot, but then the resulting effect is that the price is low tomorrow. So you can wind up with a cyclical movement in people’s expectations; of course, they’re already being dashed all the time, and people began to develop more and more sophisticated kinds of expectations. But this is the trouble.

The same thing could be extended to uncertainty, but that brings in the question being asked of why information is key. (I don’t have time to get to my main theme, but all right). Once you start out on the idea that we’re ensuring there’s uncertainty, there comes the problem that people know different things. There’s asymmetric information. And of course, we’ve had an enormous development of the theory of asymmetric information, but it tends to be static. You have to laugh at the fact that there’s going to be a realization.
So let me conclude by saying that where I find general equilibrium theory most used is as a basis for models. Climate change illustrates it. What have we got there? We have dynamic models, like Nordhaus and others have developed. That is, you have models of the future, and we make it clear that they are price clearing models. In fact, they are optimal, so they clear with full anticipation of what’s going to happen in the future. So these models are fully specified. They’re used for predictive purposes, and they’re used for policy formation purposes. And that’s where I think equilibrium theory is having its biggest use now. Thank you.
Comment: Shantayanan Devarajan

It is an honor to be a discussant for Kenneth Arrow’s presentation. I learned general equilibrium theory from Gerard Debreu, whom Ken mentioned, and it’s nice to hear from the other half of the great Arrow-Debreu pair. I will focus my remarks on the three nouns in the title of the paper, “Equilibrium, Welfare, and Information.”

First, equilibrium. The proof of the existence of a general equilibrium, due to Arrow and Debreu, is one of the most powerful contributions in economics. Its power lies not just in its mathematical elegance but in its utility. For we use general equilibrium reasoning every day, including at the World Bank. Without the proof that the interaction among sectors through the price mechanism is a consistent system, we would be spinning tales out of thin air. The idea of the Dutch disease (Corden and Neary 1982), where a booming sector (such as oil) increases prices of nontradables and decreases output of the traditional tradable sector, is not just a random collection of hypotheses. It is a description of the general equilibrium system that, thanks to Arrow, we know the conditions under which it exists. I used a general equilibrium model to estimate the overvaluation of the CFA franc in Africa (Devarajan 1997). That estimate was quite close to the actual devaluation in 1994. Again, we could not have built the model, much less used it, without a coherent theory that this way of describing the economy is analytically founded. This idea of the interdependence of different sectors of the economy, mediated through prices, is central to development. In recent work on cronyism in Tunisia, Rijkers, Freund, and Nucifora (2016) looked at monopoly power in the telecommunications sector, which had been granted because of connections to the then-ruling family. The authors showed that by raising telecoms prices, the monopoly had undermined the competitiveness of Tunisia’s
garments and electronics manufacturing sectors, which is another example of applied general equilibrium reasoning (and an explanation of why Tunisia's exports are not growing). Perhaps most importantly, the whole notion of inequality, which is currently being hotly debated in rich and poor countries, has to be understood in terms of general equilibrium. This concept is fundamental, because the distribution of income is a function of both the uses and sources of income, which in turn are functions of how prices and quantities adjust in different sectors. For example, in a resource-rich developing country like Zambia, a favorable terms of trade shock can lead to greater inequality, because poor people spend more of their income on nontradable goods (Devarajan and Go 2003)—a general equilibrium result that may deviate from a first-round, partial equilibrium one. In short—and I say this with some trepidation, because many contributors to this volume have made enormous contributions to economics—the proof of the existence of general equilibrium is one of the most powerful contributions, not just to economics but also to the welfare of poor people.

This brings me to the second topic of Arrow's talk, which is welfare. The two fundamental theorems of welfare economics, which state that, under certain assumptions, a competitive equilibrium is Pareto optimal and that any Pareto optimum can be supported by a competitive equilibrium, are, well, fundamental. But as Arrow points out, they are important because of what happens when you relax some of the assumptions. For example, when externalities exist, the competitive equilibrium will not be Pareto optimal. This is the cornerstone of economic policy: The purpose of economic policy is, when the assumptions of the first welfare theorem don't hold, to get us from the competitive equilibrium to the social optimum. Here is where I think we have a problem. Although everyone agrees that our goal should be to maximize social welfare—we've studied the theorems in graduate school and can probably recite them—some of our behavior does not follow suit. Having agreed that our purpose is to increase welfare, we sometimes develop “special initiatives” that include such goals as universal primary enrollment, or universal health care, or universal financial access. To be sure, these are worthy goals, but it is not clear that achieving any one of them is welfare maximizing. You could likely do better by increasing access to something at a very low level than spending the marginal dollar on going from 99 to 100 percent access in one of the other areas. So I think
development economists should be vigilant in pursuing the goal of welfare rather than appealing to constituencies or the latest trends.

Finally, despite its appeal, the general equilibrium model, and general equilibrium theory, have come under some criticism. One such criticism, which Arrow alluded to, is that the assumption that you have a complete set of markets for every contingency is unrealistic. It’s hard to imagine that everybody knows exactly what they’re going to buy under every possible state of the world. This is why a whole body of work has developed on general equilibrium under uncertainty. Joe Stiglitz and other contributors to this volume have made seminal contributions in this area. A second criticism is that people may not follow the optimizing behavior that is assumed in standard general equilibrium models. Consumers may not maximize utility; producers may not maximize profits. People have limited cognitive capacity. This has led to the area of behavioral economics, which my colleague Karla Hoff will discuss next. Despite the great progress that Karla and others have made in this field, we have yet to develop a fully specified theory of general equilibrium where agents are not optimizing, comparable to the traditional theory of general equilibrium. Such a theory would be a fitting tribute to the great work of Kenneth Arrow.
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In a conference that asks where economics is headed, it is natural that the first invited speaker be Kenneth Arrow. As much as anyone else who was alive in 2016, he had advanced the field of economics. He was the first to prove Adam Smith's conjecture that under some conditions, the market economy attains the ideal of Pareto efficiency (Arrow 1951), and his proof was a two-edged sword: It showed that a market equilibrium is Pareto efficient only under conditions so special that they would never be met in reality, even approximately (Greenwald and Stiglitz 1986). What sets Arrow apart from every economist before him is that he understood how unrealistic the conditions must be for market equilibrium to produce a Pareto efficient allocation. He also understood that the impersonal price system supplied a very incomplete description of reality.

Arrow consistently pushed the boundaries of neoclassical economics, in part by going back to earlier traditions that explored how a society as a whole functions. He studied peer influences on preferences (Arrow and Dasgupta 2009). He demonstrated that in a competitive economy, the rate of investment in learning would be too low, since learning benefits future investors who do not pay for it (Arrow 1962). Although he never left the framework of rational choice theory, he pushed the boundaries of the emerging field of behavioral economics, too. Leaders in that field, Richard Thaler and Sendhil Mullainathan (2008), had defined it as one that introduced psychologically more realistic assumptions about decision-making into economics. Arrow (2010, 12) commented: “[T]oday psychology is invading economics—the whole field of behavioral economics. I believe that sociology should play...
more of a role in economics than it does. The way people behave in economics is partly influenced by how other people behave. It's easy to point out examples, but it's not so easy to construct a broad theory.”

Behavioral economics has moved in the direction of sociology in the twenty-first century. The research in behavioral economics has two strands. The first focuses on the **quasi-rational actor**, who is rational when she thinks “slow” but who much of the time thinks “fast” using heuristic principles to reduce to simpler operations the complex task of making decisions (for example, Thaler 2000). The second strand, in which sociology, anthropology, and neuroscience play a role, is concerned with a **quasi-rational, enculturated actor**. The cognitive tools she uses to expand her ability to process information fast are endogenous, not universal. They differ across groups and over time. They are shaped by the socio-cultural environments that she and her ancestors have experienced or been exposed to (Nunn 2012; Hoff and Stiglitz 2016; Demeritt and Hoff 2018).

Each strand is easy to illustrate. Kahneman and Tversky, pioneers of the first strand, showed that the mechanisms of cognition (rather than merely the emotions) produce systematic errors of intuition. For example, when Kahneman (2011) shows us the box on the next page, we think the middle symbol is “B.”

But when he shows us the next box, we think the middle symbol is “13.” In neither case do we think the middle symbol is ambiguous. The example illustrates that “one does not just see, one sees as” (Bacharach 2003, 63).

Kahneman emphasizes that automatic, not deliberate, thinking is the “secret author of many of the choices and judgments you make” (Kahneman 2011, 13). Automatic thinking entails matching a stimulus to known patterns and making associations. It does not entail logic or careful reasoning. If an individual doesn’t have useful patterns and concepts that are easily accessible, she won’t make good choices and judgments.

Behavioral economics shows that when people are making choices based on automatic thinking, interventions can sometimes nudge them to make choices that leave them better off. “Nudges” have been devised to help people in poor countries save enough for medical expenses and health needs (Dupas and Robinson 2013), buy fertilizer (Duflo, Kremer, and Robinson 2011), treat unclean drinking water regularly with diluted chlorine (Kremer et al. 2011), and complete multiple-stage immunization programs to protect their children from disease (Banerjee et al. 2010).
The second strand of behavioral economics goes beyond nudges. It considers how to change the repertoire and the accessibility of cognitive tools—for example, cultural categories and narratives—that individuals use to process information. By expanding the repertoire or making some mental models more accessible, exposure to new social patterns (even in fiction) can induce long-run social change.

At the turn of the twentieth century, about one-fourth of the population in Brazil watched a soap opera at 9:15 each weeknight. Globo was the main producer of soap operas in Brazil. It crafted them with characters who had few or no children in order to reduce the number of characters in the stories. Small family size sharply contrasted with the prevailing patterns in Brazil.

Exposure to the soap operas lowered fertility rates in Brazil! Causal identification of the impact is possible because of the arguably random year that different municipalities obtained access to the Globo transmissions. The fertility rate in a municipality declined after the first year that it had access to transmissions of these soap operas (La Ferrara, Chong, and Duryea 2012). The decline was greatest for women who were within 4 years of the age of a leading female character in the soap operas, which is consistent with a role model effect. The effect was comparable to that of an increase
in average education of women by 2 years. Yet the effect was not driven by a change in assets or skills or prices, but only a change in the kinds of lives people imagined for themselves.

Changes in markets can also create new prototypes and thereby induce changes in preferences. A randomized controlled trial by Robert Jensen (2012) indicates that the proportion of young women in an Indian village who have business process outsourcing (BPO) jobs, such as at call centers, influences the average marriage patterns, education, fertility rates, and aspirations in the village. To conduct the experiment, Jensen hired eight call center recruiters and sent them to recruit women in 80 villages randomly chosen from a set of 160 villages about 100 kilometers from Delhi (too remote for profitable visits from recruiters). His experiment created a surge in demand in those 80 villages for women in BPO jobs. Before the experiment, no members of any household in these villages held a BPO job. As a result of the experiment, there were 11 job matches on average per village over 3 years. The proportion of young women with BPO jobs increased from 0 to 5.6 percent in the treatment villages. The surge in demand changed how women in the treatment villages defined their lives and how parents perceived and cared for their daughters, as table 1.1 shows.

The change in choice sets would have rationally changed expectations for women too. But it is plausible that by seeing young women play new roles, the lives that parents and young women imagined were possible for them had changed. The increase in the body mass index (BMI) of girls aged 5–15, shown in table 1.1, is evidence that daughters were better cared for in treatment than in control villages. It is evidence that a cultural shift had occurred. Like the study of the effect on fertility rates of Globo soap operas in Brazil, the randomized controlled trial using call center recruiters in India shows the kind of social influences that Arrow suggested behavioral economics should take into account.

Social influences can, of course, be bad or good. Just as social experience and exposure expanded individuals’ sense of “who they were” in the previous two examples, they can also narrow this sense and make a society rigid. In a village in which most girls are uneducated, it is possible to sustain a stereotype of educated women as immoral and a threat to the social order, which sustains the social pattern of low education for girls.
In interviews throughout India, comments of women demonstrate the influence of prevailing education levels on attitudes toward educating girls. When asked why their daughters never went to school, some parents responded, “We don’t educate girls in our community.” In contrast, when parents in Kerala, a socially progressive state of South India, were asked why they send their children to school, “some of them don’t know what to say simply because they take it as self-evident that going to school is what children do” (PROBE Team 1999, 22, 24).

The fact that attitudes and choices about educating girls are widely shared within a village and vary across villages suggests the existence of multiple stable and Pareto-ranked equilibria. Hoff and Stiglitz (2016) formalizes this observation in a simple model. It assumes that in each of the many households in a village, there is a young girl whom the parents have to choose to educate, or not. How they think about the girl’s education depends on the village stereotype of an educated woman and on her expected market-determined lifetime earnings, $W$ (call the former their “framed utility,” after Kahneman 2011, chapter 34). Consider two stereotypes of an educated woman, denoted $A$ and $P$. Under stereotype $A$, a woman’s autonomy is held in esteem, and an educated daughter is a source of pride to her parents. Under stereotype $P$, an educated woman is a threat to the patriarchal social order and to her husband’s masculinity, which means that an educated daughter is difficult to marry off. Parents do not have fixed preferences over educating their daughter. Instead, their

<table>
<thead>
<tr>
<th>Table 1.1</th>
<th>Social impacts of hiring female villagers in BPO jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control villages</td>
</tr>
<tr>
<td>Women of age 15–21</td>
<td></td>
</tr>
<tr>
<td>Percentage who married during the 3-year period of the experiment</td>
<td>0.71</td>
</tr>
<tr>
<td>Percentage who gave birth during the 3-year period of the experiment</td>
<td>0.43</td>
</tr>
<tr>
<td>Number of children that the individual desires</td>
<td>3.00</td>
</tr>
<tr>
<td>Girls of age 5–15</td>
<td></td>
</tr>
<tr>
<td>$z$-score of body mass index for age</td>
<td>$-1.25$</td>
</tr>
</tbody>
</table>

Source: Based on Jensen (2012).
preferences depend on the stereotype that is cued by the environment. Let \( U(s) \) be the weighted sum,

\[
U(s) = \omega(s) V_A^p + [1 - \omega(s)] V_P + W,
\]

where \( s \) is the salience of the mental model \( A \), \( V_A^p \) is the parents’ intrinsic valuation of an educated daughter under mental model \( A \), and similarly for \( V_P \). Let \( s \) be the fraction of village households that educate their daughters. The weight \( \omega(s) \) is increasing in \( s \): If all households educate daughters, \( \omega = 1 \). If none do, \( \omega = 0 \). Figure 1.1A illustrates the function \( U(s) \).

For simplicity, assume that having an uneducated daughter would give parents utility \( \theta \) that is independent of the fraction of households in the village that educate their daughters. Across households, \( \theta \) varies because some parents have greater need than others for a young child to tend to another family member, such as an infant or a sick grandmother. Figure 1.1B assumes a roughly normal distribution of \( \theta \) above some fixed, low value.

The evolution of the fraction of educated girls closes the model. A long-run interior equilibrium is the fraction of daughters who are educated, \( s^* \), at which the marginal parents are indifferent between educating their daughter or not doing so. In the neighborhood of any value of \( s^* \) at a stable equilibrium, parents for whom \( \theta \) is less than \( U(s^*) \) would be strictly better off educating their daughters, and parents for whom \( \theta \) is more than \( U(s^*) \) would be strictly worse off educating their daughters. See figure 1.1C, where the two graphs are superimposed. There are two stable equilibria (marked by circles) and one unstable equilibrium between them. In the bad equilibrium, the village has no educated girls: the patriarchal stereotype \( P \) is so salient that no parents want to educate their daughters. In the good equilibrium, stereotype \( A \) is so salient that most parents have the opposite preference: most prefer to educate their daughters.

The stereotypes in this model are a linchpin that reflects social patterns (“normal” girls do, or don’t, get educated) and affects individual behavior (the parents’ decisions to educate girls) in ways that sustain the stereotypes and the social pattern in a “cycle of mutual constitution” (Markus and Kitayama 2010). The social pattern in the village shapes how people think and the alternatives they can imagine. The social pattern is naturalized, even though other outcomes are possible, perhaps preferable, and prevail in other villages. Behavioral development economics, an emerging field in the twenty-first century, sheds light on how dysfunctional social institutions
Figure 1.1
Role model effects on parents' decision to educate a daughter
Notes: (A) Parents’ “framed utility” $U$ from an educated daughter. The utility depends on the salience of a stereotype $A$, in which an educated girl is a source of pride to her parents, and a stereotype $P$, in which an educated girl is perceived to be a threat to the patriarchal social order. The salience of the stereotype $A$ depends on the fraction of educated daughters in the village. $W$ is the market-determined lifetime expected earnings of an educated girl.
(B) Cumulative distribution function of parents’ utility from a daughter who is not educated.
(C) Multiple equilibria of the proportion of parents who choose to educate their daughters.
Source: Hoff and Stiglitz (2016).
(such as low education for girls) can persist and affect how people think and what they can imagine. In that sense, social patterns can determine “who we are.”

In a famous article on medical care and insurance, Arrow (1963) discusses the problem of asymmetric information. He argued that equilibria in insurance markets are very far from Pareto efficient. Buying insurance for the risk of a car accident will reduce the care that the insured party takes. If she knows she’s a bad driver but the insurance company does not, she is likely to fully insure. At the high price at which the insurance company breaks even on bad drivers, good drivers won’t be willing to fully insure. Sellers and buyers of insurance do not have the same information and, thus, are not really trading the same things (Rothschild and Stiglitz 1976 show that market equilibrium will thus not be Pareto efficient).

But whatever information decision makers have, neoclassical economics assumes that they process it objectively. Behavioral economics departs from that assumption and recognizes the systematic influence of cultural mental models for subjectively processing information. Perception is selective. Depending on the activated mental model, an individual sees different things. Recall the earlier figure that showed that depending on the frame, a person might be sure that a symbol was “B” or “13.” That is, “one does not just see, one sees as.” Culture works through the interaction of shared mental models and the information and context that activate those mental models to varying degrees (DiMaggio 1997, 264, 274).

<table>
<thead>
<tr>
<th>Neoclassical Economics</th>
<th>Behavioral Economics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept of the actor</td>
<td>The rational actor</td>
</tr>
<tr>
<td>The quasi-rational actor</td>
<td>The quasi-rational, enculturated actor</td>
</tr>
<tr>
<td>The drivers of behavior</td>
<td>Guided by incentives</td>
</tr>
<tr>
<td>Also guided by context in the moment of decision, e.g.</td>
<td></td>
</tr>
<tr>
<td>Presentation.</td>
<td>Mental models</td>
</tr>
<tr>
<td>▪ Default options</td>
<td>▪ Categories</td>
</tr>
<tr>
<td>▪ Language</td>
<td>▪ Concepts</td>
</tr>
<tr>
<td>▪ Cues</td>
<td>▪ Identities</td>
</tr>
<tr>
<td>▪ Reminders</td>
<td>▪ Narratives</td>
</tr>
<tr>
<td>▪ Mental accounting</td>
<td>▪ What primes certain behaviors</td>
</tr>
</tbody>
</table>

**Figure 1.2**
Neoclassical economics and the two strands of behavioral economics

*Source:* Based on Hoff and Stiglitz (2016).
“Nudges” are based on the idea that a change in a frame changes what is seen and may change what one does. Interventions to change experience or exposure (for example, exposure to new role models) are based on the idea that in the medium-run, they will change the repertoire or accessibility of mental models and thereby change the conceptual frames that one brings to a problem.

Figure 1.2 illustrates the three types of actors assumed in modern work in economics: the rational actor; the quasi-rational actor; and the quasi-rational, enculturated actor. By conceptualizing the last actor, recent work in behavioral economics has taken up Ken Arrow’s recommendation that sociology should play more of a role in economics.

References


In the making of acceptable social decisions for a group (such as a nation, a community, a committee, or any other collectivity), the diverse views and interests of members of the group must receive attention and importance. This can be an exacting task, because people’s views can differ, and as Horace pointed out a long time ago, there may be as “many preferences as there are people.” Choosing actions and policies for a group can be formidably difficult.

And there are, in addition, difficult issues even in describing what exactly is happening to a group as a whole. Is it better off or worse? Are its members happier? Do they have more freedom than before? Is there more poverty or less than in the past? Has social inequality in the group diminished or increased? Can the social decisions that emerge be seen as democratic, or are they, in some important sense, authoritarian? Methods of aggregative assessment are central to the subject of social choice in general and welfare economics in particular.

People have speculated on social aggregation throughout human history. However, social choice theory as a formal discipline first came into its own around the time of the French Revolution. The subject was pioneered by French mathematicians in the late eighteenth century, particularly J.-C. Borda (1781) and Nicolas de Condorcet (1785). They addressed social choice problems in rather mathematical terms and initiated the intellectual discipline of social choice theory in terms of voting and related procedures. The intellectual climate of the period was greatly influenced by the European Enlightenment, with its interest in reasoned construction of a social order.

Indeed, some of the early social choice theorists, most notably Condorcet, were also among the intellectual leaders of the French Revolution. Condorcet noted that Anne Robert Jacques Turgot, the pioneering French
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economist (and also the governor of the province of Limoges), whom Condorcet greatly admired, was the first statesman who “deigned to treat the people as a society of reasonable beings” (Condorcet 1847, 9, 15, 18). Condorcet admonished Jacques Necker, an opponent of Turgot, for “exaggerating the stupidity of people.” Condorcet took great interest, especially in his later works, on interactive decision-making in assemblies, including “assemblées d’administration,” charged with making decisions about taxation, public works, militias, the use of public funds, and the management of public goods.

The motivation for the early social choice theorists included the avoidance of authoritarianism as well as arbitrariness in social choice. Their work focused on the development of a framework for rational and democratic decisions for a group, paying adequate attention to the preferences and interests of its members. However, even the theoretical investigations typically yielded rather pessimistic results. Condorcet noted, for example, that majority rule can be caught in an impasse when every alternative is defeated in voting by some other alternative. To illustrate the “voting paradox,” first spotted by Condorcet, consider a 3-member community in which person 1 strictly prefers x to y and that to z; person 2 ranks them in the strict order of y, z, and x; and person 3 strictly ranks them as z, x, and y. Then x will defeat y by majority vote, while y defeats z, and z vanquishes x, thereby generating a “cycle.” More particularly, every alternative is rejected in a majority vote by some other alternative, and there will be no “Condorcet winner,” that is, an alternative that wins against (or at least stays undefeated against) every other alternative.

Even though there is no continuous line of work on social choice theory following the early lead of French mathematicians, the subject received sporadic attention in various writings, often from distinguished intellectuals, such as Lewis Carroll, the author of Alice in Wonderland (he wrote some engaging and important papers on group decisions under his real name, C. L. Dodgson (1876, 1884)).

However, in its modern—and fully axiomatized—form, modern social choice theory had to wait until the middle of the twentieth century for its first rigorous foundation in the work of Kenneth J. Arrow. His famous “impossibility theorem,” contained in his PhD dissertation, was first reported in a journal article (Arrow 1950). His thesis was published shortly thereafter as a monograph (Arrow 1951), which became an instant classic.
Economists, political theorists, moral and political philosophers, sociologists, and even the general public took rapid notice of what seemed like—and indeed was—a devastating result. And in a comparatively short time, social choice theory in a modernized and systematically axiomatic form was firmly established as a discipline with immediate and extensive implications for economics, philosophy, politics, and the other social sciences. Very rarely in intellectual history has a young graduate student so profoundly influenced the course of social thought in the world.

Like Condorcet with his “voting paradox,” Arrow was also concerned with the difficulties of group decisions and the inconsistencies to which they may lead. Arrow’s “impossibility theorem” (formally, the “general possibility theorem”) is a result of breathtaking elegance and power. The theorem shows that even some very mild conditions of reasonableness could not be simultaneously satisfied by any social choice procedure in the wide family of such procedures that identify a social ordering for any collection of individual preference orderings over social alternatives.

The fundamental challenge that Arrow considered is that of going from individual preferences over the different states of affairs to a social preference over those states, reflecting something like an “aggregation” of the points of views of all members of the society. He wanted the social preference to be an “ordering” (sometimes called a “complete ordering”). A ranking is an ordering if (1) any two alternatives can be ranked—one preferred to the other, or the opposite, or they are indifferent to each other (this is called the “completeness” of the ranking), and (2) the ranking has a requirement of coherence that goes by the name of “transitivity” (a flash of grammatical language in the field of preferences). Transitivity demands that if an alternative x is taken to be at least as good as y, and y to be at least as good as z, then x must be judged to be at least as good as z. Arrow saw these demands on the social choice as requirements of “collective rationality.”

A social choice procedure that takes us from a cluster (or “profile”) of individual preference orderings (one ordering per person) to a social preference ordering is called a “social welfare function,” as defined by Arrow. Interpreting this in the context of welfare economics, if a state of affairs x is socially ranked above another state y, then state x yields more “social welfare” than does y. The impossibility theorem shows that if there are at least three distinct alternatives and at least two different individuals (though only a finite number of them), then a set of very mildly demanding
conditions of reasonableness cannot be satisfied together by any possible social welfare function.

Consider the following four axioms characterizing a social welfare function, specifying a social ordering of alternative states of affairs for each profile of individual preference orderings over those states.¹

Unrestricted domain (U) claims that a social welfare function must work for every profile of individual preferences (that is, it must generate a social ordering for every cluster of individual preferences).

Independence of irrelevant alternatives (I) requires that the social ranking of any pair of alternatives must depend only on the individual rankings over just that pair (the “relevant” pair).

The Pareto principle (P) instructs that if everyone strictly prefers some alternative x to another alternative y, then social ordering too must place x strictly above y.

Non-dictatorship (D) demands that there should be no dictator such that when that person strictly prefers any x to any y, then society must invariably place x strictly above y.

Arrow’s impossibility theorem shows that these mild-looking axioms U, I, P, and D cannot be simultaneously fulfilled by any social aggregation procedure (or social welfare function).

This is not only an astonishing analytical result, but also one that generated much despair in the search for rational social choice procedures based on individuals’ preferences. It also seemed like an antidemocratic result of profound reach (which, in fact, is not quite the correct interpretation). One common take on this result was that only a dictatorship would avoid social inconsistencies, but a dictatorial rule would, of course, involve (1) an extreme sacrifice of participatory decisions and (2) a gross inability to be sensitive to the heterogeneous interests of a diverse population.

Two centuries after the flowering of the ambitions of social rationality in Enlightenment thinking and in the writings of the theorists of the French Revolution, the subject seemed to be inescapably doomed. Social appraisals, economic evaluations, and normative statistics would have to be, it seemed, inevitably arbitrary or irremediably despotic.

¹ This is a somewhat simplified version of the set of conditions that Arrow himself used (see Sen 1970a).
The Idea of Social Preference

Arrow’s framework makes substantial use of the idea of social preference, and Arrovian conditions of “collective rationality” seen in terms of direct use of maximization based on the binary relation of social preference, or indirect use of the idea through imposing internal consistency conditions of choice that has a binary representation. The binary relation can be seen as an “as-if social preference.” James Buchanan (1954) has argued powerfully against the alleged cogency of the idea of social preference, because society is not an individual and so cannot have any self-evident attribute of a “preference.” The objection is particularly relevant in dealing with political decisions rather than social welfare evaluation, because the latter demands some notion of a socially acceptable idea of a possibly binary social welfare ranking relation. But the case for relying on institutional outcomes rather than on any implicit idea of social preference can be seen to be strong for political processes.

The possibility of a nonbinary formulation of the social choice has received considerable attention in the literature of social choice theory in recent years, led by contributors like Bergt Hansson, Thomas Schwartz, Peter Fishburn, Donald Campbell, and Charles Plott. In some cases, the impossibility results of the Arrow type seem resolved, and in others, they have been revived in the choice-functional framework. The question that arises, however, is whether the impossibility results, thus derived, have been crucially dependent on imposing conditions of internal consistency of choice, which tend to take us in the direction of a binary representation of the choice function. However, it turns out (see Sen 1993) that Arrow’s impossibility theorem can be generalized to hold without any condition of internal consistency of choice and without imposing any demands of collective rationality. Through seeing the fuller implications of the relation between individual preferences and social choice (including seeing independence of irrelevant alternatives in a more demanding light), the Arrow impossibility can be shown to resurface without any use of internal consistency in social choice functions and without any idea—explicit or implicit—of a social preference.
Voting and Majority Decisions

As far as political decisions are concerned (postponing for the moment welfare economic investigations), it seems fair to conclude that there is not going to be any perfect resolution through voting procedures of the social choice dilemmas of the kind identified by Arrow. This leads to two different kinds of questions. First, even though there may not be any faultless voting procedure, do some of them function much better than others? Second, is voting a good way at all of trying to resolve social choice problems of all kinds?

Majority voting has many rather attractive qualities and is considered by many as a quintessential component of democratic decision making. Can the grip of inconsistent choices—and more particularly, of not having a “Condorcet winner”—be at least partially subdued? One of the ways of coping with this challenge that has been much explored in this context is the use of a “restricted domain” of the social welfare function—through limiting the preference profiles that are allowed—that would avoid problems of inconsistency in voting results and also avoid the nonexistence of a “Condorcet winner.” Arrow (1951) himself had initiated, along with Duncan Black (1948, 1958), the search for adequate restrictions that would guarantee consistent majority decisions, and he had identified a class of preference profiles (“single-peaked” preferences) that would work.

In fact, the Arrow-Black identification of sufficiency for consistent majority rule (single-peaked preference profiles) can be vastly expanded through using a process of reasoning not dissimilar to Arrow’s own, which results in a much more general condition: “value restriction” (Sen 1966). Value restriction demands that in every triple of alternatives (x, y, z), there is one alternative (say, x) such that everyone agrees that it is either “not best,” or “not worst,” or “not medium” (the position on which there is such an agreement can vary from one triple to another).

Going from sufficiency conditions to the demands of necessity, the necessary and sufficient conditions of domain restriction for consistent majority decisions can also be precisely identified (see Sen and Pattanaik 1969). If individual preferences are strict—that is, they have no indifferences—then these rather complex necessary and sufficient conditions boil down simply to value restriction. However, even though these conditions are much less restrictive than the earlier conditions that had been identified, they are still...
quite demanding; indeed, it can be shown that they can be easily violated
in many actual situations.

Even though a voting impasse cannot be generally eliminated, it appears
that majority rule is, in fact, far less vulnerable to contradictions than other
procedures of voting. It can be shown that if there is a domain restriction
for which any voting rule other than the majority rule works well, then
so will majority rule (see Maskin 1995, 2014; Dasgupta and Maskin 2008).
Furthermore, for any nonmajority voting rule, there is a class of preference
profiles for which majority rule works well, but the other voting rules do
not. This powerful “dominance result” shows that even though all voting
rules are subject to impasse or contradictions, the method of majority rule,
which has other attractions too, is the least vulnerable among them. The
comparative robustness of majority rule is surely a pointer to its strength
that cannot but be important for many social and political decisions. But
that comfort may not be available for many other types of social choice. For
example, voting rules, including majority rule, may be quite inappropriate
as a basis for welfare economic judgments (on which more presently).

Liberty and Rights

Majority rule can also be severe against minority rights and may also work
against individual liberty. More than a century and a half ago, John Stuart
Mill ([1859] 1959) investigated how a good society should try to guarantee
the liberty of each person. Liberty has many different aspects, including
two rather distinct features:

1) The opportunity aspect: We should be able to achieve what we choose to
achieve in our respective personal domains, for example, in our private
life.

2) The process aspect: We can make our own choices in our personal domains
(no matter whether we achieve what we want).

In social choice theory, the formulation of liberty has been primarily con-
cerned with the former, that is, the opportunity aspect.

Seen in the perspective of the opportunity aspect, liberty demands that
each person should be decisive in safeguarding certain things in his or
her “personal domain,” without interference by others (even if a major-
ity is keen to interfere). J. S. Mill considered various examples of such
personal domains over which the person involved should be able to prevail, including—for example—in the practice of his or her own religion. Note that the “opportunity aspect” cannot be safeguarded, as it is sometimes wrongly presumed, by leaving to the person the choices to be made in her personal domain, as an alleged “process guarantee.” The trouble is that others can interfere in the practice of this person through their own actions (for example, a person may be allowed to choose her religious practices, but others could interfere through making hugely distracting loud noises, or even by organizing disturbing demonstrations outside her home, making life difficult for the person involved). It is the duty of the society, Mill argued, to make sure that the person’s own choices over a personal domain prevail (in this case, guaranteeing that the person can perform his or her private religious actions, without being stopped by others, and also without being hindered by the actions of others).

It is the conflict of this opportunity aspect of liberty with the Pareto principle (given unrestricted domain) that is the subject matter of an impossibility theorem, which is sometimes referred to as “the liberal paradox,” or “the impossibility of the Paretian liberal” (See Sen 1970a, 1970b). Unlike the Arrow theorem, this impossibility theorem does not depend on the independence of irrelevant alternatives (condition I), which is not invoked at all. Instead, it is shown that unrestricted domain (U) and the Pareto principle (P) cannot be combined with “minimal liberty,” demanding only that at least two persons are each decisive over the choice over one pair each. There is a huge literature on the subject, including contributions that (1) dispute the result, (2) extend it, (3) attempt to resolve the conflict, and (4) question the interpretation of liberty. The theorem shows the impossibility, given unrestricted domain, of satisfying even a very mild demand for “minimal liberty” when combined with an insistence on Pareto efficiency.

Turning to the process aspect, seeing liberty as a guaranteed process of leaving people free to do certain things in their own personal sphere is a requirement that has been particularly pursued by various writers in this field (led by Robert Nozick (1974), and joined in many distinct ways by others). In this perspective, what liberty demands is that people remain free to choose what to do in their personal domain, but it does not really matter what the actual outcome is (that is, it does not matter as far as liberty is concerned). I cannot pretend that I find this conclusion particularly persuasive, because the opportunity aspect of liberty can also be very important.
In modern societies in particular, it is hard to give people the agency to control what happens in all aspects of their lives. My liberty to fly safely is better guaranteed by leaving many decisions to the pilot, rather than my taking charge of the agencies in the cockpit. Our lives are saved by better policing and effective epidemiology, which involve the agencies of many other people (and not just on what we ourselves do).

However, it is hard to deny that liberty has both opportunity and procedural aspects. If being free to smoke is an important liberty (there can be a debate on this), then surely a procedural system that allows anyone to decide whether to smoke can rightly be seen as a part of liberty. However, if a person who shuns smoking does not want smoke to be blown in her face, her liberty to secure this does not depend primarily on what she does, but mostly on what others do. Leaving her free with her action cannot eliminate this violation of her personal liberty.

In the recent literature, the formulation of process-based liberty has been much refined from the simple statements originally made by Nozick (1974). In particular, the specification of liberty has been given “game-form” formulations (see Gaertner, Pattanaik, and Suzumura 1992), so that agency freedoms are judged by the acceptability of combinations of different persons’ actions (e.g., do not smoke if others are present, or—as a stricter demand—do not smoke in places where others can be present if not deterred by the presence and activities of smokers). This refinement is surely an important one, but as Gaertner, Pattanaik, and Suzumura explain, it does not eliminate the impossibility of the Paretian liberal. Its merit lies elsewhere, in particular, in capturing better the common idea of liberty with the assignment of individual agency freedoms. It does not, however, eliminate the relevance of social choice in assessing different game forms (see Sen 1992; Hammond 1996). Game forms do help the specification and analysis of liberty, but the motivation behind social choice theory would continue to apply in the assessment of alternative game forms. And in that context, we must take note of outcomes as well as processes.

Crisis in Welfare Economics

I turn now to welfare economics. Social choice difficulties apply inter alia to what is called “welfare economics”—an old subject aimed at judging social states in terms of the well-being (and other concerns) of the people,
on which A. C. Pigou’s (1920) distinguished book, *The Economics of Welfare*,
had been something of a classic account. The subject, however, had taken
quite a hard hit in the 1930s, even before Arrow’s impossibility result fur-
ther darkened—or seemed to darken—the prospects of systematic welfare
economics. The initial crises came because of the economists’ newfound—
but rather hastily argued—conviction that there was something quite
unsound in making use of interpersonal comparison of individual utilities,
which had been the basis of traditional welfare economics.

Welfare economics had been developed by utilitarian economists (such
as Francis T. Edgeworth (1881), Alfred Marshall (1890), and Arthur C. Pigou
(1920)) and had taken a very different track from the vote-oriented social
choice theory. It took inspiration not from Borda (1781) and Condorcet
(1785), but from their contemporary, Jeremy Bentham (1789). Bentham
had pioneered the use of utilitarian calculus to obtain judgments about
social interest by aggregating the personal interests of the different indi-
viduals in the form of their respective utilities.

Bentham’s concern—and that of utilitarians in general (John Stuart Mill
was the exception here)—was with the *total utility* of a community. The
focus, which has problems of its own, was on the total sum of utilities,
irrespective of the distribution of that total, and in this, we can see a par-
tial blindness of considerable ethical and political import. For example, in
the utilitarian best world of maximizing utility, a person who is unlucky
each to have a uniformly lower capability to generate enjoyment and
utility out of income (say, because of a physical or mental handicap) would
be given even a lower share of a fixed total income, because of her lower
ability to generate utility out of income. This is a consequence of utilitari-
anism’s single-minded pursuit of maximizing the sum-total of utilities—no
matter how unequally distributed. However, the utilitarian interest in taking
comparative note of the gains and losses of different people is not in itself
a negligible concern. And this concern makes utilitarian welfare economics
deeply interested in using a class of information—in the form of compari-
son of utility gains and losses of different persons—with which Condorcet
and Borda had not been directly involved.

Utilitarianism has been very influential in shaping welfare economics,
which was dominated for a long time by an almost unquestioning adher-
ence to utilitarian calculus. But by the 1930s, utilitarian welfare economics
came under severe fire. It would have been quite natural to question (as
Rawls (1971) would do masterfully in formulating his theory of justice) the utilitarian neglect of distributional issues and its concentration only on utility sumtotals (in a distribution-blind way). But that was not the direction in which the anti-utilitarian critiques went in the 1930s and in the decades that followed. Rather, economists came to be persuaded by arguments presented by Lionel Robbins and others (who were themselves deeply influenced by the then-fashionable philosophical approach of “logical positivism”) that interpersonal comparisons of utility had no scientific basis: “Every mind is inscrutable to every other mind and no common denominator of feelings is possible” (Robbins 1938, 636). Thus, the epistemic foundations of utilitarian welfare economics were seen as incurably defective.

There followed attempts to do welfare economics on the basis of each person’s respective ordering of social states, without any interpersonal comparisons of utility gains and losses of different persons. Although utilitarianism and utilitarian welfare economics are quite indifferent to the distribution of utilities among different persons (concentrating, as they do, only on the sum-total of utilities), the new regime, without any interpersonal comparisons in any form, further reduced the informational base on which social choice could draw. The already limited informational base of Benthamite calculus was made to shrink further to the narrow electoral plane of Borda and Condorcet (I should explain that I am referring here to Condorcet as a voting theorist, not as a general social philosopher—in that capacity, his attention was much broader). The use of different persons’ utility rankings without any interpersonal comparison is analytically quite similar to the use of voting information—each individual taken separately—in making social choice.

**Attempted Repairs and Further Crises**

Faced with this informational restriction, utilitarian welfare economics gave way, from the 1940s on, to what came to be called—hugely overambitiously—“new welfare economics,” which used only one basic criterion of social improvement: the “Pareto comparison.” The Pareto criterion for social improvement only asserts that a situation can be seen as definitely better than another if the change would increase the utility of every one (or at least increase the utility of someone without reducing the utility of anyone
else). A good deal of subsequent welfare economics restricted attention to “Pareto efficiency” only (that is, only to making sure that no further Pareto improvements are possible). This criterion takes no interest whatsoever in distributional issues, which would tend to involve conflicts of interests of different persons. So if one person gains while everyone else loses (no matter how many—and by how much), we were not allowed to declare this change to be a deterioration, if we seek only Pareto efficiency.

This remarkable reticence, it seems fair to guess, would have appealed to Emperor Nero, who evidently enjoyed playing his music while Rome burned and all other Romans were plunged into misery. In general, the Pareto efficiency of a state of affairs would not be disturbed even if many people are forced into terribly famished lives, while some others lead lives of extreme luxury, provided the misery of the destitute cannot be reduced without cutting into the lives of the super-rich.

Some further criterion—beyond Pareto efficiency—is clearly needed for making social welfare judgments with a greater reach, and this was insightfully explored by Abram Bergson (1938) and Paul A. Samuelson (1947). This search led directly to Arrow’s (1950, 1951) pioneering formulation of social choice theory, relating social preference (or decisions) to the set of individual preferences, that is, to the search for what Arrow called a “social welfare function.” It was in the framework of social welfare functions that Arrow (1951, 1963) established his powerful impossibility theorem, showing the incompatibility of some very mild-looking conditions (discussed earlier), including Pareto efficiency, nondictatorship, independence of irrelevant alternatives, and unrestricted domain. This generated further gloom in an already gloomy assessment of the possibility of having a reasoned and satisfactory welfare economics.

To escape the impossibility result, different ways of modifying Arrow’s requirements were tried out in the literature that followed, but other difficulties continued to emerge. The force and widespread presence of impossibility results generated a consolidated sense of pessimism, and this became a dominant theme in welfare economics and social choice theory in general. By the middle 1960s, William Baumol, a distinguished contributor to economics in general and welfare economics in particular, judiciously remarked that “statements about the significance of welfare economics” had started having “an ill-concealed resemblance to obituary notices” (Baumol 1965, 2). This was certainly the right reading of the prevailing views.
Welfare Economics and Voting Information

It can be argued that the “obiturial” climate of welfare economics in its postutilitarian phase was related largely to the epistemic penury of welfare economics based on confining informational inflow to voting-like inputs. Voting-based procedures are entirely natural for some kinds of social choice problems, such as elections, referendums, or committee decisions. They are, however, altogether unsuitable for many other problems of social choice. For example, when we want to get some kind of an aggregative assessment of social welfare, we cannot rely on such procedures for at least three distinct reasons.

First, there are some serious problems in the correspondence between actual preferences and the votes cast, which must take note of the possibility of strategic voting, aimed at manipulating the voting outcomes. The impossibility of having strategy-proof voting procedures has been well established. The subject occupies a huge literature.

Second, voting requires active participation, and if some groups tend not to exercise their voting rights (perhaps due to cultural conditioning or because of procedural barriers that making voting difficult and expensive), then the preferences of those groups tend to have quite inadequate representation in social decisions. Because of lower participation, the interests of substantial groups—for example, of African Americans in the United States—can have a quite limited influence on national politics.

Third, even with the active involvement of everyone in voting exercises, we will still be short of important information needed for welfare economic evaluation. It is absurd to think that social welfare judgments can be made without some understanding of issues of inequality and disparities that characterize one society or another. Voting information, taken on its own, turns a blind eye to such comparisons—its takes no direct note of how deprived different voters may be, nor of the extent to which their preference reflects large differences or small ones. These limitations are related to the eschewing of interpersonal comparison of well-being, on the impossibility of which for several decades, professional economists remained prematurely convinced.

2. See Gibbard (1973), Satterthwaite (1975), and also Pattanaik (1973, 1978), Maskin (1985) and Maskin and Sjöström (2002).
There was also the exclusion of what economists call “cardinal utility,” which takes us beyond relying merely on the ranking of alternatives in terms of being better or worse (or indifferent)—the so-called ordinal utility—to giving us some idea of the relative gaps between the utility values of different alternatives. Utilitarian welfare economics uses cardinality of utilities as well as interpersonal comparison of these utilities, and the new orthodoxy that emerged in the 1930s disputed the scientific status of both cardinality and of interpersonal comparison of utilities of different persons.

**Informational Penury as a Cause of Social Choice Problems**

It is also worth recollecting that utilitarian philosophy—and influenced by it, traditional welfare economics as well—had huge informational restrictions of their own. It was not allowed to make any basic use of non-utility information, because everything had to be judged ultimately by utility sum-totals in consequent states of affairs. To this informational exclusion was now added the further exclusion of interpersonal comparisons of utilities, along with cardinal utility, which disabled the idea of utility sum-totals without removing the exclusion of non-utility information. This barren informational landscape makes it hard to arrive at any systematic judgment of social welfare, based on informed reasoning. Arrow’s theorem can be interpreted, in this context, as a demonstration that even some very weak conditions—in this case, Arrow’s axioms—relating individual preferences to social welfare judgments cannot be simultaneously satisfied in a world of such informational privation (see Sen 1977b, 1979).

The problem is not just one of impossibility. Given Arrow axioms U (unrestricted domain), I (independence of irrelevant alternatives), and P (Pareto principle), the relation between the profile of individual preferences and the social ranking emerging from it has to forgo taking any note of the nature of the alternatives (that is, the social states). The relation must simply go by the individual preferences over the alternatives, no matter what they are. If person 1 is decisive in the choice over any pair (a, b)—for whatever reason—then that person would be decisive in the social preference over every other pair of alternatives (x, y) as well, even though the nature of the choice involved may radically differ because of the nature of the social alternatives involved.
This requirement is sometimes called “neutrality” (a usage that had the support—I very much hope only half-hearted—of Arrow (1963) himself). It is, in fact, a peculiarly kind term for what is after all a sanctification of blindness to all information other than utility information. Perhaps the alternative term used for it (namely, “welfarism”) is more helpful, in that it focuses on the limitation imposed by forbidding any direct use of any information about the states of affairs other than the individual welfares they respectively generate—and that again only in the form of utilities. Adding to that the further requirement that the utility information used must not involve any cardinality, or any interpersonal comparison of utilities, amounts to insisting that social choices must be made with extremely little information indeed.

The demand of so-called neutrality tends to play havoc with the discipline of reasoned social choice. Consider, for example, a cake division problem, in which everyone prefers to have a larger share of the cake. If, in this cake division problem, an equal division between two persons in the form (50, 50) is socially preferred to person 1 having 99 percent of it, with the other having only 1 percent in the form (99, 1), it is clearly being judged that person 2’s preference should prevail over person 1’s, in this case. But if so-called neutrality is demanded, then due to the insistence that the nature of the alternatives should not make any difference to whose preference prevails, an opposite type of inequality—with person 2 having nearly all in the form of (1, 99)—should be socially preferred to a (50, 50) division, through the requirement that person 2, decisive over the earlier choice, should be decisive over all other pairwise conflicts as well. It is hard to escape the thought that something has gone badly wrong in the underlying intellectual system—and that problem arises even before any impossibility result emerges.

What is being presumed here is to insist that welfare judgments must be based on something like voting data, taking note of who prefers what but ignoring who is rich and who is poor, and who gains how much from a change compared with what the losers lose. We must go beyond the class of voting rules (explored by Borda and Condorcet as well as Arrow) to be able to address distributional issues, particularly in welfare economics.

Arrow had ruled out the use of interpersonal comparisons, because he had followed the general consensus that had emerged in the 1930s that (as Arrow put it) “interpersonal comparison of utilities has no meaning” (Arrow 1951, 9). The totality of the axiom combination used by Arrow had
the effect of confining social choice mechanisms to rules that are, broadly speaking, of the voting type. His impossibility result relates, therefore, to this class of rules with this informational abstinence.

It should be emphasized that, unlike ruling out the use of interpersonal comparison of utilities, which Arrow explicitly invoked, the insistence on restricting social choice procedures only to voting rules is not an assumption that is directly imposed by Arrow. It is, in fact, a combined result—quite startling in its own right—of the different axioms that Arrow uses. It can be seen as an analytical consequence of a set of apparently reasonable axioms postulated for social choice. Interpersonal comparison of utilities is, of course, explicitly excluded, but in the process of proving his impossibility theorem, Arrow also shows that a set of seemingly plausible assumptions, taken together, logically entail other features of voting rules as well, in particular something close to so-called neutrality (discussed earlier). This requires that no effective note be taken of the nature of the social states, and that the social decisions must be based only on the votes that are respectively cast in favor of—and against—them. Although the eschewal of interpersonal comparisons of utilities eliminates the possibility of taking note of the inequality of utilities (and also of differences in gains and losses of utilities), the entailed component of so-called neutrality (or welfarism) prevents attention being indirectly paid to distributional issues through taking explicit note of the nature of the respective social states (for example, of the incomes or wealth levels of different persons, as in the cake-division example discussed earlier).

This also brings out the disanalogy between Condorcet’s voting paradox and Arrow’s much more general impossibility theorem (in contrast to some common statements in the literature). Condorcet’s analysis begins with the world of voting rules, whereas Arrow gets there only after establishing a remarkable analytical theorem showing that the combination of a few very apparently plausible axioms leaves us no option but to confine our vision to voting rules. Some of the hard work in establishing Arrow’s theorem ends where the Condorcet exercise begins.

**Incorporating More Information in Social Decisions**

To lay a broader foundation for a constructive social choice theory (broader than the framework Arrow developed), we have to resist the historical consensus against the use of interpersonal comparisons in social choice that was
dominant when Arrow began his research on social choice. That historical consensus was based on a rather fragile understanding of epistemology, derived from the short-lived boom of logical positivism. The case for unqualified rejection of interpersonal comparisons of mental states is hard to sustain (quite aside from the fact that these comparisons need not be of mental states only—on which more presently). Indeed, as has been forcefully argued by the philosopher Donald Davidson (1986), it is difficult to see how people can understand anything much about other people’s minds and feelings without making some comparisons with their own minds and feelings. Such comparisons may not be extremely precise, but then again, we know from analytical investigations that very precise interpersonal comparisons may not be needed to make systematic use of such comparisons in social choice.

However, aside from doubts about the evidential basis of interpersonal comparisons, there were also questions about the possibility of a systematic analytical framework for comparing and using the accounting of different persons’ welfare magnitudes for social decisions, especially because interpersonal comparisons can take many different forms. John Harsanyi (1955) and Patrick Suppes (1966) made some early departures in that direction. But they were more concerned with using interpersonal comparisons (of “units” in the case of Harsanyi and of “levels” in the case of Suppes) rather than with working out a comprehensive analytical framework for interpersonal comparisons in general, including the possibilities of specific features of interpersonal welfare calculus.

Inspired by this challenge, I tried my hand at developing a comprehensive analytical framework for interpersonal comparisons in my book *Collective Choice and Social Welfare* (Sen 1970a) and in follow-up contributions (Sen 1977b, 1982). Happily, the 1970s and 1980s also saw the publication of major contributions on the subject from a dazzling group of social choice theorists, including Peter Hammond (1976); Claude d’Aspremont and Louis Gevers (1977); Eric Maskin (1978, 1979); Louis Gevers (1979); Kevin Roberts (1980a, 1980b); Kotaro Suzumura (1983, 1997); Charles Blackorby, David Donaldson, and John Weymark (1984); d’Aspremont (1985); d’Aspremont and Mongin (1998); and others. Even Kenneth Arrow (1977) joined this
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exploration. It is fair to say that we now have a much clearer understanding of the analytical demands of different kinds and extents of interpersonal comparisons, and the ways and means of making systematic use of that information in social choice.

Without going into the technicalities that have emerged in the literature, it can be said that the extent and reach of different kinds of interpersonal comparisons can be explicitly invoked in a fully axiomatized form (prominent types include full comparability, level comparability, unit comparability, ratio-scale comparability, and so on; see Sen 1977b). Each kind of comparability imposes its own demands on combining welfare numbers of different persons. Consider, for example, a case of full comparability, by beginning with well-being numbers 1, 2, 3 for person 1, respectively, for social alternatives x, y, and z, with the corresponding numbers for person 2 being 2, 3, 1. Because there are no naturally fixed units of well-being, we can easily enough alter the well-being numbers of person 1 for x, y, and z to be 2, 4, 6 instead of 1, 2, 3. Full interpersonal comparability would demand that if we rescale person 1’s well-being numbers by doubling them, then we must do the same for person 2, and transform her well-being numbers from 2, 3, 1 to a corresponding set 4, 6, 2. With such tying up (they are axiomatized through “invariance conditions”) implied by full interpersonal comparability, it would not make any real difference whether we work with the original numbers (1, 2, 3 for person 1, and 2, 3, 1 for person 2), or deal instead with the symmetrically transformed numbers (2, 4, 6 for person 1, and 4, 6, 2 for person 2). As different types of interpersonal comparability (such as “level comparability” or “unit comparability”) are considered, we shall have correspondingly different specifications of the invariance conditions (see Sen 1970a, 1977b; Roberts 1980a).

Through the use of “invariance conditions” in a generalized framework that allow the use of interpersonally comparable well-being numbers, going beyond simple rankings (to different extents, depending on the type of interpersonal comparability), we get what are called social welfare functionals, which allow the use of much more information than Arrow’s social welfare functions permit. Indeed, interpersonal comparisons need not even be confined to all-or-none dichotomies. We may be able to make interpersonal comparisons to some extent, but not in every comparison, nor of every type, nor with tremendous exactness. To illustrate, we may invoke the same example of Nero and the burning of Rome, discussed earlier. It
seems reasonable to argue that there should be no great difficulty in accept-
ing that Emperor Nero’s welfare gain from the burning of Rome was smaller
than the sum-total of the welfare loss of all the other Romans put together—
perhaps hundreds of thousands of them—who suffered from the fire. But
this does not require us to presume that we can put everyone’s welfares in
an exact one-to-one correspondence with one another. Thus, there may be
room for demanding “partial comparability”— denying both the extremes:
full comparability and no comparability at all.

The different extents of partial comparability can be given mathemati-
cally exact forms (precisely articulating the extent of the variations that
may be permitted). It can also be shown that terribly refined interpersonal
comparisons may not be needed for arriving at definite social decisions.
Quite often, rather limited levels of partial comparability will be adequate
for making social decisions. Thus, the empirical exercise need not be as
ambitious as is sometimes feared.

What Difference Does It Make?

How much of a change in the possibility of social choice is brought about by
systematic use of interpersonal comparisons? Does Arrow’s impossibility the-
orem (and related results) go away with the use of interpersonal comparisons
in social welfare judgments? In brief, the answer is yes. The additional infor-
mational availability allows sufficient discrimination to escape impossibili-
ties of this type. For example, with interpersonal comparability we can use
the Rawlsian distributive principle of maximin (what he calls “the Difference
Principle”), which takes the form of giving priority to the interests of the
worst-off person (or persons).\footnote{For compatibility with the Pareto principle (as well as for making reasonable
sense), this Rawlsian approach has to be used in what is called a “lexicographic”
form, so that in case where the worst-off persons tie with each other in the compari-
son between two states of affairs, we go by the interests of the second worst-off. And
so on. For the wide reach of Rawls’s criterion and its widespread relevance in public
policy, see Edmund S. Phelps (1973).} And this just demands “level comparability,”
while the units of different persons’ welfares need not be comparable at all.

There is an interesting contrast here. Although interpersonal comparabil-
ity even without cardinality helps dissolve Arrow’s impossibility theorem,
cardinality without interpersonal comparability does nothing of the sort. In the absence of interpersonal comparability, Arrow's theorem can, in fact, be generalized to cover the case of fully cardinal utilities or welfares (see Sen 1970a, chapter 8). In contrast, the possibility of only “ordinal” interpersonal comparisons (so that the rankings of well-being between different persons remain invariant) is adequate to end the impossibility, even without any cardinality. We already know of course that with some types of interpersonal comparisons demanded in a full form (including cardinal interpersonal comparability), we can use the classical utilitarian approach. But it turns out that even weaker forms of comparability would still permit making consistent social welfare judgments, satisfying all of Arrow’s requirements, in addition to being sensitive to distributional concerns (even though the possible rules may have to be confined to a relatively small class; see Roberts 1980a, 1980b).

**Interpersonal Comparison of What?**

Even though the analytical issues in incorporating interpersonal comparisons have been fairly well sorted out, there still remains the important practical matter of finding an adequate approach to the empirical discipline of making interpersonal comparisons and then using them in practice. The foremost question to be addressed is: interpersonal comparison of what? Even though the debates about interpersonal comparison of well-being have been, historically, concentrated on the comparison of “utilities” in which utilitarian philosophers were particularly interested, the subject of interpersonal comparison in general is much broader than that.5

It must be recognized that the formal structures of social welfare functions are not specific to utility comparisons only, and they can, in fact, incorporate other types of interpersonal comparisons as well. The principal conceptual issue is the accounting of individual advantage. This need
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5. Along with broadening the coverage of information for a better understanding of poverty, there is also the important question of making sure that the empirical connections used in the informational expansion are appropriately tested and scrutinized. Recently, randomized trials have been skillfully used to make the informational broadening more sure footed, whenever possible (see particularly Banerjee and Duflo 2011).
not take the form of comparisons of mental states of happiness or desires (which have been exclusively championed by utilitarian philosophers). It could instead focus on some other way of looking at individual well-being, or freedom, or substantive opportunities.

Further, if the aggregation considered is that of individual judgments (not of individual interests), then the question can also be raised about how the divergent opinions or valuations of different persons may be combined (this is a social choice exercise of a rather different kind, on which, see Sen 1977a). This exercise, with complexities of its own, has also received some attention (see particularly Christian List and Philip Pettit (2002) and List (2005)). Furthermore, if utility comparisons are taken to be value judgments themselves, rather than purely observational assessments (this was the position strongly advocated by Lionel Robbins), then the assignment of individual utilities for use in social aggregation could itself be seen as involving aggregation of different individuals’ assessments of people’s utilities (see Roberts 1995).

Capabilities and Primary Goods

The main problem with relying on mental state comparisons may not be their feasibility but their relevance—at least their allegedly exclusive relevance in social choice. There are many difficulties in judging the well-being of a person by his or her mental state. Utilities may sometimes be very malleable in response to persistent deprivation. A hopeless destitute, or a downtrodden laborer living under inescapably exploitative arrangements, or a subjugated housewife in a society with entrenched gender inequality, or a tyrannized citizen under brutal authoritarianism may come to terms with her deprivation. She may take whatever pleasure she can from small achievements and adjust her desires to take note of feasibility (thereby helping the fulfillment of her downwardly adjusted desires). But her success in such adjustments will not make her deprivation go away. The metric of pleasure or desire may sometimes quite inadequately reflect the extent of a person’s substantive deprivation.

There may indeed be a case for taking incomes, commodity bundles, or resources more generally to be of direct interest in judging a person’s advantage. The interest in incomes or resources can arise for many different reasons—not merely for the mental states that opulence may help generate.
In fact, the Difference principle in Rawls’s (1971) theory of “justice as fairness” is based on judging individual advantage in terms of a person’s command over what Rawls calls “primary goods,” which are general-purpose resources that are useful for anyone to have (no matter what her exact objectives are).

This procedure can be improved on by taking note not only of the holdings of primary goods and resources, but also of interpersonal differences in converting them to the capability to live well. Indeed, I have tried to argue in favor of judging individual advantages in terms of the respective capabilities that the person has reason to value, on which, see Sen (1980, 1985a, 1985b) and Nussbaum (1988, 1992, 2000, 2001, 2011). This approach focuses on the substantive freedoms that people have rather than only on the particular outcomes they obtain. For responsible adults, the concentration on freedom rather than only on achievement has some merit, and it can provide a general framework for analyzing individual advantage and deprivation in a contemporary society.

**Normative Measurement**

The variety of information on which social welfare analysis can draw can be well illustrated by the study of poverty and the battle against it. The intellectual challenges involved in what Angus Deaton (2013) has called “the great escape” are as important to the subject of social choice as they are central to the basic engagements of the social sciences in general.

In the standard measurement literature, poverty is typically seen in terms of the lowness of incomes, and it has been traditionally measured simply by counting the number of people below the poverty-line income; this is sometimes called the “head-count measure.” A scrutiny of this approach, which has been an important part of contemporary social choice literature, yields two different types of questions. First, is it adequate to see poverty as equivalent to lowness of income? Second, even if poverty is seen as low income, is the aggregate poverty of a society best characterized by some index of the head-count measure of the number falling below the chosen cut-off poverty-line income?

I take up these questions in turn. Do we get enough of a diagnosis of individual poverty by comparing the individual’s income with a socially
given poverty-line income? What about the person with an income well above the poverty line, who suffers from an expensive illness (requiring, say, kidney dialysis)? Is deprivation not ultimately a lack of opportunity to lead a minimally acceptable life, which can be influenced by a number of considerations, including of course personal income but also physical and environmental characteristics, and other variables, related to, say, epidemiological conditions of a person’s regional location. It has been argued that poverty can be more sensibly seen as a serious deprivation of certain basic capabilities. This alternative approach leads to a rather different diagnosis of poverty from the ones that a purely income-based analysis can yield.

This is not to deny that lowness of income can be very important in many contexts, because the opportunities a person enjoys in a market economy can be severely constrained by her level of real income. However, various contingencies can lead to variations in the “conversion” of income into the capability to live a minimally acceptable life. And if that is what we are concerned with, there may be good reasons to look beyond income poverty (see Sen 1984, 1992; Foster and Sen 1997) without ignoring the income information. There are at least four different sources of variation: (1) personal heterogeneities (for example, disability or proneness to illness), (2) environmental diversities (for example, living in a storm-prone or flood-prone area), (3) variations in social climate (for example, the prevalence of crime or epidemiological challenges), and (4) differences in relative deprivation connected with customary patterns of consumption in particular societies (for example, being relatively impoverished in terms of income in a rich society can lead to deprivation of the absolute capability to take part in the life of the community—a point that was made with compelling force by Adam Smith (1776)).

I turn now to the second question. The most common and most traditional measure of poverty had tended to concentrate on head counting. But it must also make a difference as to how far below the poverty line the poor individually are, and furthermore, how the deprivation is shared and distributed among the poor. The social data on the respective deprivations of the individuals who constitute the poor in a society need to be aggregated

---

6. These issues have been insightfully scrutinized by Philippe Van Parijs (1995).
to arrive at informative and usable measures of aggregate poverty. This is a social choice problem, and axioms can indeed be proposed that attempt to capture our distributional concerns in this constructive exercise.\footnote{I will not survey here the huge axiomatic literature on this subject. The measure of poverty on the income space in Sen (1976) can, in fact, be improved by an important but simple variation illuminatingly proposed by Anthony F. Shorrocks (1995). I have to confess favoring the "Sen-Shorrocks measure" over the original "Sen index." See also Foster and Sen (1997).}

Among the new developments in the field are multidimensional measures of poverty and inequality, powerfully pursued in different forms by Atkinson and Bourguignon (1982), Alkire and Foster (2011a, 2011b), and others.\footnote{See also Kolm (1977), Maasoumi (1986), Alkire et al. (2015), and Maasoumi and Racine (2016), among many other contributions to the rich literature on multidimensional aggregation in the context of the measurement of inequality and poverty.} To understand poverty and inequality, a strong case can be made for looking at real deprivation and not merely at mental reactions to that deprivation. The point has been brought out particularly clearly by recent investigations of gender inequality that focus not just on happiness or unhappiness but also on women’s deprivation in terms of undernutrition; clinically diagnosed morbidity; observed illiteracy; even unexpectedly high mortality (compared with physiologically justified expectations); and in an anticipatory context, sex-specific abortion of female fetuses.

Multidimensional interpersonal comparisons can be sensibly—and comfortably—accommodated in a broad framework of welfare economics and social choice theory, enhanced by the removal of informational constraints that are explicitly invoked or implicitly imposed in traditional welfare economics.

A Closing Remark

Broadening of the informational basis has become a major concern in modern social choice theory. This applies, first of all, to addressing Arrow’s impossibility result. Second, it is central to being inequality sensitive in welfare economics. Third, it is relevant to being liberty conscious in politics, law, and the pursuit of human rights. Fourth, it is especially important for having better informed normative measurement of the well-being of people.
As has been discussed and illustrated in different contexts in this chapter, the reasoned use of appropriate information involves both epistemology and ethics. More engagement in each is crucially important for further progress in social choice and welfare economics.
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The Economy of Tastes, Feelings, and Opinions

I still remember vividly the strange mix of excitement and bewilderment that overwhelmed me in my high school years when our professor of accounting taught us the fundamentals of benefit-cost analysis. I immediately went to my dormitory and spent most of the evening trying to apply this powerful technique, not to assess whether the advantages of a hypothetical investment project were likely to outweigh its drawbacks, but to evaluate my own life prospects. Benefit-cost analysis seemed like a rigorous and revealing tool to examine whether my minuscule and uncertain existence was a “profitable” venture, or at least a worthwhile escapade that deserved to be continued. Of course, the few friends to whom I confided this found it a ludicrous idea. They reminded me that a benefit-costs analysis is always controversial, even when circumscribed to real investment decisions or to public policies. They were right: Applying it to one’s life opened even more unresolved conceptual questions. But so what?

I kept running the numbers. To ascertain the net effect of an imaginary list of positive and negative changes to come in my well-being, I first had to come up with a way of measuring the gains and the losses. The identified benefits and costs, even though they were expressed in monetary terms, went well beyond changes in my projected individual income: My well-being was to be affected positively or negatively by nonmonetary factors, whether linked to my individual and personal preferences or related to the well-being of people around me (social benefits and costs).

I also had to decide how to imagine and estimate the prospective benefits and costs of my entire life to come. Using my own personal value scale,
I calculated the costs as the amount of compensation required to exactly offset negative consequences of being alive for the 50 years or so of life expectancy ahead. The compensation required was the monetary amount that would leave me just as well off as before engaging in this exercise. Benefits were measured by my willingness to stay alive and enjoy all the things and emotions that I could reasonably expect for the decades ahead. Knowing that, in the end, life always results in death, typically following either an abrupt and tragic event like a car or airplane crash, or a long and painful illness, I could not find many benefits whose present and expected value could match and compensate for the pains and disappointments of the costs. The results of my benefit-cost analysis were not very promising: Taking into consideration all current and expected streams of good and bad news, life did not appear to be a “profitable” investment.

Shocked by the outcomes, I quickly did some sensitivity analyses to check the robustness of the findings: No matter what discount rates I chose, the calculations still yielded disappointing numbers to the question of whether life was a worthwhile venture. This was all the more puzzling, because I actually loved many aspects of my life. Not knowing what to do with the analyses, I concluded that one should either doubt the validity of certain measurement instruments and our ability to use them “objectively,” or radically give more weight to whatever we define as “positive” outcomes for our actions or inactions, or accept the very probable hypothesis that happiness may be an illusion but those who choose to live should learn to ignore its downsides. I could only forget the outcomes of my own study by learning to radically change whatever assumptions I used in carrying it out. “Life is impossible without the ability to forget,” philosopher Emil Cioran once said. But some memories are just too long lasting to be erased.

Carrying out the same benefit-cost analysis today, even with the same elements and discount rates, would obviously yield different results. This illustrates some of the truly challenging conceptual problems at the heart of the study of well-being, whether it is approached through the lens of welfare, utility, or the standard of living of one individual. The challenges are even more formidable when one tries to assess not just the perspectives and preferences of one person but also the social preferences of people in a group; then one has to aggregate and make sense of the various viewpoints of all members of the society. The complexities are not just “technical” or methodological—after all, these can be addressed with carefully designed
quantitative frameworks and clearly formulated assumptions; they also involve ethical and psychological issues that do not fit nicely in any linear models of aggregative social choice theory.

I should not have been surprised to feel lost trying to determine and assess the validity of my own present and future welfare. Cioran also warned about the dangers of loving oneself, which is falling in love with someone about whom we know nothing. If capturing one’s own utility, welfare, and standard of living is so challenging, how about doing the same exercise at the level of a group or society? The instability of my preferences and of my own subjectivity, the constantly changing moods and mental states, and the inability to even decide for myself what my objective functions are or should be explain why my schematic benefit-cost analysis was unsatisfactory and inconclusive. These problems are compounded when one gets to the level of social aggregation. How would one confidently compute and aggregate individual tastes and opinions that are moving targets? What is the right approach to ethical decision-making, both at the individual level and at the social/aggregative level? And what are the appropriate ethical stances for comparative analyses of such scope?

Central to the general topic of social aggregation is the issue of interpersonal comparisons of well-being, which has preoccupied economists, social scientists, and philosophers for centuries. At least three types of problems must be addressed to elaborate intellectual and policy frameworks for making socially acceptable decisions. One must obviously start with valid methods for defining, understanding, capturing, and measuring the notion of individual well-being. Second, these methods should be extended to social groups in ways that make them meaningful and credible. Third, one should remember that the very purpose for carrying out such an exercise may affect the answers to the two initial questions posed (Elster and Roemer 1991). All this supposes that individual preferences can be measured at a satisfactory level of confidence that the intrinsic subjectivity in such exercises are more than compensated by objectivity in the methods used.

The various steps that one must go through (from theory to specific concepts and empirical strategies) are therefore both daunting and exciting. Not surprisingly, many of the most creative minds in economics have tried to climb that mountain, a task that requires not only using the traditional quantitative tools of economics but also taking stock of the relevant findings of philosophy, psychology, and even biology. Amartya Sen’s chapter,
“Social Choice and Welfare Economics,” which builds on several important previous contributions (most notably Sen 1970), is the latest attempt to do so. As always with Sen, the reader is taken on an erudite and insightful journey, intellectually challenging but always rewarding. Before offering a summary exposition of his bold thesis, let me provide an initial overview of some of the elements of the puzzle that he heroically tries to assemble.

My comment offers a brief reassessment of the elements of the debate. Section 1 summarizes the intellectual progress made by economists in the search for a valid social choice theory and outlines a few aspects of Amartya Sen’s new contribution on the topic. Section 2 discusses some of the remaining ethical questions and urges economists to be more attuned to the research findings in the other social sciences and the humanities. Section 3 offers a few concluding remarks.

Beyond Utilitarian Calculus: Amartya Sen’s Bold Thesis

How to assess and report our own pleasures, utility, state of mind, and opinions? How to make individual and collective choices? How to prioritize and rank them? And how to compare and aggregate our selections with those of other people in a credible and legitimate social welfare function? How should we make collective decisions that reflect optimally the preferences and welfare of everyone in a social group—so that they can all live, if not happily, at least with the feeling that the decisions are made in ways that are acceptable to everyone? Underpinning these questions of social aggregation of utility, tastes, and opinions is the issue of interpersonal comparisons of well-being, which has preoccupied economists, social scientists, and philosophers for centuries. Various waves of research on the topic have basically identified several types of problems that must be addressed to elaborate an intellectual framework for making socially acceptable decisions. Such frameworks obviously start with valid methods for defining, understanding, capturing, and measuring individual preferences and then extend them to social groups, with a satisfactory level of confidence that subjectivity is more than compensated by objectivity.

Capturing one’s feelings and converting them into indicators of welfare or utility, measuring them and aggregating opinions from groups of people have long been challenging questions for researchers. In an introduction to one of his books, Jevons ([1871] 1970, 85) warned that:
The reader will find again, that there is never, in any single instance, an attempt to compare the amount of feeling in one mind with that in another. I see no means by which such comparisons can be accomplished. ... Every mind is thus inscrutable to every other mind, and no common denominator of feeling seems to be possible.

Economists followed suit and showed a strong reluctance to carry out interpersonal comparisons of utility that were forcefully promoted by logical positivists. The economists justified their position by arguing that ethical statements were always unverifiable and therefore lacked scientific foundations—see Ayer ([1936] 1971).

Utilitarian economists were particularly adamant in their opposition to interpersonal comparisons of utility, arguing that it is unsound to make use of interpersonal comparisons of individual utilities. Jeremy Bentham, the leading proponent of such utilitarian calculus, was concerned only with maximizing the total utility of a community, irrespective of its distribution. Even the early critics of utilitarianism thought that interpersonal comparisons of utility had no scientific basis: “Every mind is inscrutable to every other mind and no common denominator of feelings is possible” (Robbins 1938, 636). Such views were rooted in logical positivism, also called logical empiricism, a philosophical movement that emerged in Vienna in the 1920s and considered scientific knowledge to be the only kind of factual knowledge.

The general reluctance of researchers to move to that terrain led to major intellectual impasses in both social choice theory and welfare economics. Although positive economics could be carried out without interpersonal comparisons of utility, social choice theory without interpersonal comparisons of utility could not go very far: The scope of normative economics and welfare economics was basically limited to theoretical developments concerning the identification of Pareto efficient outcomes or Pareto improvements to existing economic situations. “Traditional comparisons of utility have to be made if there is to be any satisfactory escape from Arrow’s Impossibility theorem,” notes Hammond (1991, 235). But the lingering fundamental question raised by the logical positivists had to be answered: How can one rigorously construct an interpersonally comparable utility function?

Starting in the 1950s, economists, mathematicians, and philosophers took up the task. Alternative methods of making different forms of interpersonal comparisons of utility were offered by several researchers, with various degrees of complexity and success. The really exciting intellectual journey
in the quest for a more convincing social welfare function was launched by Arrow ([1951] 1963), who put social choice theory in its modern, fully axiomatized form. He tried to identify the most valid procedures for deriving a collective or “social ordering” of the alternatives (from better to worse) from people’s preferences. His search for a “general possibility” theorem, as he called it, led to the conclusion that it was in fact an impossibility—no single procedure could satisfy a few straightforward assumptions concerning the autonomy of the agents and the rationality of their preferences.

Several generations of researchers subsequently attempted to modify Arrow’s requirements and come up with a solution to the impossibility theorem (see Maskin and Sen 2014). Generally these solutions led to other difficulties. This research quickly became a journey into the dilemmas and challenges of normative ethics and how economics has struggled with them. It strongly focused on discussions of utilitarianism, understood in its generic definition as the view that the morally right actions are those that generate the most good, with the implication that the social good is the sum of the well-being of individuals in a group—assuming that the latter are interpersonally comparable. Harsanyi (1953, 1955, 1977) provided the most debated axiomatic arguments in support of utilitarianism. His work set the stage for the issues of utility and preferences as seen by economists and mathematicians, and it suggested a framework for modeling moral value judgments.

Harsanyi’s main insight has been to imagine an impartial observer who can determine a social ordering of the existing alternatives faced by all members of a given group or society. Although detached from the group, the observer in question is also sympathetic to its concerns, and he imagines how he would determine a social ordering of the available alternatives based on an impartial attitude toward the interests of all members of the group. The neutral observer imagines how he would assess the various alternatives if he were in the shoes of, say, individual i, with i’s objective circumstances, tastes, and opinions. Harsanyi makes two additional and important suppositions: The impartial observer has preferences about these hypothetical alternatives that satisfy the expected utility axioms,¹ and these prefer-

¹ The von Neumann–Morgenstern axioms of the expected utility theory that define a rational decision-maker are as follows: completeness, which assumes that an individual has a set of well-defined preferences and can always decide between any two alternatives; transitivity, which assumes consistency in the decision-making of the
ences are represented by a von Neumann–Morgenstern utility function. It is also assumed that the observer (who plays the role of and seeks the interests of society as a whole) respects the orderings of social alternatives by the individuals. With the adoption of the impartial perspective, the resulting judgments computed from the observer’s utility can be considered moral judgments, as they give equal consideration to the interests of each person in the group.2 Harsanyi used this framework to elaborate aggregation and impartial individual theorems with strong assumptions: the existence of a single profile of individual preference orderings and of a single social preference ordering of a set of social alternatives (consisting of all lotteries that can be generated from a finite set of alternatives).

Harsanyi’s approach is based on the notion of “impersonality,” which posits that it is possible for an ethical observer of any situation to free himself from selfish perspectives when weighting moral issues by pretending to be entirely uncertain about which individual the observer will become after the issue has been decided. In sum, one should be willing and capable of becoming somebody else completely: This is a clever device, comparable to Hare’s (1963) principle of “universalizability” and Rawls’s (1971) notion of the “veil of ignorance.” These ideas paved the way for other influential approaches, which recommended inferring interpersonal comparisons from different aspects of the behavior of individuals. Yet in the end, such behaviorist empirical methods were often found to be unsatisfactory, as they typically required ethical judgments and also led to normative statements that could not be made from empirical observations alone.

Then came Amartya Sen, the most daring theorist among those who have studied the issues surrounding the rationality of economic agents from various angles. In this chapter, he revisits the theme but approaches it obliquely and offers a comprehensive analytical framework for interpersonal comparisons. One obvious and striking feature of the chapter is its individual; independence, which assumes that two lotteries mixed up with an irrelevant third one will maintain the same order of preference as when the two initial lotteries are presented independently of the third one; and continuity, which assumes that when there are three lotteries (1, 2, and 3) and the individual prefers 1 to 2 and 2 to 3, then there should be a possible combination of 1 and 3 in which the individual is indifferent between this particular mix and lottery 2.

2. See Weymark (1991) for an excellent discussion.
style: Sen’s prose is always very precise, soft, and elegant. It constantly keeps the reader in focus, even when the issues discussed are technically demanding. Sen is also a master at challenging erroneous ideas without ruffling feathers. It can be said about him what is often said about former US senator Joseph Lieberman: “He is so elegant in his criticism of his opponents that even if he tells you to go to Hell, you would actually enjoy the ride!”

Sen begins with a reexamination of some old questions in the theory of collective decision-making, which he traces back to Jean-Charles de Borda (1781) and de Condorcet (1785). Sen’s deconstruction of the problem at hand starts as follows: Suppose a group of people is facing some alternatives to choose among (such as candidates in an election, policy options, projects and programs, and distribution of income). How does one make acceptable social decisions for a group (such as a nation, or a community, or any other collectivity) in a way that the diverse views and interests of members of the group all receive attention and importance? How does one go from individual preferences over different states of affairs to a social preference over those states, reflecting an “aggregation” of the points of views of all members of the society?

In fact, Sen had attempted to answer these questions in many previous works. He gracefully fired multiple salvos to some of the earlier theories of and approaches to social welfare (Sen 1970, 1977, 1986). Building on Arrow’s work, Sen did not hesitate to question it, but with elegance and admiration—he always did it in homeopathic doses, relaxing assumptions here, delicately challenging the rigidity of the impossibility theorem there, or taking the tangent whenever he believed that his predecessors’ frameworks were erroneous. Sen’s analyses have brought new hope to the search for rational social choice procedures based on individuals’ own preferences.

Sen begins the chapter with the acknowledgment that there is not going to be any perfect resolution of the social choice dilemmas of the kind identified by Arrow through voting procedures. He rejects the notion that they can be used in all situations: “Voting-based procedures are entirely natural for some kinds of social choice problems, such as elections, referendums, or committee decisions. They are, however, altogether unsuitable for many other problems of social choice.”

Sen’s reasoning is logical: If it is true that there are no faultless voting procedure out there to be found, the next logical question is whether some of them could yield better results than others. And by the way, is voting itself
a good method to resolve social choice problems of all kinds? Didn’t Win-
ston Churchill famously say that “The best argument against democracy is 
a five-minute conversation with the average voter?” (Priest 2017, 3). Sen is 
an optimistic economist: He is skeptical of the traditional welfare econom-
ics developed by the utilitarian researchers. He is very confident that inter-
personal utility can be measured satisfactorily. He challenges the historical 
consensus against the use of interpersonal comparisons in social choice.

Sen’s recommendation is bold and hopeful: One must go beyond the 
class of voting rules (studied by Borda, Condorcet, and Arrow) to address 
distributional issues, particularly in welfare economics. The decision to 
reject the philosophical basis of logical positivism and to believe instead, 
like philosopher Donald Davidson, that people can understand and relate 
to other people’s minds and feelings only by making some comparisons 
with their own minds and feelings, allows new ways of thinking about 
social choice. Then Arrow’s impossibility theorem and its related results 
just go away when different kinds of interpersonal comparisons are used in 
social welfare judgments.

Sen observes that each kind of comparability requires a particular way of 
combining welfare numbers of different people in a group. Of course, such 
comparisons need not be very precise before they can be used systemati-
cally in social choice. He writes:

We may be able to make interpersonal comparisons to some extent, but not in 
every comparison, nor of every type, nor with tremendous exactness. … It can also 
be shown that terribly refined interpersonal comparisons may not be needed for 
arriving at definite social decisions. Quite often, rather limited levels of partial 
comparability will be adequate for making social decisions.

A very clever way of using minimalism to achieve maximum intellectual 
impact, indeed.

**Beyond Aggregation Techniques: Some Ethical Challenges**

Developing a legitimate framework for making social decisions—one that 
accounts “democratically” for the preferences and interests of the members 
of the group or society under consideration—is likely to remain an elusive 
quest. It requires much more than an intellectual consensus on the mea-
urement and aggregation techniques that game theory and mathematics 
have so far offered. It is indeed impossible to carry out any social choice
theory without acknowledging the underlying question that is the basic problem of moral philosophy: “What should I do?” Issues of individual and group preferences or interests are likely to collide in ways that cannot be fully captured by the rigid laws of averages, which underpin most aggregative theories. Group decisions are also mired in ethical dilemmas and conceptual inconsistencies that economics is not equipped to handle.

The impossibility theorem, which Sen describes as a result of breathtaking elegance and power, is a very useful tool for assessing which outcome is “right” when thinking about social choices. Each of its axioms is reasonable and compelling, but taken together, they are overwhelming. I agree with Sen that Arrow may have overstated the negative case by insisting that each rule under consideration satisfies all the axioms no matter what people’s rankings of their preferences and choices turn out to be. I also agree that to lay a broader foundation for a constructive social choice theory, we have to reject the historical consensus against the use of interpersonal comparisons that was prevalent in the first part of the twentieth century and became conventional wisdom. Sen argues that we should resist such historical consensus, because it “was based on a rather fragile understanding of epistemology.” I would suggest that we explore new frameworks for different levels of interpersonal comparisons of utility but remain mindful of the intrinsic limitations of such analytical tools, which clearly rely on rigid and sometimes simplistic assumptions, and that lessons from various disciplines be considered.

Sen believes that the search for a social welfare function may not even need to be very precise. This valid point also leaves open many questions about the “appropriate,” acceptable standards of comparability of welfare numbers of different persons. Even in situations of full comparability of self-reported well-being numbers (which Sen would use to justify full interpersonal comparability), one obvious question is how much faith should be given to self-assessments. How much trust should be given to self-reported welfare numbers? The legitimacy of someone judging her own welfare and giving a metric to characterize it doesn’t solve the problem of being “wrong” in that self-assessment. As Cioran reminded us, among the many reasons for invalidating narcissism is the fact that it is based on profound

3. See Maskin (2009) and Sen and Maskin (2017) for new and interesting ways of approaching voting measures.
uncertainty and randomness, because it is basically an exercise in which we fall in love with someone we know very little about.

Fortunately, Sen also believes that rigorous interpersonal comparisons need not be of mental states only. He is right in his benign neglect of the validity of self-evaluation of mental states in interpersonal utility comparisons. Can we trust ourselves to know what we actually go through in each particular life situation, how we actually feel, what we actually believe in each situation, and how we actually convey it to ourselves and to others? And does what we believe and how we feel matter if our behavior, actions, objective welfare, and standards of living are not really impacted by such perceptions? If the answers to such questions are positive, what are the implications for the analytical frameworks for interpersonal comparisons that rely on self-reported indicators of welfare?

Self-reported welfare and happiness numbers may be too subjective to be relied on. The problem goes beyond narcissism. Recent work on the economics of “motivated” belief distortions, both individual and social, shows how agents often try even unwittingly to maintain positive self-images and identities (Bénabou 2015). It has been shown, for instance, that most people believe they are more likely than others to experience favorable life events and less likely to suffer adverse ones, such as unemployment, accidents, divorce, or major illness (Weinstein 1980). “We also commonly see ourselves as better drivers, better citizens, less biased and more attractive than others. Some widely held beliefs are just plainly implausible or demonstrably false, given publicly available knowledge” (Bénabou 2015, 3). Such departures from objective cognition may have subjective or objective value. Still, the prevalence of overoptimism and the reality of overconfidence has heavy economic and social costs. An illustration of the problem is the fact that large numbers of people in high-income countries who could afford life insurance (given the risks they face) choose not to buy it.

“There are many difficulties in judging the well-being of a person by his or her mental state,” Sen rightly points out. “The metric of pleasure or desire may sometimes quite inadequately reflect the extent of a person’s substantive deprivation.” True. Hence, his recommendations that such variables as incomes, commodities bundles, or resources more generally be

4. For a more nuanced analysis, see Harris and Hahn (2011).
of direct interest in judging a person’s advantage.” Perhaps. But this prescription raises several uncomfortable obvious questions. If mental states (as self-reported) are insufficient or even invalid as metrics of personal utility, who has the legitimacy to select the more “relevant” additional or substitute variables to carry out interpersonal comparisons of utilities? Who gives us the right to judge anyone’s mental states and to even decide that some “objective” variables of their welfare should be given consideration? Who decides that another person is living “well” or “poorly”?5

A sequence in Sergio Leone’s epic movie The Good, the Bad, and the Ugly shows the main character Tuco (a bandit) is being lectured by his brother Pablo, who is a priest. “Outside of evil, what else have you managed to do?” Pablo asks him. Tuco listens patiently to his sermons and reprimands and then responds vehemently:

You think you’re better than I am. Where we came from, if one did not want to die of poverty…one became a priest or a bandit! You chose your way, I chose mine. Mine was harder. You talk of our mother and father. You remember when you left to become a priest. I stayed behind! I must have been ten, twelve. I don’t remember which, but I stayed. I tried, but it was no good. Now I am going to tell you something. You became a priest because you were…too much of a coward to do what I do!

In some ways, Tuco emerges from that scene as more than the cartoonish bandit character that he appears to be in the first half of the movie. He also is revealed to be a humble and thoughtful man who simply faced impossible choices in his life and made those that seemed to him to be the most courageous and even “ethical.” When Pablo chose to abandon the family to pursue (selfishly) his calling as a priest, Tuco was left to take care of their parents. He tried to the best of his abilities and presumably in the most ethical way but failed. The only other option left for his own survival was to become an outlaw.

This is more than the often derided “situational ethics”—the notion that when assessing human responsibility, one should keep in mind that the “right” or “wrong” thing to do depends on the situation,6 because there

5. See Monga (2015a, 2015b, 2017) for further discussion.
6. Situation ethics (Fletcher 1967) may have its flaws. But one should remember that even John Dewey held views that rejected moral universality: such a stance “would assume the existence of final and unquestionable knowledge upon which we can fall
are no universal moral rules or rights that apply everywhere and always. Tuco’s apparently shocking discourse can still be viewed as rational and deeply rooted in moral philosophy—his willingness as a minor child to stay home and take care of his parents when his older brother selfishly left the family home to (egoistically) pursue his personal calling. Tuco may be the worse bandit the West has ever produced, but he would argue that his decision-making is still profoundly moral not just descriptively (in terms of the codes of conduct put forward by his society) but also normatively (the necessary behavior and actions that, given specified conditions, would be put forward by all rational persons). In sum, Tuco is actually a moral agent in the Kantian sense, who simply finds himself expressing what he saw as a “categorical imperative.” If Tuco and other comparable characters are indeed justified in their “perverse” moral stance, perhaps one should conclude that rationality cannot be defined at the moral philosophy level in a way that allows for interpersonal comparisons. This would be another real impossibility theorem.

In fact, rationality assumptions (more precisely, some conceptions of rationality) are everywhere in the reasoning and modeling of the social choice procedures offered by all social choice theorists. Without such assumptions, no valid ordering of social preferences can take place, because any ranking must be based on preferred alternatives by people who are supposed somehow to be rational agents. Sen’s very sophisticated and extremely elegant framework for interpersonal comparison also shows a lot of faith in some generic level of Rationality (with a capital “R”), which back in order to settle automatically every moral problem. It would involve the commitment to a dogmatic theory of morals” (Dewey and Tufts 1908, 488). However, Dewey’s skepticism of moral universality mainly reflects his skepticism about one method (the method of abstract moral reasoning) in favor of another (what he calls the “experimental” or the “method of democracy”). His proposed method implies that reflective morality demands observation of particular situations, rather than fixed adherence to a priori principles; that free inquiry and freedom of publication and discussion must be encouraged and not merely grudgingly tolerated; that opportunity at different times and places must be given for trying different measures so that their effects may be capable of observation and comparison with one another.

See Dewey and Tufts (1908, chapter XVI (1)) on “Morals and Social Problems.”

7. See Kant ([1797] 1993).
presumes that people always have reasons for their actions. Even when people offer reasons for their actions, such reasons may not necessarily need to be validated identically. Infinitely many explanations exist for why people are (or are not) motivated to do the “right” thing.

Economists should be cautious in their faith in rationality, regardless of its scope and use. Some cognitive scientists have conjectured that reason may be an evolutionary attribute to human beings, just like bipedalism—a trait that occurred only over time. Mercier and Sperber (2017) suggest that reason initially emerged in the savannas of Africa when human beings realized that they needed to cooperate among themselves. In their view, reason, which has become the ultimate and unique characteristic of the human race, developed mainly to allow the resolution of problems posed by living in collaborative groups. Reason had a purely utilitarian genesis as “an adaptation to the hypersocial niche humans have evolved for themselves” (Mercier and Sperber 2017, 330). Reason emerged not to help people solve abstract problems but rather to fill their trust deficit, which was the critical criterion for improved living conditions and for survival.

Reason is therefore a constantly changing human trait, a unique faculty that is also moving target. It is therefore an enigma. If one agrees to link human reasoning to evolutionary processes, such as natural selection, then it is understandable that the dynamics of social change always creates distortions between phenomena that human brains can grasp, study, and debate, and real life—even though most phenomena that humans can grasp may be a part of reality—which sometimes occurs at a much more rapid pace. The Neanderthal man didn’t have to worry about cyber attacks or the ideal curriculum for training a good economist. His life prescription did not include the need to see a dentist twice a year. He lived in small groups of hunter-gatherers, and his reasoning could be used to focus only on the key elements of such an existence. Today, few people live like Neanderthals and have to confront and solve the problems similar to those from 25,000 years ago. Some wealthy people live in spectacular houses or skyscrapers and mainly worry about finding the time to enjoy all the many comfortable features in their lives, or about what is said about them on Facebook. Other individuals live in poverty and permanently face the burden of social exclusion, stigma, and the destruction of their human dignity. In sum, the differential of pace between social change challenges and the adaptation of human reason to them would explain why many
economic agents who seem reasonable often act foolishly—and why reason often fails us.

A good illustration of this differential in pace is the discrepancies often observed in the way societies that strive for morality also seem to tolerate for an inordinate time laws, regulations, and norms of behavior that are subsequently viewed as violating and even damaging their own moral philosophies. Appiah (2010) has examined moral revolutions and campaigns against repugnant practices, and he concludes that appeals to reason, morality, or religion aren’t enough to spur fundamental changes in ethical standards. Objectionable practices seem to be eradicated only when they come into conflict with the prevailing conception of honor. Appiah’s work convincingly demonstrates how moral codes evolve across space and time, and why we should be skeptical of any form of immanent rationality. Generations of historians have wondered how Thomas Jefferson, the intellectual and visionary humanist who wrote in 1776 the words “all men are created equal,” could have been the proud owner of a 5,000 acre working plantation and owned 607 slaves over the course of his life (Thompson 2017). Jefferson, the third president of the United States, was the father of six children of one of his slaves, Sally Hemings. Was he simply another cynical hypocrite? Not necessarily. Simply, perhaps, just another human being going through the tragic contradictions and mysteries of life. One can safely guess that there have always been millions of Thomas Jeffersons and Sally Hemings out there, who would have struggled to define and self-report their well-being, utility, or welfare metrics. If that is the case, then any social choice theory that places too much faith in any conception of rationality runs the risk of being at some level, a non sequitur.

Sen has carefully avoided falling into that trap by making his comparative utility framework broad and flexible enough to accommodate many of the conceptual challenges faced by social choice theorists. His remarkable insights certainly open up interesting new avenues for solving Arrow’s impossibility theorem. He also provides valid arguments for ignoring the skepticism of the likes of Lionel Robbins. He emboldens researchers who struggle with the complex issues of social aggregation to rethink utility comparisons at levels that may not require the types of rigid conditions imposed by Arrow. Sen’s more relaxed approach makes possible the design of consistent analytical frameworks to assess and measure interpersonal welfare. But one can only take his proposed intellectual route at the
(somewhat heavy) cost of accepting the big assumptions that such exercises should be done at several different levels and that the exclusive reliance on mental state comparisons may not be relevant in social choice. These are elegant but big assumptions.

Conclusion

In the end, we should perhaps acknowledge that there are situations in which one simply cannot win. Francis Blanche, the late French comic, often said in one of his sketches: “I was married twice, two catastrophes: The first time my wife left; the second time, she stayed!” He never wondered whether the problem was with his wife-selection skills, or with him more generally. But would it matter? The more serious points are our innate inability to look beyond our intrinsically self-centered natures, our shifting egos and psyches, and our unstable preferences; our inability to consistently define our own tastes, feelings, and opinions; and the structural limitations of any attempt to consistently capture and aggregate the criteria for common well-being.

Such a perspective alters one's view of rationalities. It also allows me to regard rather favorably the various attempts by economists and other social scientists to free their disciplines from the tyrannies of rationality. In this critical endeavor, Sen’s contribution in particular, has been salient and spectacular. I still am hopeful that, one day, perhaps using Sen’s analytics, I will be able to carry out a rigorous benefit-cost analysis of my life and find out whether it had enough meaning to look like a “profitable” investment. But the constantly shifting values of time, discount rates, and ethical criteria for interpersonal welfare comparisons may render my intellectual journey irrational and foolish.
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Comment: James E. Foster

Measurement as Social Choice

I am terribly biased when it comes to Professor Sen and hence feel obligated, in the spirit of full disclosure, to let you know why. I first met A. K. Sen in a welfare economics class at New College, Florida, in 1976—not in person, but through his book *Collective Choice and Social Welfare*. The starred chapters captured me and wouldn’t let go until I had extended his liberal paradox to a world where groups, rather than persons, were decisive. I sent a draft to Professor Sen, and he responded with guidance on how to revise the paper and where to publish it, which happened soon after. Thus began my journey from mathematics to economics via social choice theory, guided at a distance by Professor Sen.

We met in person a few years later, when I was a graduate student at Cornell. As Andrew D. White Professor-at-Large at Cornell, Professor Sen encouraged me to consider research in poverty measurement, which led to my work with Joel Greer and Erik Thorbecke. He also provided a list of problems on partial orderings to explore along with my thesis advisor (and his coauthor), Mukul Majumdar, which—alas—we never jointly pursued. In 1982, there was a wild ride from London to Oxford in a yellow Alfasud, during which Professor Sen explained how, despite Thatcher’s cutbacks, he was able to conduct a research project on gender discrimination in Indian villages by diverting funds from his telephone budget. In 1993 we began a project to expand his classic *On Economic Inequality*, which led to many late nights, as my wife remembers well. Then in 2008, we co-taught Economics 2054, *Social Choice and Welfare Economics*, at Harvard. Now an expanded edition of *Collective Choice and Social Welfare* has been published—the book that began the process some 40 years ago. Professor Sen has been an
inspiration to generations of researchers. I have received a full measure of his generosity, for which I am most grateful.

The present chapter is a prime example of why we love to read Sen: remarkably clear summaries of difficult literatures, woven together with entertaining quotes and remarkably apt phrases. On one hand, it is a lucid exposition of the key results from social choice, including Condorcet’s voting paradox, Arrow’s pathbreaking general possibility theorem, Gibbard’s equivalent result on strategic voting, the Arrow-Black theorem on single-peaked preferences and majority voting, and Sen’s result on the impossibility of a Paretian liberal. On the other hand, it is a masterful exposition of the downs and ups of welfare economics: including Bentham’s utilitarianism, the Robbins “logical positivist” revolution and its progeny, “new welfare economics,” which privileged “Pareto efficiency” and its “remarkable reticence” to discuss distributional issues. Then the paper moves on to Bergson-Samuelson social welfare functions and back to Arrovian social welfare and its accompanying informational privations, with no cardinal or interpersonal comparisons allowed and in a world of purely welfarist information. The final section breaks free from the tyranny of impossibility and narrow informational bases, through rigorous definitions of partial comparability and an expansion of the informational basis of comparisons to human capability and freedom. It concludes with a discussion of poverty measurement—both monetary and multidimensional.

All right, you say, this is a fine exercise in the history of economic thought. But what practical lessons does social choice and welfare economics have for the World Bank, or for that matter, policymaking in general? My answer focuses on metrics and measurement, a topic of particular interest to me, and the foundation of policy analysis, wherein data are identified and aggregated in meaningful ways to inform social decisions. Let us examine a few of the messages that are especially pertinent to the process of measurement.

Broadening the informational basis. Sen attributes the impossibility in Arrow’s theorem to the paucity of information contained in its preference profiles. His characterization of the Pareto-extension rule also illustrates how restricting consideration to interpersonally noncomparable profiles of individual orderings leaves decision-makers unable to address distributional issues.¹ Broader bases of information are necessary to overcome

¹. See Sen (2017, Theorem 5*3).
these challenges. The capability approach, which operates in the space of “functionings” and considers achievements as well as “capability sets” of achievements (containing both chosen and unchosen alternatives), is one answer. The approach has become a generally accepted way of conceptualizing well-being, opportunity, and empowerment, and it is the notion of progress underlying Sen’s (1999) masterpiece Development as Freedom. The approach also leads to measures that are multidimensional and linked across dimensions at the individual level, such as the multidimensional poverty measures of Alkire and Foster (2011). However, it presents challenges to empirical researchers, as traditional datasets and measurement methodologies may not be applicable.

The measurement properties of variables. Broader information brings with it the need to use that information appropriately. After data have been identified, the next important task is to understand the measurement properties of the data’s underlying variables and apply a methodology that is suitable. For example, ordinal variables are commonly used in measurement, whether as part of self-reports (such as self-reported health or life satisfaction) or due to the inherently qualitative characteristics of the indicators (such as the quality of floors or sanitation facilities). In addition, issues of noncomparability or partial comparability can easily arise across persons or dimensions. The variables cannot simply be treated as if they were monetary—fully cardinal and fully comparable across different individuals. An intuitive way of thinking about this issue is to view it as a form of robustness. If many rescalings of the data are possible, or if many ways of relating the data across persons (or across dimensions) could be used, would each of the possibilities yield the same results? The results for a single cardinalization or one way of one of linking data across persons or dimensions are not enough. Meaningful interpretation of the data requires agreement across the full range of possibilities.2

Axioms as policy. A third message pertains to the centrality of axioms and the axiomatic approach in this literature.3 Although it is not always apparent, axioms are in essence chunks of policy—basic requirements or qualities that an object must exhibit if it is to be seen as functioning appropriately. For an Arrovian social welfare function, axioms can ensure that it is broadly

2. See Alkire et al. (2015, section 2.3).
applicable, is appropriately oriented when preferences are in agreement, ignores irrelevant information, or rules out unambiguously problematic methods. For measurement, axioms ensure that a measure is capturing the desired phenomenon. The main axioms come in three varieties: invariance axioms (like anonymity), which identify the sorts of information a measure should ignore; subgroup axioms (like decomposability), which specify how local and national measures are to be linked; and dominance axioms (like the transfer principle), which require the measure to move in a specific direction in the presence of an unambiguous change in the data. Axioms help define what the measure should be measuring.

Desiderata. Some authors also include a list of desiderata or “proto-axioms” to help guide the construction of measurement methodologies. A common desideratum is that the measure should be understandable and easy to describe—a requirement that can trump formal axioms when communication is important. This property might explain: the prevalence of the headcount ratio in poverty measurement despite its axiomatic failings; how the traditional Human Development Index (based on the arithmetic mean) might be preferable to the post-2010 Index (based on the geometric mean); and why the mean of the bottom 40 percent—the measure underlying the World Bank’s shared prosperity goal—was selected instead of an Atkinson “equally distributed equivalent” income function or the Sen welfare measure. There is a clear tension between this key desideratum and the more nuanced policy aims embodied in axioms.

The use of partial orderings. Partial orderings are central to Sen’s presentation of social choice theory and also are at the core of measurement. To determine whether the income distribution has taken an unambiguous turn for the worse, the Lorenz criterion or the various orders of stochastic dominance can be consulted. Likewise, poverty orderings point out when poverty has fallen for an entire range of poverty lines (or measures). In multidimensional analysis, dashboards of dimensional achievements provide a partial order for assessing well-being when there is little guidance on how to value dimensions.

4. See Alkire et al. (2015, section 2.5).
5. See, for example, Székely (2005), who gives the list used in setting the Mexican income poverty methodology.
Partial orderings identify unambiguous (or unanimous) changes; however, they are also incomplete and unable to decide between certain pairs of options. Axioms and desiderata can help narrow options and reduce the incompleteness. But policy discussion typically demands a headline measure that is real valued as well as complete, facilitates discussion, and encourages policy analysis. Once again, there may be tension between communication and other policy objectives. In some circumstances, however, a partial ordering can actually facilitate the selection of a specific measure. For example, the choice of a specific monetary poverty line seems less problematic when a poverty ordering is available to test robustness for a range of poverty lines.

Measurement as choice. The process of measurement, like that of description, “involves the exercise—possibly difficult—of selection” across the many ways of viewing a phenomenon. Over time, the justification for the choices underlying measurement tends to become “this is how it has always been done.” Institutions like the World Bank are the repositories of the art of measurement, and they have the responsibility of being transparent and, from time to time, re-evaluating their methods. With the establishment of its Commission on Global Poverty, the World Bank is working toward fulfilling this goal for the flagship monetary poverty measure and may consider a multidimensional approach to poverty as outlined in the present chapter and other writings. In any event, Professor Sen’s many contributions to measurement will undoubtedly prove useful in guiding this and other related efforts.
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The economics of information has constituted a revolution in economics, upsetting longstanding presumptions, including the presumption of market efficiency, with profound implications for economic policy. The central models of information economics, developed almost a half century ago but greatly elaborated on in the intervening years, have proven remarkably robust. At the same time, these advances in the economics of information have shown the lack of robustness of the standard competitive paradigm. The models have provided a deeper understanding of other ways in which actual markets differ from the perfect markets paradigm. For instance, the imperfections of competition and risk-sharing are two features that matter a great deal, and the economics of information provided new insights into both of these.

Early work in the economics of information also showed how it would help us understand better the role of institutions and the form that institutions take; work since then has confirmed the promise. So, too, the economics of information has provided new intellectual underpinnings to branches of the subject that seemed devoid of a theoretical framework, such as accounting, finance, and corporate governance, and has helped us understand better why work in these subfields is so important.

Elaborations of the early models and the adaptation of these models to different market contexts have occupied much of the economics profession’s attention in the decades since the first models were presented.

---

Not surprisingly, the policies derived from the new paradigm are often markedly different from those derived on the basis of the standard model. Most importantly, as I emphasize below, there is no presumption that markets are efficient; quite the contrary, the presumption is that markets are not efficient. And in those sectors where information and its imperfections play a particularly important role, there is an even greater presumption of the need for public policy. The financial sector is, above all else, about gathering and processing information, on the basis of which capital resources can be efficiently allocated. Information is central. And that centrality is at least part of the reason that financial sector regulation is so important.

Markets where information is imperfect are also typically far from perfectly competitive (as that concept is understood, say, in the models of Arrow and Debreu). In markets with some—but imperfect—competition, firms strive to increase their market power and to increase the extraction of rents from existing market power, giving rise to widespread distortions. In such circumstances, institutions and the rules of the game matter. Public policy is critical in setting the rules of the game. Distributive effects of alternative rules may outweigh any efficiency gains.

Undoing the adverse distributive effects created by these market imperfections may be very costly, again, largely because of information imperfections.2

Many recent changes in the rules may have had both adverse efficiency and distributive effects. The economics of information has explained why distributive effects themselves may have efficiency consequences, especially in the presence of macroeconomic externalities.

Looking forward, changes in the structure of demand (that is, as a country gets richer, the mix of goods purchased changes) and in technology may lead to an increased role for information and increased consequences of

1. The market failures referred to in the previous paragraph arise even when firms and households are price takers. I am now describing an important second set of market failures typically arising in markets with imperfect information.
2. In standard economics, the second welfare theorem explains how any Pareto efficient allocation can be achieved simply through the redistribution of initial endowments. When there is imperfect information, the second welfare theorem is in general not true. For an exposition, see Stiglitz (1994).
information imperfections, decreased competition, and increasing inequality. Many key battles will be about information and knowledge (implicitly or explicitly)—and the governance of information. Already, big debates are going on about privacy (the rights of individuals to keep their own information) and transparency (requirements that government and corporations, for instance, reveal critical information about what they are doing). In many sectors, most especially, the financial sector, there are ongoing debates about disclosure—obligations on the part of individuals or firms to reveal certain things about their products. Many of these issues can be framed in terms of property rights—who owns the right to certain pieces of information. But these property rights issues are different from and more complex than those concerning conventional property rights, where it is usually assumed the stronger the better. Here, the ambiguities in the assignment of property rights are apparent, and so-called strong (intellectual) property rights may lead to poorer economic performance.

Globalization has heightened all the associated controversies because now, how the rules are set affects not only distribution among individuals within countries but also the distribution of income between countries. Many in the former colonial world see the attempt by some in the advanced countries to impose their set of rules as not just an attempt to enrich their corporations but also to entrench old inequities.

How we handle these issues will affect inequality, economic performance, and the nature of our polity and society for decades to come.

This paper is divided into seven sections. In the first, we lay out some of the key insights of the New Information Economics, contrasting it with the old paradigm, which assumed perfect information. The central result of the new paradigm is that markets are not, in general, efficient: There is a need for government intervention. Adam Smith’s invisible hand failed, simply because it wasn’t there. The second section describes several failed but still important attempts to respond—to show that the market was in fact efficient, if not always, at least in relevant cases. The third then describes some of the policy corollaries, and the ongoing policy battles over information. The fourth section sets the Information Revolution in the context of the longstanding battle of how to understand the persistent inequality under capitalism—is it exploitation (as Marx suggested) or just rewards in response to differences in social contribution? We suggest that although Marx had the wrong model of the economy, there is more than a little grain
of truth in his exploitation theories. The fifth section describes the role of
the information revolution in promoting broader changes in the economic
paradigm. The sixth looks forward—to the implications of the new para-
digm for the economy that is evolving in the twenty-first century. I end
with a few concluding remarks.

The Information Revolution

Economists had, of course, long recognized the importance of imperfect infor-
mation. Indeed, some economic discussions actually trumpeted the informa-
tional efficiency of the market—arguing that efficiency can be achieved in a
decentralized price system, so there is no need for a central planner. All the
information that a firm or a household needed to know to make its decisions
was to be found in the prices. Prices coordinated all economic activity. Yet
these statements were made without any formal models of the economy as
an information processor. Resource allocations were once-and-for-all deci-
sions. Moreover, the kinds of information imperfections were limited. There
was no uncertainty about the quality of a worker or a product.

By and large, formal models made no mention of information—other
than to assume that there was perfect information. The hope was that analy-
yses assuming perfect information would still be relevant so long as inform-
ation was not too imperfect.

Some Chicago school economists thought that one could develop an
“economics of information”—based on the analysis of the supply and
demand for information (much like the “economics of agriculture”) and
focusing on the particular characteristics of the demand for and production
of information (just like agriculture economics focuses on the particular
characteristics of the demand for and supply of food). But it should have
been clear, even before the formal development of the field described below,
that such a development was unlikely. Information (knowledge) is funda-
mentally different from steel, corn, or the other goods on which ordinary
economics focuses. Information is a public good3—indeed, more broadly,

3. In the sense defined by Samuelson, as a good characterized by nonrivalrous con-
sumption (the enjoyment of a pure public good by one individual does not detract
from its enjoyment by others). Pure public goods are also typically characterized
by the impossibility (or at least difficulty) of appropriation. As we discuss below,
knowledge is a global public good (Stiglitz 1999), and markets on their own typically are not efficient in the provision of such goods.

Arrow and Debreu provided the key benchmark model describing the behavior of a competitive economy with perfect information through a model of competitive general equilibrium in which all firms were price takers. Most importantly, Arrow and Debreu provided conditions under which Smith’s “invisible hand” conjecture was correct, not just the first welfare theorem (showing that market economies were Pareto efficient) but also the second fundamental theorem. The latter showed that every Pareto-efficient outcome could be obtained through a market mechanism, provided that there was an appropriate initial (lump sum) redistribution of wealth. Arrow and Debreu focused on the technical conditions that were required—such as convexity of production sets (making use of the key economic assumption of diminishing returns)—as well on as the economic conditions: perfect competition, a full set of risk markets (subsequently called Arrow-Debreu “AD” securities), and the absence of externalities. They had provided sufficient conditions for the efficiency of the market. The question was: Would results still be true under more general conditions? Were the sufficient conditions necessary, or almost necessary? After several decades of research, it became clear that Arrow and Debreu had essentially discovered the necessary and sufficient conditions.4

Most of the limitations on which Arrow and Debreu had focused had in some sense been widely recognized well before their work. They had put these longstanding understandings on sound footings. And there were well-developed public policies in response: environmental regulation or corrective taxes, for instance, to deal with environmental externalities, and anti-trust policies to deal with imperfect competition. The existence

intellectual property rights are an attempt to enable the partial appropriation of the returns to the production of knowledge. Inherently, such attempts have a social cost, because the usage of the information or knowledge is restricted, though there is no marginal cost associated with usage.

4. There were a few other sets of uninteresting conditions—conditions that, remarkably, came to play a central role in a particular branch of macroeconomics. The economy would be efficient even in the absence of a complete set of risk markets if all individuals were identical—precisely because when they are identical, there would be no insurance. There would be no one else to whom someone could transfer the risk he faces.
of a natural monopoly required either strong regulation or government ownership.

**Absence of a Complete Set of Risk Markets**

The one “new” market failure to which Arrow and Debreu called attention was the absence of a complete set of risk markets. It was obvious that individuals and firms could not buy insurance against many of the risks that they faced—workers couldn’t buy unemployment insurance, firms couldn’t buy insurance against the risk that the demand for their products declined. But economists had not realized the importance of this failure. For Arrow and Debreu to establish the Pareto efficiency of the economy required the existence of a full set of what came to be called “AD securities”—securities delivering a specific amount of some commodity in a particular state at a particular date, in effect, a complete set of insurance markets. It was obvious that this was more than a matter of mere technicalities; there were many important risks for which households and firms simply couldn’t obtain insurance at all. One could think of public provision of social protection as having arisen to partially “correct” this market failure.

**Presumption That Markets Are Not Efficient**

Arrow and Debreu had, however, shunted aside the key question of information in all of its dimensions. Earlier, I described how market advocates viewed the informational efficiency of the economy as one of its triumphs. These advocates especially celebrated how much one could achieve without anyone knowing anything about any other firm or household: All relevant information was conveyed by prices.

But this model made extraordinarily strong assumptions that were not even stated: Products were homogeneous, and any individual could tell costlessly any deviation of the product from the “specified” characteristics. Cheating on quality was impossible. Everyone knew fully the “true” probability distribution of returns of every asset. There were no asymmetries of information, where a well-informed individual could take advantage of a less informed one.

In the real world, these quality differences are critical. Workers are not homogeneous. A great deal of effort goes into finding workers who are well matched for the job. Insurance firms worry about the risk profile of those they insure. The entire financial industry is focused on identifying “under-priced” assets.
Obviously, these information problems are important to all market participants. The early literature showed that information asymmetries—where one agent had information not available to another—presented a special set of problems. Attempts to extract that information or to exploit the informational advantages gave rise to multiple distortions. A great deal of activity is concerned with addressing these information problems (both the lack of information and asymmetries in information), improving information and reducing asymmetries, if not eliminating them. At the same time, some market participants realize that opportunities for profit can be enhanced by increasing information asymmetries. They devote their efforts to ensuring the existence and persistence of these information asymmetries, as costly as these asymmetries may be to the economy as a whole.5

Some two decades after Arrow and Debreu’s work, Greenwald and Stiglitz (1986, 1988) showed that information market failures were much more pervasive and consequential. Whenever there was imperfect and asymmetric information or incomplete risk markets—that is, essentially always—the economy was not (constrained) Pareto efficient, taking into account the limitations of information. There were always interventions in the market that could make some individuals better off without making anyone else worse off.6 (For brevity, in the discussion below, I refer to this result as the “GS theorem.”) Correcting these market failures is not so easy: They are not isolated,7 they are diffuse, and they are an integral part of the market economy. In the presence of asymmetries of information and incomplete markets, there are pervasive pecuniary externalities that matter: What one firm or individual does has consequences for others, and that is true even when it is only through the price system. Price changes are more than purely redistributive.8

5. With perfect competition there are no pure profits, and firms realize (as already noted) that markets where information is imperfect are likely to be less than perfectly competitive. This principle holds in other contexts, as we discuss below: Managers may take actions that result in greater information asymmetries to entrench themselves.
6. Geanakoplos and Polemarchakis (1986) provided an alternative proof of the inefficiency of market equilibria when there is an incomplete set of markets.
7. This stands in marked contrast to pollution externalities, where at least in principle, one could ascertain the emissions of pollutants and impose a charge.
8. Greenwald and Stiglitz’s proof of market inefficiency focused on these pecuniary externalities, showing that in markets with imperfect information or incomplete risk
Consider a group of seemingly similar people buying health insurance in a world in which smoking is not observable. Should one person smoke, it will increase the risk of disease, driving up the health insurance premiums of everyone. There is a real cost to this externality, which the smoker does not take into account. The market response is to limit the amount of insurance that an individual can obtain, so that she has some incentive to behave well. But a real cost results from this restraint; with risk-averse individuals, restricting the purchase of insurance lowers expected utility.

Information market failures obviously affect resources devoted to collecting, processing, and disseminating information. Information is a public good, with no marginal cost associated with the use of an idea by someone else, so normally one would expect an underinvestment in information. Thus, an idea that had some popularity for a while was that markets were informationally efficient, that is, they transmitted through prices all information from the informed to the uninformed. But in a sense, that idea (popularized by Fama (1970, 1991) but totally discredited by Shiller (1990) as well as Grossman and Shiller (1981)), was intellectually incoherent, as Grossman and Stiglitz (1976, 1980) pointed out: If the market fully transmitted information, no one would devote any resources to its collection.

Moreover, private returns to information often can exceed social returns: If I can prove that I am more able than someone else with whom I would otherwise have been grouped (in the absence of information), my wages will go up, but his wages will go down. My gains are at his expense. Much of the returns to information are thus distributive.\footnote{See Hirshleifer (1971) and Stiglitz (1975). While Hirshleifer identified the distributive effects of information, Stiglitz succeeded in analyzing the market equilibria. He showed that there can be multiple equilibria, with a pooling equilibrium (where the two groups are not differentiated) Pareto dominating the “separating” equilibrium (where the two groups are differentiated).}

In addition, firms will attempt to create barriers to the dissemination of information—politically, they try to create property rights (called “intellectual property rights”). These rights are costly to enforce and seldom enable
those investing in information to appropriate all the social returns from their information. However, to the extent that they are successful, these rights create a static market inefficiency: Because information, once created, is a public good, any barrier to its free dissemination introduces a distortion in the economy. In practice, the static costs are often increased, because these restrictions create barriers to entry, supporting a less competitive market environment, and yet the incentives provided for the creation of knowledge may be limited. Indeed, because the most important input into the production of knowledge is knowledge, by restricting the use of knowledge, these rights may actually impede innovation itself. More generally, the dynamic benefits are markedly less than the supporters of strong intellectual property rights suggest.10

Thus, the key insight of information economics—differing from worlds in which there is perfect information where social and private returns are normally the same—is that social returns to information expenditures typically differ from private returns, in some cases they are greater, in other cases less. This insight has many implications, including that privately profitable transactions may not be socially desirable. The subsequent literature has exposed a huge number of distortions in specific contexts. They include marginal inefficiencies, where a Pigouvian corrective tax might induce market participants to do more of the things that they are doing too little of and less of the things that they are doing too much of; and structural inefficiencies, associated with multiple equilibria, with the economy sometimes being in a Pareto dominated equilibrium (Stiglitz 1972, 1975).

Sometimes, limited government actions can ensure that the economy is in the “good” equilibrium.11

**Information asymmetries can be endogenous** Moreover, households and firms have incentives for creating information imperfections (asymmetries)—they may gain from a lack of transparency. So can managers—it can enhance their “market power” by creating an entry barrier to competitive managerial teams (see Edlin and Stiglitz 1995).

Complexity is one way that financial firms in particular introduce opacity. Many financial transactions seem designed more to increase complexity

---

11. For instance, discrimination laws can prevent an equilibrium in which some groups are treated worse than others (Stiglitz 1973, 1974b).
and the associated market power than to solve societal problems. Recent research has shown how complexity increases uncertainty even about systemic stability and the effects of regulatory policy. Although society would like a better functioning, more stable financial system, market participants are simply concerned with maximizing profits. The GS theorem emphasizes the disparity between private returns and social returns arising from information asymmetries and incomplete markets. But this recent work has noted other aspects of the market failures in the financial sector: By becoming too big to fail, too interlinked to fail, or to correlated to fail, financial institutions can ensure a bailout, in effect a transfer of resources from the public to themselves. Firms thus have incentives to become too big, too interlinked, too correlated to fail: There is a systemic problem.

With a high probability of a bail-out, they can engage in excessive risk taking, in which they realize the upside (the profits), and the public bears the downside (the losses). Moreover, with financial institutions that are too big to fail, too interconnected to fail, or too correlated to fail, success may not be based on relative efficiency but on relative size and linkages. And the huge excessive complexity that they have brought to the financial system makes the consequences of regulations more uncertain. If, as a result, regulators are discouraged from undertaking necessary regulations—for instance, relying on self-regulation—this provides an opportunity for those in the sector to increase further their profits.

These problems would simply not exist if there were perfect information, in which case private contractual arrangements would internalize these information-related externalities. These market failures clearly provide a rationale for government intervention. Much of the intervention has focused on behavior (e.g., restricting excessive risk taking and actions that enhance the risk of conflicts of interest). But this analysis has suggested that government needs to go beyond this focus, for example, to regulate the size of banks (to reduce the risk of being too big to fail), linkages among banks (to reduce the risk of being too interconnected to fail), and contractual arrangements (to reduce the risk of excessive complexity). Recent research has also noted that (in part because government cannot monitor the actions of individual banks) what matters is the entire “ecology,” that is, the diversity (and interconnectedness) of financial institutions. Regulating this ecology (by, for

12. See Battiston et al. (2013, 2016a) and Roukny, Battiston, and Stiglitz (2016).
instance, preventing the creation of universal banks) mitigates the dangers of “too correlated to fail,” and provides part of the rationale for structural regulations (e.g., the Glass-Steagall Act, which separated commercial and investment banks).

**Production and information are interlinked** But the inefficiencies of the market economy go deeper, because production of knowledge and information is intertwined with other activities. Thus, the presumption is that the market is not only inefficient in the production of information/knowledge but also in the production of goods. For instance, knowledge or information is produced as a by-product of the production of goods; if this information leaks out to others, then the value of this information won’t be fully internalized in the determination of the levels of production (Stiglitz and Greenwald 2014).

**Macro consequences of informational externalities** Keynes provided an explanation of the Great Depression and other deep downturns that had afflicted capitalism from its beginning. But in the 1970s, dissatisfaction grew over the disparity between macroeconomics, as it had developed following Keynes, and standard microeconomics. Information economics provided the necessary underpinnings to reconcile the two. It explained, for instance, why credit and equity rationing occurred, why this led to risk-averse behavior on the part of firms (Greenwald and Stiglitz 1990), and why wages might not adjust even when unemployment is significant. (See Shapiro and Stiglitz 1984 and other variants of efficiency wage theory [Stiglitz 1987c].) These “financial frictions,” as they came to be called, gave rise to a financial accelerator, whereby small shocks to the net worth of a firm could give rise to large shifts in both the aggregate demand and supply curves. The effects of a shock could persist—the restoration of balance sheets and thus the recovery of the economy to full employment could take a long time. Moreover, the decentralized adjustment of wages and prices meant that in response to a shock, the economy might not instantaneously move to the new equilibrium set of wages and prices consistent with, say, persistent full employment. Indeed, the economy could persist with wages and prices each adjusting, but real wages and unemployment remaining

---

relatively unchanged (Solow and Stiglitz 1968), or even worse, the adjustments might lead to even higher unemployment (Stiglitz 2016).15

As already mentioned, Greenwald and Stiglitz (1986) noted that one could describe the market failures associated with adverse selection and moral hazard as giving rise to pecuniary externalities that matter. These microeconomic pecuniary externalities have their macroeconomic manifestation, which have been the center of much recent work in macroeconomics. For instance, the market equilibrium may be characterized by excessive foreign-denominated indebtedness (Jeanne and Korinek 2010). More generally, borrowers may not take fully into account the effects of their decisions on prices in the future, say, if they were forced to liquidate their assets. Each small borrower takes the price distribution as given; but of course, if they all borrow more, then if a crisis occurs, next period prices of certain assets will fall as they all are forced to liquidate more of their assets.

One of the implications of the theory is that it may be (in general will be) optimal to treat differently things that are observably different. Thus, contrary to prevailing attitudes, taxes and regulations affecting foreign capital and financial institutions should differ from those affecting domestic capital. The “nondiscrimination” provisions of some trade agreements cannot be justified in the context of a model with imperfect information.

Theory of second best  Long ago, Meade (1955) and Lipsey and Lancaster (1956) warned the profession about the theory of second best. Just because an economy is inefficient doesn’t mean that moving the economy closer to a perfect model will improve welfare. In the presence of multiple distortions, removing one may worsen economic welfare. Newbery and Stiglitz (1984) demonstrated this idea in the context of a longstanding presumption by economists in favor of free trade. So long as there are imperfect risk markets, trade integration may lower welfare for everyone. But we will never have full information or a complete set of markets, so we are always in a second best

15. This line of work emphasized a quite different aspect of Keynes than that which has been the center of much recent work in macroeconomics, highlighting the consequences of wage and price rigidities. Here, it is price adjustments that give rise to problems (consistent with much of the recent policy concerns over deflation). It can be viewed as reviving Fisher’s debt-deflation theories (1933). Information economics also provided an alternative explanation of the slow pace of wage and price adjustments, associated with differential risk (Greenwald and Stiglitz 1989) and of adjustments in employment (Greenwald and Stiglitz 1995). The contrast between the alternative approaches to macroeconomics is discussed in Greenwald and Stiglitz (1987, 1993b).
world. Hence, we need to tread carefully when using the perfect markets paradigm as a guide to policy reform. Often it gives misleading advice.

One example concerns the absence of a complete set of risk markets. The question is: Will creating new financial instruments/markets increase welfare? The advocates of structured finance seem to have suggested that it will. The answer is far from clear. What is clear is that these new financial products give rise to at least three distinct problems.

The first one we have already noted: the increased complexity of the financial system results in financial fragility and reduces the ability of the regulator to effectively regulate the financial system. Financial interlinkages may lead to an increase in intrinsic uncertainty—with the possibility of there being multiple equilibria (even with rational expectations).16

The second problem is that differences in beliefs give rise to gambling (risk trading) opportunities. In such cases, both sides of the gamble (which is zero-sum) overestimate the probability of gain and react as if their actual wealth has increased. This gives rise to what Guzman and Stiglitz (2016a, 2016d) call pseudo-wealth, the wealth that only exists in the imagination of the gamblers. Changes in pseudo-wealth can give rise to macroeconomic fluctuations. Guzman and Stiglitz suggest that some of the observed increased volatility may be due to these new structured products, which open up new gambling opportunities.

The third problem is that the interlinkage of finance undermines the decentralizability of the economy, one of the main virtues of the market economy. To know the financial position of any firm requires knowing the financial position of all creditors, which requires knowing the financial positions of all creditors of creditors.17

**Financial architecture matters** In short, different architectures affect the extent of externalities and the nature of information requirements. There is no evidence that market-driven architectures are efficient: Because of the disparity between private and social incentives, one would not expect efficient outcomes. The design of the architecture can affect the magnitude and

---

16. Indeed, complex derivatives may even result in the nonexistence of equilibria. That is, without coordination, market participants can sign a set of mutually inconsistent contracts.

17. Requiring trading to go through adequately capitalized clearing houses—adamantly opposed by the financial sector—would go a long way toward resolving this problem.
consequences of the disparity of private and social incentives. Many of the new financial products giving rise to greater complexity may result in more “distorted” architectures, which increase the risk of financial fragility.18

Structured finance was thus not (as it claimed) really about matching risk.19 Significant moral hazard can also be associated with increased indebtedness, but there is no presumption that the market-determined contractual bankruptcy provisions are efficient. Indeed, the presumption is to the contrary, as each firm tries to signal that it is better than others. This is one of the reasons bankruptcy laws are necessary. (Advocates of the contractual approach to sovereign debt restructuring seem not to understand this.)20

Information and Other Market Failures

**Imperfect competition** One of the important insights of the economics of information is that in the absence of good information, typically competition will be imperfect. And with imperfect competition, there is the possibility (likelihood) of firms exploiting market power, and indeed, with imperfect and costly information, of undertaking actions that enhance their market power.

Information is a fixed cost, introducing a natural “nonconvexity” into production. Convexity played a key role in the proofs of Arrow and Debreu. But these mathematical properties have economic implications. The law of diminishing returns long played a central role in economic analysis; but this “law” will not be satisfied when information is endogenous.21

With fixed search costs, no matter how small, it pays any firm to raise its price above that of others by a small amount—until the monopoly price is reached, so the only possible equilibrium is the monopoly price (Diamond 1971, Stiglitz 1985). But then it is worthwhile for firms to engage in nonlinear

---

18. Recent research on credit networks (Battiston et al. 2016a) highlights inefficiencies associated with particular architectures, for example, bankruptcy cascades and increased systemic risk with large/correlated shocks (following on earlier work by Allen and Gale (2000) and Stiglitz and Greenwald (2003)). For analogous results for cross-border financial linkages, see Stiglitz (2010c, 2010d).
19. The information that was collected was markedly different from that which would be needed if markets were engaged in “matching.” For example, see Stiglitz (1982).
pricing, which extracts some of the remaining consumer surplus—to the point that there exists no market equilibrium (see Stiglitz 2013 and the references cited there).

Indeed, the major distortion of monopoly is in fact associated with its trying to extract information to enable it to extract more surplus from consumers (Stiglitz 1977). With perfect information, monopoly extracts all the consumer surplus, and it can do so (in theory) in a nondistortionary way. Distortions arise because the monopolist cannot easily differentiate those who enjoy different levels of surplus from its products: Marketing strategies, which are distortionary, are designed to maximize its ability to extract this surplus from its customers (Salop and Stiglitz 1977).

More generally, small sunk costs—and expenditures on information are always sunk costs—can give rise to persistent monopoly rents with Bertrand competition (Stiglitz 1987b).

Not only does imperfect information lead to imperfect competition, but also firms’ attempts to manage information imperfections reduce competition. Efficient management of adverse selection/moral hazard involves intertemporal linkages—contracts extending over multiple periods, where, say, payments in one period are dependent on events/performance in earlier periods (Stiglitz and Weiss 1983). This limits the scope for the usual competitive mechanisms—where contracts are short term, and the threat of leaving acts as an important discipline device—and enhances scope for monopolistic exploitation. It also gives rise to institutions (like banks) responding by internalizing some of the information externalities.

**Explanation of some key market failures** The Arrow and Debreu analysis also gave rise to another question: How do we explain key market failures, such as the lack of a complete set of securities markets or limitations in capital markets? Information economics (adverse selection and moral hazard) provides at least part of the answer: Almost surely, the firm knows more about its profits prospects than do possible insurers, and so it would not be expected to buy insurance against a risk of low profit levels unless the terms were favorable—terms that would make it unprofitable for the insurer.\(^2\)

---

\(^2\) In the absence of risk aversion, there obviously would be no trade in such securities. This is the implication of the Akerlof (1970) lemons model and the no-trade theorems of Grossman and Stiglitz (1980) and Milgrom and Stokey (1982). See also Stiglitz (1982).
Information economics also provides one of the explanations for why Coasian bargaining would not resolve problems posed by externalities. Coase suggested that through bargaining, an efficient outcome could be achieved only if there were clear property rights. However, bargaining with information asymmetries typically is not efficient, as parties engage in costly actions to convey information about the value of the externality imposed on them.

**Responding to Market Failures: The Possibility of Dysfunctional Social Institutions**

Information-related externalities are not only pervasive, they are also diffuse, making it difficult to address them with corrective taxation, though corrective taxation should be part of the policy response (see Arnott and Stiglitz 1986).

Sometimes the appropriate response is the public provision of information (or restrictions on withholding information). Thus, when designing systems for leasing oil in different tracts, auctions will suffer greatly if some firm is known to have more information than the others. This provides a rationale for exploratory drilling to be done by the government.

Sometimes the consequences of these market failures are so obvious and severe that society responds through the creation of social institutions. The absence of life insurance led to the creation of burial societies to help families meet the unexpected costs of an untimely death. Such societies, mentioned as early as Ancient Rome, were widespread in Victorian England and still exist today. There was no moral hazard problem here—no one would die just to have his or her family collect burial insurance—and the problem of adverse selection was slight. Perhaps the simplest explanation of this “market failure” is that the transactions costs were high. As a result, it may be more efficient to provide such social protection through the government.

More generally, society responds to market failures by developing institutions and contracts. But there is no presumption that these institutional solutions lead to Pareto efficiency. Indeed, Arnott and Stiglitz (1991) show that institutional interventions may actually be dysfunctional. Imperfect “family” insurance (imperfect because risk is shared only among a few individuals) displaces (“crowds out”) more efficient (but limited) market insurance.
Further Key Insights of the Information Paradigm

Robustness of the standard model As information economics developed, a key question was: How robust is the standard model, which had ignored information imperfections? The answer was: not very, with even slight imperfections of information leading to marked changes in results (e.g., concerning the nature, optimality, and even existence of equilibrium (Rothschild and Stiglitz 1976)). Many of the key characterization results also changed, once information imperfections were recognized. For instance, markets might not clear even in equilibrium, and the Law of Single Price was repealed. Markets could be characterized by a price distribution, even when no source of exogenous noise was present.

Robustness of the new paradigm It was natural, at this point, to ask: How robust are these new models? The key information problems and modes of analysis that were identified early (adverse selection, moral hazard) have remained the central foci of research for almost a half century. At the same time, the precise characterization of the equilibrium turned out to be dependent on details of markets and, in particular, on assumptions about information. The early literature differentiated between a price equilibrium (in which sellers of, say, insurance had no information about the characteristics of the buyers or their actions, such as how much insurance they purchased),23 as characterized by Akerlof (1970), and the quantity constrained equilibrium (in which insurance firms had such information, with in effect each buyer buying exclusively from one firm). More recently, Stiglitz, Yun, and Kosenko (2017) have shown that if individuals/firms can decide whether to hide or disclose information, then neither Akerlof/price nor Rothschild-Stiglitz/quantity equilibrium can be sustained. An equilibrium always exists (unlike Rothschild-Stiglitz), and the unique equilibrium is a disclosed pooling contract (the one most favored by low-risk individuals) supplemented by an undisclosed price contract at the high-risk individual’s odds purchased only by high-risk individuals.

In the presence of adverse selection and moral hazard, a pooling quantity equilibrium may exist (Stiglitz and Yun 2013), something that could not occur if there were only adverse selection.

---

23. Or, correspondingly, the buyers of cars had no information about the sellers.
One of the significant contributions of information economics was to show the importance of, and to analyze the forms of, contracts (Stiglitz 1974a) and institutions, like banks. Loans are not made through auctions but through institutions like banks, which gather and process information. Information economics also led to a new focus on enforcement and commitment (time consistency). A key issue in contract enforcement, for instance, is verifiability and thus relates to information.

All of this stood in marked contrast to the Arrow-Debreu framework, where not only was the information structure exogenous, with a complete set of markets, but there were also no problems with enforcement and no issues of commitment.

**Second fundamental theorem also reversed**  
As noted earlier, Greenwald and Stiglitz (1986) showed that when there was asymmetric information, markets were not efficient, thus undoing the first fundamental welfare theorem of economics. Rather than the presumption being that markets are efficient, now there is a presumption that they are not.

But what about the second fundamental theorem, which asserts that any feasible Pareto efficient distribution of income could be attained through a market mechanism, with the correct initial redistribution of assets? This theorem was enormously important, because it enabled the separation of issues of efficiency from those of distribution. Economists should focus on efficiency, leaving distribution to politics, or so it was argued.

The new paradigm, however, shows that the distribution of wealth (assets) matters, and distributional effects cannot be undone through (lump sum) redistributions—partly because the information required to achieve those lump sum distributions is not available, and the only feasible redistributive taxes are distortionary.24

**Key question: What is the critical market failure?**  
Much of the early literature on imperfect information focused on information asymmetries, with some discussions of imperfect information going so far as to suggest that virtually all distortions associated with imperfect information arise from these information asymmetries. But the real issue is not so much asymmetry of information as the endogeneity of information. For instance, the life insurance firm may know far more about the statistics of life expectancies

---

than those they are insuring. The individual may not know whether he or she is a high-risk or low-risk individual. The life insurance company may still engage in costly screening activities (including the use of self-selection mechanisms) to identify individuals who have characteristics that are systematically associated with longer life expectancy (see Stiglitz 2002).

Not only is information endogenous but so also are asymmetries of information (in contrast, most of the earlier literature simply assumed that the asymmetries are given exogenously). As already noted, firms and individuals have large incentives to create and enhance market power and to maximize rent extraction through the creation of information asymmetries.

**Information and Delegation**

Imperfect information implies that the standard analysis of efficient decentralization, based on the AD model with perfect information, is not correct. But it is the costs of collecting and disseminating information that make decentralization necessary and give rise to delegation, with profound implications for economic organization. Delegation means, for instance, that there is a separation of ownership and control: This separation undermines the standard theory of the firm and gives rise to problems of corporate governance.

Among the important market failures are those associated with corporate governance. Managers do not necessarily do what is in the interests of shareholders. Even larger differences arise between social returns and managerial returns, implying that the market solution cannot be presumed to be efficient. There are imperfections in all control mechanisms (e.g., takeovers). That is why the rules of the game—the laws governing corporate governance—matter.25 These issues are particularly relevant in the financial sector.

**Economics of Knowledge**

Most of the results I have just described have applicability beyond information economics narrowly defined, to the economics of knowledge.26 Indeed, knowledge can be thought of as a particular form of information. Knowledge is, of course, at the center of the theory of innovation. With a modern economy often characterized as a knowledge or an innovation economy, it is clear that understanding the economics of knowledge is

---

26. The ideas in this section are developed more fully in Stiglitz and Greenwald (2014).
key. Knowledge, like information, is different from an ordinary commodity. The tools and insights of standard economics, developed for thinking about the demand and supply of pins, steel, oil, and other conventional products, are of only limited relevance to understanding a knowledge economy.

As I have suggested, knowledge is a form of information with many or most of the latter’s key properties. Most importantly, knowledge is a quasi-public good—with, as already noted, no marginal cost associated with the use of an idea by someone else. Hence, there is always an inefficiency associated with restricting usage, such as through intellectual property rights. Like many public goods, the appropriation of returns is also difficult. There are typically large spillovers from an important innovation, such as the laser or the transistor, with the innovators typically capturing a small fraction of the social benefits.

The implication is that the insights that we have gleaned from the study of the economics of information apply to innovation and the production of knowledge. Markets on their own are not likely to be efficient, and competition is likely to be imperfect. This runs contrary to a longstanding view that the real strength of a market economy is the drive for innovation through Schumpeterian competition.

Early Attempts to Broaden Perspective—to Recover Previous Results on Market Efficiency—Failed

Arrow and Debreu had provided sufficient conditions for the efficiency of the economy, but not necessary ones. A search ensued for weaker conditions under which the market was still efficient.

The best-known example was that of Diamond (1967), who established the (constrained) efficiency of an economy with a stock market. Even with the highly restricted notion of optimality and highly restrictive assumptions about risk (each firm fell within a risk class and couldn’t change the probability distribution of returns; it could only change the scale of production), the result turned out not to be general. With just two commodities, or with bankruptcy costs, or with decisions that affect the pattern of risk distribution, the result was not true: The market was not (constrained) efficient.
As already noted, this quest for weaker conditions under which markets are efficient ended with the Greenwald-Stiglitz (1986) theorem, which showed that markets were generically inefficient; they would be efficient only in special cases. For instance, the absence of risk markets would make no difference in an economy with a single individual, because there is no one with whom the individual could share or trade risk.27

But there was a second issue—how markets dealt (imperfectly) with the consequences of imperfect information, including the absence of state-contingent commodities. Contracts (with payments dependent on observable state outcomes) provided a way of simultaneously sharing risk and providing incentives (Ross 1973; Stiglitz 1974a).

A huge literature ensued, exploring optimal contract design. One interesting result is that the predicted complexity28 was far greater than what was observed. For instance, because common shocks are among the unobservable variables, optimal contracts should make compensation dependent on others’ outcomes: The predicted forms of contracts thus are typically different from those which are observed (see Nalebuff and Stiglitz 1983a, 1983b).

New Institutional Economics

Although the contracts that were observed differed markedly from those that were predicted, the information paradigm more generally helped explain many aspects of observed institutions. For instance, sharecropping has long been criticized as attenuating incentives—with half or more of the (marginal) returns going to the landlord. But Stiglitz (1974a) explained sharecropping as balancing out incentives and risk sharing—a “reasonable” contract, given the limitations of information and risk markets.

Although many aspects of contract design are consistent with what theory predicts, the hope that these institutions would lead to Pareto efficiency failed; as already noted, they could even worsen welfare.

---

27. As already noted, the failure of markets to be efficient can be simply explained: with imperfect information, the key constraints—incentive compatibility constraints, self-selection constraints, and collateral constraints—are all affected by what other individuals do; each individual fails to take into account how his or her actions affect these constraints. And these effects are of first-order importance. These externalities matter.

28. Except under special and easily rejected specifications of utility functions.
Policy Corollaries

There are many policy corollaries to the ideas that I have just discussed. In particular, Washington Consensus/neoliberal policies were predicated on the Smithian presumption that markets are efficient and the presumption that moving toward a perfect market would be welfare-enhancing, ignoring second best economics. As already noted, it is wrong to presume that moving the economy toward first best economy is welfare-enhancing. But even if this were not the case, there would be winners and losers, the adverse distributive effects could outweigh any gains, and the cost of undoing distributive effects could be large.

Policy Battles over Information: High-Frequency Trading

Today, a new set of battles has emerged, many directly related to information. It is in this arena that social and private returns are most likely to be large, and therefore the insights of this chapter are most likely to be relevant. Consider, for instance, the development of high-frequency trading. It was often justified by “price discovery”—uncovering prices to enable the efficient allocation of resources.29 But this was a self-serving justification of the financial sector: No evidence has ever been presented of its importance; no evidence suggests that having slightly more accurate prices a nanosecond earlier than otherwise has led to higher growth or more efficient resource allocations. The reality is that it may be a new form of front-running—those who get information about bids and offers or trades before others can make a profit. Indeed, by extracting some of the rents that would have gone to those who actually do research, high-frequency trading reduces the overall efficiency of the economy à la Grossman-Stiglitz (see Stiglitz 2014b).

Other New Policy Insights: Structured Finance

The new theory changes views about a variety of government policies. For instance, I have already noted how creating additional risk instruments may actually increase risk. So, too, welfare may be increased by requiring

---

29. High-frequency trading is also justified by “liquidity”—enabling individuals to easily move into or out of assets, enhancing willingness to make real investments. But this also seems largely to be a self-serving argument of the financial sector: The evidence is that liquidity dries up when it’s needed.
disclosures—market equilibrium disclosures do not suffice. And welfare may be increased by requiring trading to occur in markets (through clearing houses), as long as they are adequately capitalized,\(^{30}\) because that improves the decentralizability of the economy.

**Securitization** The information paradigm helps us understand what went wrong with the securitization market. Before the 2007–2008 financial crisis, there was enormous enthusiasm about securitization because it allowed the dispersion of risk throughout the economy. But securitization entailed the delegation of different aspects of information gathering and analysis to different entities. For securitization to work well required complex contracts (with put backs and warranties). It failed, partly because of massive fraud\(^{31}\) but also because of extensive problems in contract enforcement: Mortgage originators and even seemingly reputable investment banks simply refused to honor their contracts. This behavior highlights the issues of contracts and enforcement noted earlier and the important role of government in preventing fraud in information markets (Greenwald and Stiglitz 1992).

These failures of securitization (capital markets) should not come as a surprise. What is a surprise is the failure of both markets and government regulators to understand and anticipate the limitations of capital markets and securitization, including the limitations on informational efficiency of markets (Grossman and Stiglitz 1980) associated with the difficulties of appropriating returns.\(^{32}\)

\(^{30}\) Which can be accomplished by requiring joint and several liability among market participants.

\(^{31}\) That is, the information provided to those who bought the mortgages and mortgage products was massively incorrect—with relatively clear evidence that the sellers did so at least partially intentionally.

\(^{32}\) The credit rating agencies not only were massively wrong in their evaluations of the probability of default of different tranches of the structured products (for which they were paid handsomely); again, there is also evidence of fraudulent behavior. I was privy to the evidence on fraud and the failure to comply with contract provisions as an expert witness in several cases against the rating agencies, the investment banks, and other financial institutions. But the federal government and state governments have brought cases in which some of this evidence has been publicly disclosed. The *Final Report of the National Commission on the Causes of the Financial and Economic Crisis in the United States* (2011) identifies the behavior of the credit rating agencies and the structured financial products as two of the main causes of the financial crisis of 2008–2009. See also Stiglitz (2010b, 2010d).
Banks can be viewed as the alternative institutional solution to these informational problems. It is noteworthy that a decade after the collapse of the mortgage securitization market in the United States, it has not been restored. Evidently, the banks—in spite of their belief in free markets—want a structure that entails unacceptable levels of public risk bearing.

**Other aspects of financial sector regulation** Much of the profits arising from financial activity is associated with market exploitation (much of which would not arise in the presence of perfect information), including creating and exploiting asymmetries of information and market manipulation. In their book *Phishing for Phools*, Akerlof and Shiller (2015) describe the incentives for exploiting “ignorance,” irrationalities, and market power. Predatory lending and abusive credit card practices are only the most obvious examples.

I have also noted banks’ incentives for increasing complexity—and the disparity between social and private returns in increasing complexity. Increased complexity even gives rise to new opportunities for hard-to-detect fraud. Banks availed themselves of these opportunities. High legal costs, statutes of limitations, and political capture all make it difficult to prosecute.

The financial sector has developed new ways of increasing its rents and new justifications for its exploitive activity that have sometimes prevailed in courts. Changes in technology and knowledge (e.g., about individual irrationalities and how to exploit them) and legal frameworks may have also enhanced the ability of the financial sector to exploit others.

**Reconciling Two Long-Competing Theories for Describing Market Equilibrium and Explaining Inequalities**

For more than 200 years, there have been two basic strands of economic theory. One emphasizes the role of competition (competitive equilibrium theory); the other, market power (exploitation).

---

33. Advocates of securitization never explained why one could not obtain adequate risk diversification through diversified ownership of banks.
34. Here I am focusing on the consequences of imperfections in information. The financial sector also enjoyed enormous rents from exploiting other sources of market power, for example, from running payment systems (credit and debit cards).
In recent decades, the former theory has dominated in the West. Of course, some constraints are always placed on the exercise of market power, some competition exists. But the standard (price-taking) competitive model describes few markets. Many tests of competition are only tests of the presence of some competitive constraints, not tests of how close the economy approximates a perfect competition model.

The imperfect information/imperfect competition model is fundamentally different from either polar case of perfect or no competition. I believe the real world is best described by this mixed model. In an economy that is perfectly competitive, there are, of course, no rents. In an economy where a monopoly exists in each sector, there are no battles over rents: The monopolist simply gets them. In reality, the key battle is over grabbing or limiting rents, over the structuring of markets and the rules of the game, which affect the magnitude and distribution of rents.

The rules of the game matter—markets do not exist in a vacuum. Different rules affect the well-being of different groups; each tries to restrain the feasible set of contracts and actions of others in ways that benefit themselves, and more generally, change the rules to enrich their interests at the expense of others. The public interest, of course, is to create institutional frameworks for corporate and public governance that benefit ordinary citizens and society as a whole. This is why the presumption that markets are basically competitive is a poor starting point for policy analysis, because it shunts aside all issues associated with the grabbing of rents. Governance is crucial—who makes the decisions, and the rules under which the decisions are made. In the AD model, there is no real governance issue—each firm simply maximizes its market value, and all shareholders agree that that is what it should do. With imperfect information and imperfect risk markets, it matters whose judgments are decisive, and how different judgments are “aggregated.” Different individuals will have different views about what the firm should do (Grossman and Stiglitz 1977).

Economists have long recognized that governance matters in the public sector and that there is no simple way of aggregating preferences. That was the essential insight of Arrow (1951). For example, monetary policy made by those representing workers, focusing on unemployment, will be markedly different from that made by those representing bond holders, focusing on inflation. Information economics has made it clear that this is true in the private as well as in the public sector.
Indeed, the rules of the game matter in every aspect of the economy—corporate governance, financial sector, monetary policy, bankruptcy, anti-trust, and labor. Workers will do better with rules that facilitate the formation of unions, encourage union membership, and strengthen their collective bargaining rights, recognizing the “public good” they provide (all workers benefit when wages are increased). All consumers benefit with a strong anti-trust policy that recognizes that when there is market power, prices increase, and an increase in prices lowers standards of living of ordinary citizens just as a decrease in wages would. Even bankruptcy law can have important effects: Laws giving derivatives first priority in bankruptcy, even over workers, encourage derivatives and impose greater risks on workers. Laws saying that student loans cannot be discharged, even in bankruptcy, encourage predatory student lending, lead to the immiseration of those at the bottom, discourage investments in education, and increase inequality overall.

**Broader Theoretical Impacts of Information Economics**

The information revolution played a critical role in some broader changes in economics, beyond those just described, including giving rise to new subfields like contract theory. As noted in the Introduction, it provided for the first time intellectual foundations for fields like accounting. In finance, it created tensions between two branches, one focusing on the benefits of risk diversification, the other on the collection, processing, and dissemination of information. As noted, these branches are often in tension: securitization and structured financial products allegedly led to better risk diversification and matching of risk profiles with individuals’ preferences and situations, but they also reduced the incentives for the collection and processing of information. The financial crisis demonstrated that the latter effect dominated the former.

But among the greatest legacies of information economics is its contribution to the growth of behavioral economics. Although models with imperfect and asymmetric information were able to explain many previously unexplained phenomena, models with rational behavior with imperfect information still could not explain some of what was going on (e.g., in financial markets). This provided the impetus for the development of behavioral economics.
The original work (e.g., Kahneman and Tversky 1979; Tversky and Kahneman 1974, 1981) incorporated insights from psychology. Individual decision-making, especially when decisions were made quickly, involved a myriad of biases, such as confirmatory bias, where individuals weight more heavily evidence that is consistent with their priors (Kahneman 2011).

More recent work, focusing on endogenous preferences and beliefs, and emphasizing the role of “mental models” (the lens through which we see the world), has incorporated insights from sociology and social psychology. Both fields have helped provide insights into societal rigidities and social change (Hoff and Stiglitz 2010, 2016). They have provided new instruments for policy, especially in the context of development, as illustrated by the World Development Report, *Mind, Society, and Behavior* (World Bank 2015).

**A Look Forward**

At one time, it was hoped that advances in technology, including the Internet, would increase competition by lowering search costs. This is true in some areas, which have homogeneous or well-specified commodities and manufactured goods. But new technology has also increased the ability to exploit—increasing asymmetries of information and market power of those who have differential access to information.

More broadly, some of the changes in our economy—in technology, in demand structure, and in our regulatory framework—have exacerbated the disparity between private and social returns to information (knowledge) and enhanced rent seeking and the capacity for rent extraction. These changes in underlying fundamentals will require changes in policy to prevent increasing market power and inequality. There is a risk that the move to the “information economy” may give market power to those who dominate in grabbing information (such as Google and Facebook), distorting both the markets for goods and services (increasing the ability to price discriminate)35 and innovation. Innovation will be encouraged in areas with high potential for grabbing rents based on information, thereby moving scarce research resources away from areas where social

---

35. Recall our earlier discussion that imperfections in information have fundamental effects on production.
benefits would be higher. The extent to which this occurs will be determined by the rules of the game, for instance, about privacy, transparency, ownership rights of information (data) transmitted over a platform, and constraints on the ability of individuals to give up their rights. This is an area rife with externalities and other market imperfections, so government cannot shy away from taking a role; it cannot just “leave it to the market.”

Moreover, partly because of the network externalities, it is hard to displace incumbents or change structures: Decisions today will have long-lasting effects, with the market characterized by having one or at most a few dominant firms whose dominance persists for long periods.

**New Technology**
The new technologies of the past two decades have played a particularly important role in forcing these issues on us. They are responsible for the creation of the information economy. Network effects and the increasing role of knowledge may naturally lead to more scale economies. When network effects are strong, there is a natural monopoly. The classical literature on natural monopolies states that they either have to be closely regulated or nationalized. Until recently, these new natural monopolies have managed to fend off even the recognition of their market power, and therefore of any serious attempt at regulation. As Europe has taken a closer look at their practices and found them anticompetitive, the United States has complained about the European Union taking an anti-American position. This is wrong. European anti-trust authorities are doing what they should, trying to ensure that market power is not abused. It is partially because of the political influence of these American near-monopolies that the United States has not taken actions.

The abuse of their market power is especially likely and troublesome. I noted earlier that the real distortion associated with monopoly arose from the attempt to differentiate among customers, to extract more of each individual’s consumer surplus for the monopoly itself. An understanding of behavioral economics and the theory of discrimination (based on the economics of asymmetric information) plus access to enormous amounts of new data enhance their ability to exploit their market power. Even more troublesome is that their access to and ability to exploit data on
individuals raises deep questions about rights to privacy and the nature of our society.

Schumpeter argued that we should not be much worried about monopolies. One monopoly will be succeeded by another, and competition to be that monopolist incentivizes innovation. Those ideas have now been discredited.36 But the special features of these new technologies, with their access to large amounts of data that cannot be replicated, may have enhanced the ability of incumbents to persist, in spite of some instances of disruptive technology.

The Changing Structure of the Economy
Other changes in the economy may have changed the role of information—again in ways that make the economy less competitive. It is widely noted that we are moving from a manufacturing economy to a service economy. Manufactured goods are produced and sold globally. Thus, it is relatively easy to obtain and transmit information about these products.

By contrast, many of the services that will constitute an increasing fraction of gross domestic product are produced and provided locally. Consumers care about the quality of the services provided, and therefore information about quality is key and reputation effects are critical. But all of this gives rise to local market power.

Interplay between Increased Market Power and Politics
Increased economic inequality arising from the natural market forces I have just described leads to increased political inequality—which in turn leads to restructuring the rules of the game (e.g., rules governing privacy and transparency) to enhance market power and increase inequality. But as the rules of the game are shaped to enhance the incomes of those with market power, not only is inequality increased but also economic performance is likely weakened.

36. Dasgupta and Stiglitz (1980) showed that incumbents have the power and incentive to persist, and Fudenberg et al. (1983) showed that they could persist with a low level of expenditures on research, and thus a low level of innovation. For a more general and updated discussion, see Stiglitz and Greenwald (2014), especially chapters 5 and 6 of the 2015 revision.
Concluding Comments

Information economics has had a transformative effect on economics and economic policy, directly giving rise to new sub-branches of economics, such as contract theory, which have developed enormous literatures of their own.

It has provided explanations of phenomena that previously had been unexplained. A century ago, there was a conflict between institutional economics and “theoretical” economics, derived from the work of Smith, Ricardo, Walras, and Cournot. Information economics has, in a sense, united these two schools by highlighting the importance of institutions, at the same time that it has demonstrated the limits of markets. In many cases, it has been able to explain not only the existence of certain institutions but also their structure.

It was also noted that some phenomena could not be explained in a framework of rational individuals making decisions with imperfect information. These “failures” were important in encouraging the development of behavioral economics.

Information economics, together with other work derived from advances in game theory, has strongly suggested that the economy is best viewed through models that highlight market imperfections rather than through the lens of the competitive equilibrium model. These imperfections include imperfect and asymmetric information and the other market failures to which they give rise: incomplete risk markets, market power, and the possibilities for enhanced rent seeking and exploitation.

Most importantly, information economics has questioned—and in many cases reversed—longstanding presumptions of economic policy. The presumption is that market economies are not efficient. In the case of pervasive market power, there are interventions that can simultaneously increase efficiency and equity.

These ideas are particularly important for an institution like the World Bank, attempting to promote development in some of the poorest countries of the world. In these countries, markets are often weak or nonexistent, and the institutions that promote the gathering, production, and dissemination of information are particularly weak. For a long time, the Bank predicated its advice on an economic model that ignored the role of imperfect information. Fortunately, for the past two decades, the Bank has been at the
forefront in raising questions about that model and enhancing our understanding of the implications of alternative frameworks—like those discussed here—for development policy.37
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There is no question that an information revolution has occurred in economics. And there is no question that Joe Stiglitz is a revolutionary leader. The classic papers in this literature bear the names of Stiglitz, Rothschild-Stiglitz, Stiglitz-Weiss, Shapiro-Stiglitz, Grossman-Stiglitz, Greenwald-Stiglitz, Newbery-Stiglitz, and so on.

And there is no question that development economics is closely entwined with the information revolution. The development context provided the spur for the theorizing and conceptualizing of Stiglitz, Akerlof, and others. The information revolution in turn has implications for development economics and development policy, including, for example: (1) share cropping and agrarian relations; (2) credit rationing, moneylenders, and microfinance; (3) asymmetric information and efficiency wages; (4) migration models; (5) commodity price stabilization; and (6) free trade and uncertainty, and many other topics.

So what can you say after Joe Stiglitz has given his account of the information revolution in economics? It is a bit like critiquing Fidel Castro’s account of the Cuban Revolution, or taking issue with Dwight Eisenhower’s narration of the D-Day landings. Commentary is particularly difficult when you agree with the revolution and the revolutionary on almost everything, and consider yourself to have been a foot soldier, having fought in the “risk taking and inequality” detachment of the revolutionary brigades. So, 

1. See, for example, Kanbur (1979).
what to do? To make the commentary somewhat interesting, I will come at the revolution from left field and pose some methodological questions for myself, for Joe, and for all of us to ponder.

**Expected Utility Analysis**

The core analytical tool in the information revolution armory has been expected utility (EU) analysis. As we all know, questions have been raised about the independence axiom that undergirds the EU representation of preference orderings. It is this axiom that allows the representation to be separable in a specific way between the utility of an outcome with certainty and the probability of that outcome. But individuals do not appear to behave according to this axiom, with research on this going back at least as far as the Allais paradox.

At one level, it is remarkable that so many features of the real world, like credit rationing or insurance market failures, can be explained with models in which agents are assumed to behave in a manner that they do not actually behave like in practice. And it may not matter methodologically, so long as the predictions of the models are not falsified by observations. But it does raise the question: How exactly would the iconic results of the classic models in the revolution survive without EU?

In all of the well-known exercises that establish the iconic results of the imperfect information revolution, we use EU. For example, in the classic Rothschild and Stiglitz (1976) paper on insurance, when we show that a pooling equilibrium can be broken by a separating insurance contract, and a separating equilibrium can be broken by a pooling contract, we use EU comparisons. In another classic (Stiglitz and Weiss 1981), when we show that credit rationing is an equilibrium for lenders, we use EU. And so on.

Could we construct these equilibria, or show nonexistence of equilibrium, if agents did not behave according to EU? My instinct is that we could. In the insurance context, for example, non-EU preferences might allow a wider range of contract offers, which could break an existing equilibrium. But the twist is that the candidate equilibrium would first have to be described in a non-EU frame. This is an open and interesting area for research. And note that it is not enough to argue, as Machina (1982) does in a famous paper, that EU works locally as a linearization—many of the results require global comparisons.
Radical Uncertainty and Behavioral Economics

EU analysis, the foundation of Stiglitzian imperfect information analysis, is also confined to risk, where probabilities of outcomes are well defined and known, as opposed to uncertainty, where this is not the case (also known as Knightian uncertainty). Such radical uncertainty was well described by Keynes (1937, 213–214), in an article that introduced the conceptual foundations of the General Theory to American audiences:

By “uncertain” knowledge, let me explain, I do not mean merely to distinguish what is known for certain from what is only probable. The game of roulette is not subject, in this sense, to uncertainty…. The sense in which I am using the term is that in which the prospect of a European war is uncertain, or the price of copper and the rate of interest twenty years hence…. About these matters there is no scientific basis on which to form any calculable probability whatever. We simply do not know.

Keynes (1937, 214–215) then goes on to develop the argument further, especially the implications of such radical uncertainty for behavior. Summarizing somewhat:

How do we manage in such circumstances to behave in a manner which saves our faces as rational, economic men? We have devised for the purpose a variety of techniques, of which much the most important are the three following : (1) ….. (2)….. (3) Knowing that our own individual judgment is worthless, we endeavor to fall back on the judgment of the rest of the world which is perhaps better informed…. Now a practical theory of the future based on these three principles has certain marked characteristics. In particular, being based on so flimsy a foundation, it is subject to sudden and violent changes…. At all times the vague panic fears and equally vague and unreasoned hopes are not really lulled, and lie but a little way below the surface.

These “behavioral considerations,” as they would now be called, are not present in Rothschild-Stiglitz, Stiglitz-Weiss, Grossman-Stiglitz, and so forth. In all of those models, agents are rational choice EU maximizers with risk rather than uncertainty. This leads to a set of questions.

Does it matter that the models that describe so well outcomes in actual markets have models of individual behavior that are so far removed from reality? How different would the outcomes of those models be if agents in them followed the precepts of recent developments in behavioral economics rather than rational choice EU analysis? And would it matter for policy? I believe these are open questions for research and debate.
Keynesian Interventionism or Burkean Conservatism?

Does imperfect information, particularly of the radical uncertainty variety (“We simply do not know”), make one tend towards Keynesian interventionism or Burkean conservatism? Keynes himself was greatly influenced by Edmund Burke. In an as yet unpublished2 undergraduate essay (Keynes, 1904, 4–15), he lauds Burke's conservatism in considerations of war and other momentous decisions:

Burke ever held, and held rightly, that it can seldom be right…to sacrifice a present benefit for a doubtful advantage in the future…; we should be very chary of sacrificing large numbers of people for the sake of a contingent end, however advantageous that may appear.….We can never know enough to make the chance worth taking.

The direct descendant of this line of thinking is Keynes's famous 1923 statement from his *Tract on Monetary Reform*: “But this long run is a misleading guide to current affairs. In the long run we are all dead.” (Keynes, quoted in Skidelsky, 2013).

Skidelsky (2013) argues that “Keynes would have rejected the claim of today's austerity champions that short-term pain, in the form of budget cuts, is the price we need to pay for long-term economic growth. The pain is real, he would say, while the benefit is conjecture.”

So far, so good. Radical uncertainty appears to favor such progressive positions as caution in launching wars and austerity programs. But from Burke's prudence principle also flowed an institutional conservatism, as made clear in a famous passage (quoted in Edlin 2017, 50) from Burke's *Reflections on the Revolution in France*:

You see, Sir, that in this enlightened age I am bold enough to confess that we [the English]...instead of casting away all our old prejudices, we cherish them ... and, to take more shame on ourselves, we cherish them because they are prejudices; and the longer they have lasted, and the more generally they have prevailed, the more we cherish them.

A modern version of this argument for conservatism is provided by Edlin (2017, 49):

Decision makers suffer from switcher’s curse if they forget the reason that they maintained incumbent policies in the past and if they naively compare rival and

---

2. Brief extracts from it are published in Skidelsky (2016).
incumbent policies with no bias for incumbent policies. I find that conservatism emerges as a heuristic to avoid switcher’s curse. The longer a process or policy has been in place, the more conservative one should be. On the other hand, the more conservative were past decision makers, the more progressive one should be today.

Keynes (1904, 15) interpreted the Burkean recoil from revolution in his 1904 undergraduate essay: “We can never know enough to make the chance worth taking, and the fact that cataclysms in the past have sometimes inaugurated lasting benefits is no argument for cataclysms in general. These fellows, says Burke, have ‘glorified in making a Revolution, as if revolutions were good things in themselves’.”

This is not the place to develop the argument, and others have developed it as well, that an institutional conservatism was also deeply ingrained in Keynes, who wanted to save capitalism, not end it. Actually, what Keynes really wanted was to save the world of late Victorian and Edwardian England, which came to an end in 1914.

Conclusion

So, imperfect information in the form of radical uncertainty, and its consequent undermining of EU analysis, opens up a wide area of research, asking whether the classic Stiglitzian propositions will still hold in this brave new world.

Further, radical uncertainty can be the basis for either Keynesian interventionism or Burkean conservatism or, in Keynes’s mind, both! In any event, so far as Joe Stiglitz is concerned, to paraphrase Keynes on Burke, “This fellow has glorified in making a revolution, as if a revolution was a good thing in itself.” And there is no question that the information revolution has indeed been a good thing in itself. As a foot soldier in the information revolution, I salute our leader!
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Information Asymmetry, Conflicts of Interest, and the Financial Crisis: Lessons Learned and the Way Forward

Information asymmetry is often the main cause of market failures, as Joe explains earlier in the chapter. Firms, especially financial firms, have incentives to exploit information asymmetries, hiding critical information about their incentives, behavior, and performance. Conflicts of interests—with information asymmetry hiding their existence—can allow financial firms to ignore, misprice, and under-report risks, triggering devastating market failures. This is what we saw in the run up to the financial crisis, the most significant market failure of our lifetime. One lesson from the crisis is that regulators, rating agencies, and investors largely failed to detect widespread conflicts of interest in the mortgage market, when some large banks con-mingled appraisal, origination, servicing, securitization, underwriting, and even rating functions. A bank originating a mortgage typically relies on an independent third party to appraise the value of the property and thus avoid potential conflicts of interest in the valuation. But this practice changed during the boom years before the financial crisis. If a bank stood to gain more from a higher valuation of the property—earning hefty commissions and fees, as we saw during the mortgage boom—it would use a complicit appraiser willing to inflate the property value. By 2006, 90 percent of the property appraisers felt pressured—often by the originating bank or its agents—to inflate home values.¹ The independent appraiser was supposed

*The views expressed here do not reflect the views of the United Nations or its Member States.

to protect the lender (and by extension, the banks’ depositors) against the risk of a mortgage default. But during the mortgage boom, the appraiser and mortgage originator worked together—a clear conflict of interest—to inflate property values and originate as many mortgages as quickly as possible, which exacerbated the risk of a crisis.

Conflicts of interest were also pervasive in transactions between the originator and the mortgage securitizer. Both often worked for the same bank, and the originator knew that the securitizer would buy whatever mortgages she would originate, without raising any question about the quality of the mortgages. In addition, the securitizer knew that he would be able to package any mortgage into AAA-rated securities and sell them to the investor clients of the same bank, then neither the originator nor the securitizer had an incentive to assess underlying risks accurately and price the mortgage-backed securities correctly. With all transactions taking place among related parties and no consequences for ignoring conflicts, due diligence became a waste of time for our banks.

During the mortgage boom, our banks routinely hid conflicts of interest and originated trillions of dollars of subprime mortgages that did not meet minimum underwriting standards. In a “issuer pays” rating model—with manifest conflicts of interest—more than 80 percent of subprime mortgage-backed securities received the highest-possible AAA ratings, making many below-investment-grade securities highly attractive to investors. Had the investors been fully aware of the extent of the conflicts of interests—and how these conflicts contributed to the mispricing of mortgage-backed securities—the mortgage bubble that precipitated a global financial crisis might have been avoided.

It is surprising that the pervasive conflicts of interest that led us to the crisis did not attract the attention of our regulators, given that only 7 years earlier, the Enron scandal exposed widespread and harmful conflicts of interest in corporate America. Drawing on the Enron lessons, the US Congress passed the Sarbanes-Oxley Act in 2002, with the stated objective: “to protect investors by improving the accuracy and reliability of corporate disclosures.” Title V of the Act deals with conflicts of interest, requiring a clear separation between the securities analysts and

underwriting functions of a financial firm. Large banks blatantly disre- garded the separation and exploited conflicts of interest in securitization deals. Yet no banker was charged for violating the Sarbanes-Oxley Act, although it contained provisions for holding senior management personally responsible for a breach.

As the issuers of billions of dollars of Alt-A and subprime private-label mortgage-backed securities, our largest banks were fully aware of the quality of underlying assets that backed the securities and yet hid that information from their investors. The banks put their own interests ahead of the interests of their investors to make a quick profit on risky bets. The sheer size and complexity of these banks—financial supermarkets—that combined mortgage, retail, and investment banking activities, allowed them to exploit conflicts of interest with impunity. Their status as “too big to supervise” allowed them to evade regulatory oversight, while being “too big to fail” meant they faced no consequences of a devastating financial crisis.

Aiming to address the root causes of the financial crisis, the US Congress passed the Dodd-Frank Wall Street Reform and Consumer Protection Act in 2010. The Act was intended to mitigate, among other issues, the inherent conflicts of interests in securitization. Section 621 of the Act, for example, prohibits any transaction that could create a conflict of interest with an investor in a securitization transaction. The subsequent rule issued by the Securities and Exchange Commission (SEC) included a negative list of conflicts of interest in securitization that is laden with exceptions and loopholes. For example, the rule provided that a securitization transaction would not represent a conflict of interest if it is for hedging, market-making, or for providing liquidity. This leaves room for subjective interpretation, requiring the regulator to differentiate ex ante between hedging and speculation. There is a growing recognition that it is hard, if not impossible, to detect conflicts of interest in securitization, especially when it involves many parts of a large and complex financial firm.

The Dodd-Frank Act, even if implemented fully, is unlikely to mitigate conflicts of interest in securitization, largely because of its reliance on a narrow set of rules and a long list of exceptions. Instead of prohibiting a limited number of activities, the Dodd-Frank Act needed to effectively address the structural causes of the crisis, such as the “too big to fail” criterion or stock-option based executive compensations, which incentivize banks to hide conflicts of interests and take excessive risks. Conflicts of
interest—material, perceived, or potential—are often unobservable until their adverse effects become apparent. But organizational structures, such as bank size and compensation packages of senior executives, are clearly observable. The regulators need to target and regulate the observables instead of trying to regulate unobservable behavior. The Federal Reserve Board, for example, recently imposed a limit on the growth of the assets of a large bank that engaged in inappropriate behavior. This is clearly a bold step in the right direction.

For nearly 70 years, the Glass-Steagall Act managed to keep conflicts of interest under control by enforcing a clear and structural separation between commercial and investment banking activities and making sure—that banks were not too big to supervise and regulate. Unlike the Dodd-Frank Act, it incorporated specific measures to address the problems of information asymmetry and conflicts of interest in the financial sector. Although Dodd-Frank recognizes the “too big to fail” problem, it has not prevented the growth of our largest banks. The large banks have since become even larger. In fact, the market share of the top 10 or 15 largest banks has increased relative to the pre-crisis level (figure 3.1). The largest bank in the United States was 57 percent larger in 2014 than it was in 2007.

Dodd-Frank also does not adequately address the problems of incentive structures in large banks. The stock-option based compensation schemes create a conflict of interest, as they encourage managers to act more like investors or speculators and to take excessive risks that boost short-term stock price of the firm, even if doing so undermines the financial stability and interests of the firm. In the run-up to the crisis, large financial firms offered significant amounts of stock options to their senior managers, ostensibly to incentivize best performance. Stock-based compensation also contributes to the “too big to fail” problem, encouraging top managers to aggressively increase size and market share. Although Dodd-Frank introduces certain prohibitions, time-limits, and claw-back provisions, stock-based compensation remains as pervasive as it was before the crisis. If this practice continues unabated, financial firms will continue to find ways to

make risky bets and boost short-term profits and market valuation. This also perhaps explains the spectacular growth of the market valuation of US financial firms since the crisis, increasing from $2.8 trillion in 2008 to $7.3 trillion in 2015 (figure 3.2).

The financial crisis is a sad testimony to the failure of the revolution in information economics that Joe spearheaded, which should have fostered and enabled effective regulation of our financial sector, where information asymmetry matters the most. The advances in our thinking and understanding of how information shapes market behavior and the scope and intensity of financial regulations have moved in the opposite direction during the past few decades. We now see a starker, and more disconcerting, disconnect between the lessons of information economics and the state of financial regulation. Financial regulation of the past few decades has relied on the imaginary narrative of perfectly competitive financial markets with perfect information. The Dodd-Frank Act is no exception. The revolution
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**Figure 3.1**


Percentage of total assets of banks with more than $300 million in assets

*Source:* Author’s compilation of data from https://www.federalreserve.gov/releases/lbr/.
in information economics will remain incomplete until the economics of information guides and shapes financial regulation. Unless we bridge the gap between what we know and how we regulate financial markets, another financial crisis is just around the corner.
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4 From Chronic Inflation to Chronic Deflation: Focusing on Expectation and Liquidity Disarray since World War II

Guillermo Calvo

The organizers of this conference have asked me to distill in a few pages my experience with macroeconomics, focusing on issues that are relevant for policy making. After several false starts, I concluded that I could better serve the objective if I identified a few theoretical topics that helped in the discussion of critical policy issues during the period covered. Rational expectations (RE) stands up, given its role in the flourishing of macroeconomics since the 1970s. Whether or not one endorses its relevance for positive theory, RE has proven to be immensely useful to sort out analytical issues and offer useful insights on applications. Like the Modigliani-Miller theorem or Ricardian equivalence, the RE insights provide benchmarks that shed light even on cases in which RE does not hold.

Macroeconomics is a very rich and varied field. To keep this chapter within reasonable bounds, I confine the discussion to two grand themes, namely, chronic inflation and chronic deflation, and associated issues. Chronic inflation took center stage in developed market economies (DMs) in the 1970s (a period called the “Great Inflation”), and in emerging market economies (EMs) during much of the twentieth century after World War II. The Great Inflation has been subject to a good number of studies (for a recent discussion, see Bordo and Orphanides (2013) and McKinnon (2013)). Therefore I will focus on EM episodes. Simple rules for stopping inflation, inspired by available theory, failed to work and, in several instances, gave
rise to serious distortions and costly crises. However, chronic deflation is
galvanizing world attention since the dramatic financial crisis episodes in
EMs and, more recently, the ongoing Great Recession that started in 2007.

Research on EM chronic inflation focused mostly on local or domestic
factors and, as a general rule, assumed that DMs were stable and provided
the services of deep capital markets. This view started to be challenged by
the rise of EM financial crises in which external factors have a significant,
if not necessarily dominant, role (e.g., the debt crisis in the 1980s—partly
triggered by Volcker’s stabilization program—and Mexico’s “Tequila” crisis
in 1994/1995, which followed on the heels of a more modest but still
important rise in US interest rates). These crises involved a host of financial
factors, but the conventional wisdom tended to attribute them to EM weak
domestic institutions and domestic policy mistakes. Global capital markets
might have played a role, but they were not seen as the main culprit. This
view proved harder to defend after the Asia/Russia crises in 1997–1998,
because some of epicenter economies had followed the Washington Con-
sensus. At any rate, the succession of these crises gave a strong impetus to
research that pointed in a sharply different direction. For example, toward
sudden stop (i.e., a severe supply-driven crunch in international capital
flows), a phenomenon alien to well-oiled financial markets. Moreover,
given that the abovementioned crises involved several economies outside
the crisis epicenter, research focused on systemic sudden stop. This set off a
search for factors that may turn a regular contraction in international capi-
tal flows into systemic sudden stop (e.g., Calvo 1998; Cavallo and Frenkel
2008; Calvo, Izquierdo, and Mejía 2016).

These crises raised the suspicion that the explanation went beyond stan-
dard fundamentals and that liquidity phenomena were at work. “Liquidity”
is a slippery word. For my purposes here, it will suffice to define liquidity
services as the services provided by assets or, more generally, arrangements
that may facilitate market transactions. Assets that provide those services
will be called “liquid assets.” This does not imply that they are mostly
employed as means of exchange. Liquid assets can be easily transformed
into means of exchange but can be held as store of value or employed as
credit collateral, for example. It is important to notice, though, that liquid-
ity services depend on implicit compacts in which the equilibrium value
of, say, a liquid asset is a function of the compacts themselves. Therefore,
liquidity is inherently illusory. Its value can collapse on the spur of the moment, giving rise to what is usually called a “liquidity crunch.” Moreover, the latter can occur in the absence of real shocks. In fact, real and liquidity shocks are seldom independent of each other. The main point is that liquidity shocks can be rationalized without appealing to other kinds of shocks (e.g., total factor productivity shocks). In fact, as argued below, liquidity shocks can give rise to sudden stops, and to issues associated with liquidity traps and price deflation.

In a nutshell, this chapter will be divided into two parts, the motivation of which will become self-evident as we proceed. Expectations, spiced up with chronic inflation issues, will be the theme of the first part of the chapter; while liquidity, spiced up with recent capital market episodes, will be the theme of the second part. Context and more details follow.

**Setting the Stage and Overview**

Most people would likely agree that Keynes's (1936) General Theory (GT) played a pivotal role in establishing macroeconomics as a field different from, but not incompatible with, microeconomics. The GT was born during the Great Depression and was greatly influenced by issues that have become once again relevant during the Great Recession (e.g., the liquidity trap). The GT downplayed the relevance of monetary policy for the recovery phase and gave rise to the view that “money does not matter.” The appeal of this view, however, started to fade in the wake of World War II, when inflation spiked and the world economy recovered from its initial slump and started to grow at relatively high rates, despite the large contraction of public expenditure after the war. As a result, the liquidity trap became a bogeyman of the past, and the view that “money matters” came back with renewed vigor. Friedman and Schwartz (1963), for instance, argue that the Fed caused the Great Depression by ignoring the harmful effects of price collapse and failing to adopt a more aggressive easy-money stance. The relevance of monetary policy got further support from the 1970s Great Inflation episode in DMs (see Bordo and Orphanides 2013; McKinnon 2013), and chronic inflation in EMs (see Calvo and Végh 1995).

First attempts to accommodate inflation in a Keynesian context involved sticking a Phillips curve (an empirical regularity that suggests a trade-off
between inflation and unemployment) in Hicks’s (1937) IS/LM model, subject to little microeconomic backing (or microfoundations). This approach gave rise to a highly fruitful literature around the question of whether the trade-off could be used to lower unemployment by raising the rate of inflation. This literature is very well known and need not be discussed in great detail here (see Gordon 2011). However, I think it is worth pointing out that the Phillips curve literature brought “expectations” to center stage and helped establish the view that in the long run, inflation is ineffective for lowering unemployment and could even make it worse (see Phelps 1972; Friedman 1977). This view got further support from the RE literature, in which context it can be shown that inflation ineffectiveness could also hold in the short run (Lucas 1972) and, more fundamentally, that empirical regularities like the Phillips curve could be misleading for policy making (Lucas 1976; Sargent and Wallace 1981).

Moreover, the RE literature illustrated the possibility that frank and well-intentioned policy makers could throw the economy into a destructive black hole, given that in the RE context, policy making is subject to a serious birth defect: time inconsistency. Time inconsistency arises when policy makers renege from earlier policy announcements or commitments. It is a birth defect, because policy makers have incentives to engage in time inconsistency, even though cheating is not in their DNA, their foremost objective is to maximize social welfare, and (not a minor detail) RE implies that individuals cannot be easily fooled (see Kydland and Prescott 1977; Calvo 1978). The time inconsistency literature offers support for the adoption of rules rather than discretion, and central bank independence is a natural corollary. All these insights are in the toolkit of modern macroeconomists, and several have already been incorporated in governments’ macroeconomic models around the globe.

The RE approach allows analyzing policy credibility issues in isolation from other, perhaps important but disparate, issues like the public’s imperfect information about the relevant model. RE does not answer all relevant questions concerning policy credibility but signifies a major step forward compared to the case in which expectations are assumed to be backward looking (e.g., adaptive expectations). I will illustrate this by discussing some key policy roadblocks faced by EMs subject to chronic inflation problems in the next section.
As pointed out in the beginning of this chapter, since the mid-1990s, the world economy has been buffeted by crises in which the role of financial dysfunction has become increasingly evident. Moreover, these crises are severe and bear an eerie resemblance to the Great Depression. Expressions like “liquidity trap” and “price deflation,” popular in the 1930s, have become part of the daily lingo. This prompted the economics profession to look back to the 1930s and brush up on the rich menu of new financial instruments that have been created since the 1990s (see Eichengreen 2015; Ohanian 2016). Prior to that, a macroeconomist could get her paper published in a top-ranked journal by assuming, say, that debt contracts took the form of state-contingent bonds, free from default risks. Moreover, she would not have faced major referee’s objections if the paper assumed that liquidity was confined to an object called “money,” which did not interfere in a major way with the workings of the capital market. Issues in which unplanned over-indebtedness and default are the order of the day could not be accommodated in that type of model—and the long time to recovery that we were experiencing until recently, accompanied by unrelenting deflationary forces (particularly in the Eurozone and Japan) even less so. These issues are very troubling, and policy makers are clamoring for a rapid analytical response.

What to do? Compared to the tame “reality” prior to the Great Recession, the new reality looks extremely complex. Thus it is easy to give in to the temptation of increasing models’ complexity. This could be a serious mistake. Taking that route might make macroeconomics look like a feather in the wind—driven by the flow but unable to change the direction of the wind. For macroeconomic policy to have a chance to make a difference, theory has to identify a few key factors that could have a major impact on the direction of the wind. As mentioned at the start of the chapter, I think liquidity is one of them, and I will argue that one can get useful insight tidbits ("intuition pumps," as Krugman (2011) calls them) by setting liquidity at the center of the macro universe. This will be fleshed out in the third section in this chapter.

Much of the literature that I refer to is available in print (especially that in the next section) and, therefore, I thought that it would be more useful if I focus on the flow of ideas and leave out technicalities, unless they are necessary to clarify the argument. I should note, incidentally, that I
will confine the discussion to narrow economic models and will have to apologize for not covering attendant and highly relevant political economy issues.

**Chronic Inflation: Theory and Practice in EMs**

Chronic inflation—that is, high inflation or stop-and-go high inflation episodes that occur over an extended period—has been the nemesis of several large EMs during the twentieth century (see, e.g., Dornbusch and Simonson 1983; Bruno et al. 1988, 1991). Many stabilization programs employed the exchange rate as a nominal anchor. This choice was prompted by the existence of shallow domestic capital markets that made interest rates ineffective monetary policy instruments, and the growing evidence that monetary aggregates have a weak and volatile link with inflation—especially when inflation rates are high. In the 1970s, exchange-rate-based stabilization programs were expected to produce quick results. This view was based on the belief that purchasing power parity will bite and force domestic prices to grow at about the same rate as international prices plus the rate of devaluation. In general, this was not to happen. Domestic prices continued unabated and caused unwanted (and, I must say, unexpected for many well-trained economists) major real currency appreciation. Moreover, many of these programs started with a consumption boom that increased fiscal revenue and gave the impression that fiscal imbalance—a common feature in high-inflation economies—was going away without additional sacrifice. These optimistic expectations were hard to change, because, of course, policy makers (and international financial institutions, especially those that endorsed these stabilization and reform programs) became enthusiastic cheerleaders. Besides, as I argue below, some of the popular monetary models before the 1970s were unsuitable for discussing certain critical issues, like imperfect policy credibility.

**Imperfect Credibility and Excessive Inflation**

To motivate this section, I start by referring to a provocative paper by Milton Friedman (1971) that, abstracting from credibility issues, concludes that inflation in several seigniorage-dependent economies was excessive, in the sense that a lower rate of inflation would collect higher seigniorage. This
looks puzzling. However, the puzzle is a result of focusing on a restricted set of policy options. Friedman (1971) focuses on permanent or steady state inflation paths and thus rules out inflation spikes. If the public is taken by surprise, for example, it can easily be shown that inflation spikes could be effective in further increasing revenue from inflation.

To illustrate, consider a standard model in which the demand for money is a decreasing function of the expected rate of inflation. Suppose inflation is set to maximize seigniorage à la Friedman (1971), and consider an unexpected once-and-for-all spike in the rate of inflation, coupled with a credible policy announcement that future inflation will remain unchanged. The inflation spike lowers the stock of real money, but it does not affect the demand for money, because expected inflation would stay the same. Thus, the public will be willing to spend extra resources to restore the steady-state demand for money, which results in seigniorage higher than what would be attained if authorities stuck to Friedman’s seigniorage-maximizing inflation rate.

Repeated use of surprise inflation is unlikely to be successful in increasing seigniorage, because the public will start to expect a rate of inflation larger than the one that optimizes steady-state revenue from inflation. Thus, eventually the economy may land on the excessive-inflation territory highlighted in Friedman (1971). However, this is not due to an elementary economics error on the part of the central bank, as Friedman’s results might lead us to conclude. An inflation spike is, in the short run, one of the cheapest and most expeditious methods for securing additional fiscal revenue. Moreover, this “carrot” is always there. As noted, though, a problem arises if the government repeatedly reaches out for the carrot. But even in this case, the evidence presented in Friedman (1971) does not prove that authorities were making an error. To assess that, one needs information about how quickly the public catches up with the inflation-spike strategy.

The central lesson from the above example is that there are harmful incentives that lead policy makers to implement inflation levels that they may eventually come to regret. These incentives are no rarity; they are very common in economies that do not have the instruments to reach a first best equilibrium. Moreover, these incentives cannot be ruled out even under RE. This is shown in the time inconsistency literature (see, e.g., Kydland and Prescott 1977; Calvo 1978). However, there is room for policy. In the above
example, one could try to neutralize these harmful incentives if the central bank is banned from extending loans to the fiscal authority.¹

Inflation surprise is effective for liquidating the real value of financial assets other than high-powered money. Important examples are public debt obligations denominated in nominal terms (e.g., principal or coupon not indexed to the price level). Thus, in designing public debt instruments, policy makers should take these seigniorage incentives into account, especially if the fiscal authority is constrained to have small fiscal latitude. Calvo and Guidotti (1990) address these issues and discuss public debt configurations in terms of maturity and indexation. Price indexation, for example, would remove incentives for surprise inflation; however, it may make public debt service too rigid in the face of real shocks (more on this in the next subsection). Moreover, short-maturity nominal debt may also remove incentives for surprise inflation if fiscal cost grows exponentially with the rate of inflation (e.g., making the cost of a price-change surprise much higher if it takes place, say, in a day rather than in a month). However, the government gives up the resilience provided by long-term debt.²

Remark 1. **An embarrassing error and a warning.** These insights were not common knowledge at the time of Friedman (1971), partly because the profession did not have the instruments for modeling forward-looking expectations. At the time, adaptive expectations, a backward-looking scheme, was in vogue. It was employed to model inflation expectations. Thus, inflation expectations at time \( t \) were assumed to be a function of the path of inflation prior to \( t \), weighted by a factor that declined geometrically with the distance between time \( t \) and the time of the inflation realization. The rate of decline was determined by a parameter that I denote by \( \gamma > 0 \), such that the larger is \( \gamma \), the steeper the decline of the weighting factor will be. Cagan (1956) showed, in the context of a simple monetary model, that there is a critical \( \gamma = \gamma^* \), such that if \( \gamma > \gamma^* \), the system becomes unstable. This implies,
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¹. However, this is not a foolproof solution to the excessive inflation problem. See Calvo (1986a) for a discussion of an episode in which the central bank of Argentina was banned from lending to the treasury and, hence, private banks took that role. When the treasury went bankrupt, though, the central bank bailed out private banks, which was equivalent to taking a long and tortuous route to lending to the treasury.

². These ideas were developed at the International Monetary Fund (IMF) and helped make debt indexation and maturity part of the IMF’s program design. See Guidotti and Kumar (1991) and Calvo (1991).
for example, that if the economy starts off in steady state, it is possible for the model to generate hyperinflation even though money supply is constant over time! This counterfactual implication led to the conclusion that the RE approach was incompatible with realistic monetary models, because RE was identified with the case in which \( \gamma \to \infty \). This is, of course, wrong, because no matter how large the weight given to very recent observations, it does not make adaptive expectations rational: They are doomed to be backward looking! It is interesting to note, though, that it took around 15 years and the RE revolution to get rid of this error (see Sargent and Wallace 1973).3 This episode should send a warning to the profession, because it shows emphatically that formal models can be dangerously misleading if they are not disciplined by a good dosage of common sense.

**Inflation Stabilization and Incredible Reforms**

In the 1980s, several EM exchange-rate-based stabilization programs failed to achieve their objectives (see Little et al. 1993; Kiguel and Liviatan 1994). An unwanted side effect was a large real currency appreciation accompanied by a consumption boom and large current account deficits. This took policy makers—and the profession at large—by surprise, because according to the (then) prevalent conventional wisdom—much of it based on DM experience—inflation stabilization is associated with a slump in economic activity. The opposite happened. The disconnect between conventional wisdom and practice was dramatic and, as happens on these occasions, brought to the surface a myriad of lightweight and even opportunistic comments. Neoclassical theory and “monetarism” were easy targets, but an answer from the beleaguered camp did not take long to come. It relied on the assumption that these stabilization programs were likely imperfectly credible. The analysis is very simple, thanks to the RE revolution. Calvo (1986b) shows, for example, that if the public expects that the stabilization program will eventually be abandoned and high inflation stages a comeback, it might be rational for the public to anticipate consumption. This anticipation obviously enlarges the current account deficit and, under normal circumstances, lowers the real exchange rate (i.e., the relative price of tradable goods with respect to nontradable goods). The model assumes that
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3. This does not invalidate the relevance of adaptive expectations. In fact, it can be a useful complement to RE.
the total cost of consumption includes the purchase price plus the cost of holding money in advance to carry out the transaction (i.e., Clower 1967). The latter is an increasing function of the nominal interest rate, which rises with expected inflation, and causes the expectation that the total cost of consumption will be higher after the program is abandoned. Intertemporal substitution trivially follows and gives a rationale for the consumption boom. For a recent version of the model, which can accommodate the usually sizable consumption booms, see Buffie and Atolia (2012).4 The argument would also go through if inflation increased the cost of credit as a result of high price volatility, for example.5

This model can also be employed to study the impact of temporary trade liberalization (see Papageorgiou, Michaely, and Choksi 1991). Consider the case in which the government announces that trade tariffs will be permanently eliminated, but the public believes that they will eventually be reestablished. As in the monetary example, this amounts, in the opinion of the private sector, to making tradable goods cheaper today relative to tomorrow. Calvo (1986b), for example, shows that this brings about a current account deficit that would not take place if the government’s announcement was fully credible. Moreover, the implied intertemporal substitution is Pareto inefficient, because it is based on an intertemporal distortion. Even if the government does not intend to abandon trade liberalization, lack of credibility brings about the same deleterious effects. The government could disappoint expectations by never reestablishing trade barriers, but that will not undo the damage! This is, thus, a glaring example of the power of credibility for the success or failure of economic reform, a phenomenon that I coined in the (tongue-in-cheek) phrase “Incredible Reforms” (see Calvo 1989).

An implication of these models that policy makers should take into account is that lack of credibility could give rise to short-run effects that might give the impression that policies are highly successful. For example,

4. Calvo and Drazen (1998) extend the basic model to account for uncertainty about the duration of announced policies.
5. Sargent (1982) is closely linked to this literature and makes a strong case for credible stabilization programs. However, the paper focuses on short-lived astronomic inflation episodes that could hardly be called “chronic.” Moreover, it seems unlikely that individuals believe in the sustainability of hyperinflation, which would tend to enhance the credibility of any reasonable stabilization program and, thus, its effectiveness.
the consumption boom that follows the announcement of an exchange-rate-based stabilization program brings about an increase in the demand for money, which gives rise to larger international reserves. If the program is prompted by high inflation, these developments are likely to be interpreted as stemming from greater trust that those in charge are serious and able to carry out the necessary reforms.

It is worth noting that the deleterious effects of lack of credibility highlighted here depend on the existence of intertemporal trade (e.g., credit). Without this channel, the economy would not benefit from intertemporal trade geared to the fundamentals stressed by conventional trade theory; however, the economy would be free from credibility distortions. Thus, these types of models are especially relevant for EMs that have access to financial markets but have not succeeded in developing resilient market-friendly institutions. Depending on the circumstances, the model may justify imposing controls on capital mobility, for instance. But a major contribution of this literature is to highlight the relevance of expectation management and, above all, ensuring policy credibility.6

Expectations Dominance

Chronic inflation is typically associated with fiscal dominance (i.e., a situation in which the central bank loses control of money supply because it is forced to finance the fiscal deficit by issuing domestic money, as in the previous subsection). The phenomenon is especially relevant when the central bank faces a recalcitrant fiscal authority that, say, for political reasons, is not willing to lower the fiscal deficit. But (what appears to be) fiscal dominance can also arise in an analytically much more interesting situation in which the fiscal authority is fully committed to support the inflation stabilization program, as announced.

This is illustrated in Calvo (1998), which was motivated by trying to understand why Brazil struggled to stop high inflation when public debt and the primary deficit were not grossly out of line. Let $b, \pi, \pi^e$ denote real public debt, one-period forward-looking inflation, and expected
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6. The consumption boom phenomenon associated with stabilization programs has received a lot of attention. Some outstanding alternative explanations do not rely on imperfect credibility but on a combination of lower nominal interest rates, as a result of lower inflation expectations and sticky prices. For example, see Rodriguez (1982).
inflation, respectively. For simplicity, I assume that, at RE equilibrium, the real one-period interest rate is equal to zero. Thus, under risk neutrality, the equilibrium interest rate will equal expected one-period inflation, $\pi'$, in which case, the next-period debt service bill (including amortization) in real terms equals

$$b \frac{1 + \pi'}{1 + \pi}.$$  (1)

Therefore, given the rate of inflation, the larger expected inflation is, the larger will be the real debt service burden. For simplicity, let us assume that the government is bound to service debt in its totality at the end of next period and that the central bank is obliged to rebate seigniorage to the private sector in the form of a lump sum subsidy (so that seigniorage net of rebate equals zero). The government is assumed to manage the rate of inflation, $\pi$, by manipulating the rate of devaluation. Thus, for instance, if output is homogeneous, there are no barriers to trade, and international prices are constant in foreign exchange, it follows that inflation equals the rate of devaluation: $\pi = \epsilon$, where $\epsilon$ stands for the rate of devaluation.

Under the above assumptions, expression (1) denotes the real tax revenue necessary for debt service. I assume that the fiscal authority can comfortably generate tax revenue to service its debt if $\pi = \pi'$, but not a cent more. It follows that the government will have to default if it sets $\pi < \pi'$ and, if default is too costly, it will be forced to make $\pi \geq \pi'$ and become hostage to inflation expectations. For the casual observer, this would be a case of fiscal dominance but, in essence, the situation is better characterized as a case of expectations dominance, which becomes effective through the credit channel. Notice that across RE equilibriums in which $\pi = \pi'$, investors get the same revenue. Hence, if the economy generates inflation higher than the government’s target, the solution is Pareto inefficient. This problem holds even in a world of RE, in which individuals are fully aware that the government’s inflation target is feasible if expectations are equal to the target. In this case, however, RE depends on beliefs about market expectations. A single individual has no command over the latter, and rationally aligns her expectations to the expectations of others, a phenomenon that the GT calls “expectations of expectations.”
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7. In Calvo (1988), government is allowed to collect higher tax revenue.
An interesting implication of the above example is that RE equilibrium may be validated, not because individuals are rational but because policymakers are forced to corroborate individuals’ expectations.

Calvo (1988) also shows that the problem would go away if the interest rate on government bonds were indexed to the rate of inflation. In terms of the above example, it is clear that if the rate of interest ex post was set equal to the realized rate of inflation, the government would be able to implement the target inflation rate independently of market inflation expectations.8 This rule has been adopted in Chile through the Unidad de Fomento (a unit of account) and may have helped to support inflation targeting. Moreover, there seems to be wide consensus that eliminating inflation uncertainty in financial contracts has helped financial deepening and the development of the mortgage market (Fontaine 1996; Shiller 1998). In other instances (e.g., the 1989 Bonex plan in Argentina), expectations dominance led to denomining financial contracts in terms of US dollars. In the simple model developed here, US dollar indexation gives similar results, but this would not be the case if one allows for the existence of nontradable goods, for example.

Expectations dominance can also have a deleterious effect on the private sector. For example, if the economy comes from high inflation and people have structured their contracts on the expectation that inflation will continue unabated, a cold turkey stabilization program, which stops inflation in its tracks, will cause the same kinds of problems highlighted above. At one point in the 1980s, for example, Brazil inflation was about 30 percent per month. Imagine the impact of lowering inflation to single digits, annually! Several stabilization programs had to be abandoned, because keeping the course meant sky-high ex post real interest rates that would wreak chaos in the financial sector and the payments system. This phenomenon has been recently discussed in Lara Resende (2016). It bears some resemblance to Irving Fisher’s (1933) debt deflation theory. The latter, inspired by the Great Depression, is a case in which the real value of debt skyrocketed as a result of a sharp and unexpected fall in the price level (during the Great Depression, wholesale prices fell by more than 30 percent). In contrast, the

8. In practice, inflation indexation is applied with a lag. This may make indexation less effective for shielding investors from inflation risk, especially during periods of high and accelerating inflation. Moreover, financial indexation may lower policymakers’ incentives for price stability.
harmful effects of cold turkey stabilization highlighted here would arise even though prices do not fall and may continue rising, albeit at a sharply lower rate than expected.

These problems are akin to what is called the “peso problem,” an expression popularized in the 1970s and 1980s as Mexico’s interest rates exceeded the rate of devaluation by a wide margin (Lewis 2016). An explanation that, in a way, foreshadowed RE was that the phenomenon was triggered by the expectation that Mexico’s peso would exhibit a maxi-devaluation. This type of devaluation involves isolated jumps in the exchange rate. Thus, interest rates will look “too large” during stretches in which the exchange rate is constant. The peso problem is indeed closely related to the example discussed above. However, in Calvo (1988), the authorities are forced to validate devaluation expectations, despite the existence of another, more benign, RE equilibrium. The latter has important policy implications, because, for instance, it highlights the relevance of indexation for stopping high inflation, even though policy makers are fully credible. Notice that these implications would be missed in models displaying equilibrium uniqueness, a feature that policy-oriented macro models tend to favor.9

So far, the discussion has abstracted from debt default. A government that is adamant on stabilizing inflation but is facing high inflation expectations may entertain the idea of default. This case is analyzed in Calvo (1988) and further developed by Corsetti and Dedola (2016). A sketch follows.

Debt default can be analyzed in the context of a nonmonetary economy employing the framework developed above. I will reinterpret inflation, \( \pi \), and inflation expectations, \( \pi' \), as rate of default and expected rate of default, respectively. In this instance, the expectation that the government will default would force the government to default. In contrast to the inflation example, solving this problem is likely to be more difficult. In the inflation example, the problem would go away by adopting new types of contracts (i.e., indexation). This approach is less likely to work if default is in the cards, because the private sector may be less predisposed to believe the government will honor its contracts. Therefore, to improve the situation,

---

9. The literature also abounds with backward-looking “wage indexation” as a factor preventing speedy price stabilization. Although this could be reinterpreted as a case of backward-looking expectations, I will refrain for discussing this issue here, given this chapter’s emphasis on RE.
it may be necessary to bring in independent parties that are willing and capable to credibly insure investors against sovereign default. This is not easy, given the legal privileges enjoyed by sovereign states. But it seems to have worked in the Eurozone. Worried about the high interest rate premium in satellite Eurozone economies, reflecting investors’ concerns about the solvency of those economies, Mario Draghi, president of the European Central Bank (ECB), gave a speech on July 26, 2012, pledging to “do whatever it takes” to lower those interest rates. This was read by the market as an ECB commitment to purchase as much of those sovereign debt instruments as necessary to squash their risk premium to default-free levels. It resulted in an astonishing fall in those rates of interest, as predicted by the model. Why the ECB can muster such impressive muscle is an important issue. A common conjecture is that Germany is the actual credible lender of last resort, in view of Germany’s strong fundamentals. But another conjecture that cannot be dismissed is that the ECB can print credible liquidity. I will revisit that issue in the next section.

Once again, intertemporal trade and nonstate-contingent financial contracts are at the heart of these problems. Fortunately, there is room for policy, as illustrated by the Chile and ECB experiences mentioned above.

**Remark 2. Staggered prices.** Calvo and Végh (1993) extend the credibility discussion to the case in which prices are set in advance in a staggered and uncoordinated manner à la Calvo (1983). Results are in line with the above analysis, but the richer environment helps show that, for instance, a non-credible inflation stabilization program faces an additional powerful challenge. If agents fail to be persuaded that authorities have the determination and public support to carry out the program, prices may continue rising at a high rate despite tight monetary policy.

The results in Calvo and Végh (1993), taken at face value, imply that controlling inflation might become easier if prices/wages were flexible. However, this conclusion, which enjoys widespread appeal among policy makers, would be hasty. In the next section, I argue that staggered prices could play a fundamental role in a monetary economy. They could provide a stable output anchor to fiat monies and units of account, without which a monetary economy may become unstable, unless the currency is credibly anchored (but not necessarily pegged) to a resilient foreign currency, for example, the US dollar. This is common practice in EMs (see,
e.g., Calvo and Reinhart 2002), but credibility usually calls for large and costly holdings of international reserves (see Calvo, Izquierdo, and Loo-Kung 2013).

**Sudden Stop, Chronic Deflation, and Sluggish Recovery: Liquidity Explanations**

The discussion in the previous section was framed in terms of conventional macro theory under the assumption of RE. Until recently, the corresponding models were taken with a high degree of confidence by policy makers. However, amid that placid scenario, the Great Recession rose with shattering force, putting into question everything, from RE to the feasibility of capitalism. Minsky’s (2008) nightmares could no longer be discounted!

In this section, I start to explore the new issues by giving “liquidity” a more central role than it had in mainstream macro theory prior to the Great Recession. Otherwise, however, the models stick to the assumption of RE and other assumptions of traditional economic theory. This smooths out the transition from the previous section, but the reader must be prepared for a sharp turn, because the new vistas that the liquidity approach conveys are anything but ordinary.

Liquidity is an issue that only recently has been given serious attention in the literature (see, e.g., Holmström and Tirole 2011; Calvo 2016). This situation may be partly because mainstream models appeared to be adequate for monetary policy before the Great Recession, at least for DMs. But I would not discard the possibility that model builders were reluctant to focus on liquidity issues because they cannot be easily accommodated in canonical general equilibrium models. In other words: intellectual inertia was at work.

This section argues that liquidity offers promising insights, but we have to make sure that we are treading on firm ground. Although liquidity has become a ubiquitous word, “fashion over substance” seems to dominate. For example, several observers claim that the Lehman 2008 crisis involved a phenomenal liquidity crunch on financial assets backed up by real assets (e.g., asset-backed securities (ABS)). And they seem undisturbed to say, in the same breath, this shock was accompanied by a flight to quality involving the US dollar, a fiat money. Something is amiss here and forces us to delve into the reasons for fiat money to hold positive value in terms of output, a characteristic of fiat money that conventional macroeconomics tends to take for granted.
The next subsection considers Frank Hahn’s (1965) fundamental observation that, as a general rule, conventional general equilibrium monetary models cannot rule out the existence of barter equilibria. This result makes the flight-to-US-dollars phenomenon even more puzzling and enhances the relevance of finding plausible explanations for the resilience of money. The flight-to-money phenomenon was a central issue in Keynes’s GT (and it is associated with what was elsewhere called the “liquidity trap”). In an isolated and wholly ignored paragraph, the GT puts forward a simple, but in my opinion insightful, conjecture that I labeled the price theory of money (PTM). The PTM claims that money derives its liquidity and positive purchasing power from the existence of staggered prices. Staggered prices provide an output backing to money that, as a general rule, governments fail to give. Notice that this output backstop does not extend to other liquid assets with flexible nominal prices.

Although staggered prices give a real platform for liquidity of money that helps explain its resilience during episodes of financial crisis, this does not rule out liquidity fragility or liquidity shortage—because money’s output backstop is anything but ironclad. This leads naturally (in the second subsection below) to considering a world with multiple monies and a variety of nominal liabilities (e.g., asset-backed securities, EM US dollar-denominated bonds). Under these conditions, resilient and fragile liquid assets live next to each other. Since, by definition, liquid assets are transactions facilitators, a liquidity crunch of a subset of liquid assets generates a sudden deceleration of transaction flows that rely on those assets. In practice, this takes the form of a credit sudden stop—a large and largely unexpected fall in credit flows—that could become systemic, given that liquidity is in the eye of the beholder. These insights can also be employed as a guide for monetary policy. It can be shown, for instance, that standard open-market operations could be ineffective for restoring potential output—and that the latter may

10. I conducted a search in a Kindle edition of Keynes’s *General Theory* and could not find the expression “liquidity trap.”
12. As noted at the start of the chapter, “sudden stop” is an expression introduced to refer to severe contraction in international capital flows. The phenomenon has also been observed in Europe during the Great Recession (see Merler and Pisani-Ferry 2012). Nowadays it has been extended to credit flows. To avoid confusion, I choose to dub the latter “credit sudden stops.”
be better served by unconventional monetary policy instruments, which do not call for lowering the central bank's policy interest rate.

The third subsection below focuses on the case in which the official sector is unable to increase the stock of real liquidity. This could be the result of having increased liquid public debt far beyond its output backing. I show that this situation may generate chronic deflation. Finally, the fourth subsection below argues that liquidity shortage can also help rationalize “sluggish recovery” (also known as “secular stagnation”).

**Hahn’s Problem, the Price Theory of Money, and Fear of Floating**

The typical mainstream macro model assumes that there exists an object called “money”—usually denoted $M$—that provides liquidity services. A popular assumption in the literature is “cash-in-advance,” according to which, to conduct market transactions, agents have to bring to market a quantity of $M$ proportional to the monetary (or nominal) market value of planned purchases (e.g., the Clower (1967) constraint). In simple models, the proportionality coefficient is assumed to be constant. Despite its simplicity, the cash-in-advance assumption dramatizes an important fact that is easily ignored in nonmonetary economics, namely, that liquidity services are essential for trade. In this setup, if $M=0$, no trade is possible!

Let planned purchases be denoted by $c$ (in terms of homogeneous real output), and the real (or output) price of money (i.e., the inverse of the price level) by $\Gamma$. Then, setting the factor of proportionality $=1$, the cash-in-advance condition can be expressed as:

$$M \Gamma = c. \quad (2)$$

Thus, as pointed out above, in equilibrium, if $M=0$, then $c=0$, and there cannot be trade. But, what if $\Gamma=0$? Clearly, the result is the same: Agents will be doomed to operate under full autarky. Is $\Gamma=0$ a possible equilibrium outcome? Hahn (1965) shows that it is. The proof is trivial if $M$ has no intrinsic market value, because in that case, money cannot buy output and the situation is equivalent to bringing no money to the market.13 This is a deep observation that does not apply to regular goods: If the price of bread is zero in terms of other goods, say, there is likely to be excess demand for bread.

---

13. Notice that if holding $M$ were a minor nuisance, its demand would be nil, causing excess supply in the money market. However, by Walras’s Law, that does not generate excess demand in the rest of the economy, because the real price of money $\Gamma=0$. 

There have been attempts to show conditions under which zero-output value of money can be ruled out; for example, assuming that real monetary balances (i.e., $M\Gamma$) enter utility functions that satisfy Inada-type conditions. These conditions sound somewhat artificial in this case; moreover, I do not think they are enough to rule out $\Gamma = 0$. If the latter holds, then $M\Gamma = 0$, independently of how large $M$ is. No matter how valuable monetary balances would be for individual agents, there is nothing single individuals can do to make $M\Gamma > 0$. In fact, as noted in a note in the previous paragraph, if holding worthless $M$ involves just a minor nuisance, agents would dump $M$ even though they are starving for $M\Gamma > 0$!

The GT offers a conjecture for why $\Gamma > 0$. In short, the conjecture is that $\Gamma > 0$ because agents employ nominal prices to communicate to the market the quantity of units of account (money, in this case) at which they are ready to sell their staples. Moreover, they are prepared to keep those prices “live” for some interval of time. Hence, nominal prices come first: We are in the world of “prices-in-advance.” For an individual agent to have incentives to set her price in advance, it helps that a substantial number of other agents have already posted their prices in similar fashion, and that most of those prices can be taken for granted by present price setters. So this is also a world of “staggered prices.” In this world, individual price setters have a clear reference when setting their prices in terms of money, because at time $t$, say, $\Gamma_t$ is (essentially) predetermined and positive. Moreover, keeping their price quotations live for a period of time does not involve great risks of price misalignment if the expected rate of inflation is low.

The PTM can be criticized for being no more than a tautology: $\Gamma > 0$ because $\Gamma > 0$. But the case is subtler than this. The PTM states: $\Gamma_t > 0$ because $\Gamma_{t-1} > 0$, and just a few agents can or will change their prices at $t$. This mechanism is incentive compatible: Price setters at $t$ will have no incentives to set their money prices $= \infty$ (which is equivalent to refusing to quote their prices

15. However, this does not necessarily imply inflation in advance. Thus, the output backup of money will also be a function of inflation expectations, and the issues raised in the second section of this chapter still apply.
16. However, the risks of setting prices in advance could be large in periods in which, say, the economy is buffeted by large swings in its terms of trade, which involve prices set outside the domestic economy.
in terms of money). Compare this with canonical models like the cash-in-advance model, or models in which real monetary balances are an argument in utility or production functions—and prices are perfectly flexible. Even if $\Gamma_{t-1} > 0$, in these canonical models, individuals have no incentives that would rule out $\Gamma_t = 0$. Notice that the PTM does not rely on the existence of physical money. It is a theory that applies equally well to a cashless economy with a unit of account in terms of which prices are set in a staggered manner (see Woodford 2003). To be sure, it would be interesting to explore the process by which units of account are established, but that does not make canonical models superior to the PTM, because models that are anchored on $M$ instead of $\Gamma$ also need a rationale for the choice of a particular unit of account.

The PTM helps rule out $\Gamma = 0$ but does not guarantee that $\Gamma$ will be stable in realistic situations, because not all prices are set in terms of the same unit of account.\(^{17}\) To wit, the world displays many units of account subject to variable bilateral exchange rates. Interestingly, though, there is more stability in bilateral exchange rates than the existence of multiple currencies would lead one to expect. For example, Calvo and Reinhart (2002) show that EMs tend to peg their currencies to so-called reserve currencies, a phenomenon called “fear of floating.” Reserve currencies are units of accounts that are employed as invoice currencies in a wide variety of international trade and financial transactions (see Gopinath 2016). Consequently, pegging to a reserve currency strengthens EM currencies output backing, making them more reliable as stores of value, which, in turn, enhances the liquidity of reserve currencies. The US dollar is the king among reserve currencies and has shown its muscle during the Lehman crisis, as the dollar appreciated relative to other currencies, even though the US economy was at the epicenter of the crisis. The US dollar privilege is rooted in considerations that fall outside the scope of the present chapter, and I will not discuss them here. However, it is worth pointing out that, especially in small EMs, the realm of their national units of account is very limited. Thus, unless their currencies are pegged to a reserve currency, their currencies’ output backing would be very narrow, which could make them easy targets of currency

---

17. The PTM does not ensure uniqueness of the $\Gamma$ path even if there exists a unique unit of account. Uniqueness may require rules like the Taylor rule, a central topic in New Keynesian literature. See Woodford (2003) and also Calvo (2016) for a skeptical assessment of the relevance of New Keynesian models in that respect.
runs’ episodes, and large currency devaluations or appreciations (recall the sharp and surprising appreciation of the Swiss franc in January 2015).

To make the previous statements more intuitive, it is useful to think of currencies in terms of a T-account with the stock of money on the liability side and a pot of goods (output) on the asset side. The pot of goods stands for the currency’s output backing. This is similar to a bank’s balance sheet with deposits on the right-hand side and illiquid loans on the left-hand side. In the present case, the pot of goods stands for the goods and services that money holders can grab in exchange for money if they wish. The pot of goods is likely to be smaller than the output value of money, $\Gamma M$. Hence, as in banking models, there may exist multiple equilibriums (see, e.g., Diamond and Dybvig 1983). In a “good” equilibrium, $\Gamma M$ could far exceed the pot of goods; in a “bad” one, $\Gamma M$ would just be equal to the pot of goods.¹⁸

Accumulating international reserves in terms of reserve currencies increases the pot of goods. It is intuitive that pegging, especially if accompanied by reserve accumulation, is likely to diminish the probability of currency runs and thus lowers the need for trade to rely on derivative markets, which are costly and not easily available to small and medium-sized enterprises. This helps give a rationale to “fear of floating” and international reserve accumulation.

It should be noted that fear of floating is not unique to EMs. During the Lehman crisis, for example, the Fed signed a large currency swap agreement with the ECB to prevent a wave of massive bankruptcies in the Eurozone (with possible spillover effects on the United States), given that the Eurozone was undergoing a severe shortage of US dollars. Thus, despite the large menu of national currencies, the world economy appears to be groping toward a Bretton Woods–like scheme with the US dollar as the nominal (and hence, real) anchor.

A Larger Set of Liquid Assets: Sudden Stop

In practice, national currencies’ own rates of interest are nil. Thus, unless price deflation is rampant, there are incentives to create quasi-monies. This process goes back to at least medieval banking (see Cipolla 1989) and ran at full steam prior to the Great Recession. The phenomenon has already

---

¹⁸ Equilibria could be Pareto ranked by $\Gamma M$ in models in which $\Gamma M$ is an argument in utility or production functions (or both) and exhibits positive partial derivatives.
been covered in multiple sources (e.g., Brunnermeier 2009), so here I just highlight some salient features that relate to the discussion in the previous subsection. A common characteristic is that quasi-monies take the form of fixed-income obligations denominated in terms of a unit of account. The age-old example is bank deposits backed up by a credible lender of last resort (typically, a central bank able to print currency or public liabilities denominated in the bank deposits’ unit of account). A more recent example is mortgage-backed securities (MBS), which are large pools of mortgage contracts denominated in terms of a unit of account. Barring systemic shocks, pooling allows MBS to take advantage of the law of large numbers, reducing the need for information about individual contracts and exhibiting low return volatility in terms of the corresponding unit of account. As a result, securitized assets like MBS can come to resemble interest-bearing money.

The similarity between money and quasi-monies does not stop there. Hahn’s problem also applies to quasi-monies, because they are subject to runs that are akin to those discussed in the banking literature (see Diamond and Dybvig (1983) and the notes about national monies in previous section). In those models, bank deposits provide liquidity services, but unless there is a credible lender of last resort, other equilibriums exist in which a sizable share of depositors tries to get their money out of the bank at the same time, the bank goes bankrupt, and the liquidity services of the associated deposits evaporate. Runs on quasi-monies can occur even though their fundamentals show no fissure prior to the run, similar to the phenomenon referred to under Hahn’s problem. Except for bank deposits fully ensured by a lender of last resort, most other liquid assets have flexible prices in terms of the unit of account. Hence, if the market refuses to take them as a means of exchange, their price may plunge. Prices may not go to zero because, say, MBS involve obligations that will eventually be at least partially honored, but the price fall of these securities may still be significant.

Quasi-monies play an important role as credit collateral (e.g., repurchase agreements or repos). They do not circulate as fiat money or bank deposits, but they are important transaction facilitators for intertemporal trade transactions. Therefore, quasi-monies fall under the category of liquid assets as defined here. Positive welfare effects generated by stable liquid assets are bound to be very large, given that credit is essential for trade in modern capitalist economies. Without liquid assets, it would be hard to realize gains from trade. A major problem, though, is that these assets are subject to liquidity
crunch without warning and can cause major interruption of credit flows. There is still no good understanding of how liquidity crunch takes place, which leaves the credit market at the mercy of large shocks that are hard or impossible to insure against. This problem is exacerbated by the fact that, given that liquidity is only partially linked to standard fundamentals, a credit crunch triggered by a liquidity crunch in one corner of the market can easily spread to the rest of the economy. Thus, a local liquidity crunch episode could become systemic, a situation for which insurance markets are ineffective. This phenomenon was clear in the 1998 Russian and 2007–2008 subprime crises (see Calvo 2016). As noted above, a large interruption of credit flows under these circumstances is called “sudden stop” and typically causes (1) large capital loss in the financial sector and, more importantly, (2) casts serious doubts on the reliability of liquid assets. The latter, in particular, contributes to making these crises highly persistent (see Reinhart and Reinhart 2010; Calvo 2016, chapter 6). The Great Recession is a telling example.

The above observations were not central to the DM policy discussion prior to the Great Recession. Instead, the opposite view prevailed. There was wide consensus that DM financial systems ran like clockwork driven by the hand of sophisticated operators (see Andrews 2008). And, moreover, if crisis erupted, the view was that reserve-currency central banks could rapidly stabilize the situation by lowering their interest rates by a few basis points. This view was partly based on the highly influential conjecture by Friedman and Schwartz (1963) that the Great Depression would have been a regular US recession if the Fed had kept the price level from plunging (e.g., in the Great Depression, the Wholesale Price Index fell by more than 30 percent, peak to trough). Unfortunately, the Great Recession put a question mark on the Friedman-Schwartz conjecture. The Fed and other reserve-currency central banks followed the advice, and price-level deflation was avoided. But these actions did not prevent a deep and long-lasting recession. In the Eurozone, for example, GDP recovered its level prior to the Lehman crisis only in 2016. To be sure, the evidence suggests that monetary expansion was helpful, perhaps because it partially prevented a replay of I. Fisher (1933) debt deflation, but the results are much worse than expected. What is missing? The above discussion offers a clue: Central banks’ liquidity does

---

19. However, the Fed did not prevent debt deflation in the housing market, where dollar prices fell by about 30 percent.
not necessarily solve liquidity problems triggered by the liquidity crunch, unless such liquidity is directed to restore the market for liquid assets hit by crisis (see Calvo 2012). Without that directed restoration policy, credit flows stop and can cause major damage. Liquid assets are not born equal, indeed!

DM central banks became aware that something was seriously amiss when they hit the zero lower bound, and they adopted policies aimed at unclogging the credit channel in a more direct fashion. It took the form of quantitative easing (QE), such as central bank purchases of MBS and measures that directly stimulate credit to the private sector. The ECB, for example, announced a modus operandi on March 7, 2016, that among other things, expands the scope of a liquidity window for some corporate bonds, and de facto subsidizes loans to the private sector. All of these actions are consistent with the view that the liquidity crunch calls for heterodox central bank policy (which, incidentally, is dangerously close to being catalogued as a surreptitious form of fiscal policy).

Remark 3. Some microfoundations. To clarify the discussion, let us consider a simple case in which there is an asset-backed security, which underlying asset I identify as “land.” Land, denoted by $k$, is in fixed supply and is subject to no maintenance costs. Output is a function of land as a standard factor of production, but in addition, land is a transactions facilitator for firms; land’s liquidity (measured in terms of output) also has a positive effect on output. Hence, I assume that output is given by $f(\theta q k)$, where $q$ and $\theta$ are the output price of land and a liquidity coefficient, respectively; $\theta$ is between 0 and 1. Let the real interest rate (i.e., the own-interest rate on output) be denoted by $r$. Then, at a steady state in which $q$ is expected to be constant over time, profit maximization at $k>0$ implies the following first-order condition with respect to $k$: $f'(\theta q k)\theta = r$. One can show that if function $f$ is Cobb-Douglas, the price of land $q$ rises with the liquidity coefficient $\theta$. Hence, a liquidity crunch on land could bring about a collapse in the relative price of land with respect to output. In this simple setup, money supply has no role to play. Therefore, if the price of land causes side effects like unplanned over-indebtedness, standard monetary policy cannot help. One needs instruments that can have an impact on $q$. The unconventional purchase of toxic assets, as in the Fed’s initial quantitative easing program, is a possible, albeit not foolproof, example.20

20. These issues are discussed in greater detail in Calvo (2012) and Calvo (2016, chapters 3 and 5).
As noted above, liquidity crunch is no DM monopoly. The systemic EM crises in the 1990s can also be characterized in the same way. But there are important differences. Consider the 1997/1998 Asian/Russian crises, which involved a run against EM bonds floated in the international capital market. First and foremost, unlike in DMs, those bonds were denominated in US dollars or other reserve currencies, not EM domestic monies. The meltdown could have been prevented by a massive purchase by EM bonds using international reserves, or drawing on credit lines from an international lender of last resort (e.g., the IMF). But the latter was not available, and EMs had neither the resources (i.e., international reserves) nor the ability to launch a coordinated counteroffensive. Therefore, this gave rise to a sudden stop episode that, employing the metaphor in an earlier subsection, lowered the pot of goods backing up domestic EM money and triggered currency devaluation, not appreciation—in sharp contrast with the United States during the Lehman crisis. Furthermore, currency devaluation weakened EM balance sheets, because foreign-currency-denominated debt is partly employed to fund projects denominated in domestic currency. Thus, large devaluation—a hallmark of EM sudden stops—brought about harmful effects that are akin to I. Fisher debt deflation, as the value of debt obligations skyrocketed relative to the flow of domestic currency revenue, exacerbating the depth of the financial crisis. Clearly, high initial debt and low levels of international reserves enhance the severity of the crisis. These conditions prevailed prior to the Russian crisis, because, in my opinion, few investors and policy makers foresaw the massive systemic meltdown that occurred in the Russian crisis.

Interestingly, after the Asian/Russian crises, favorable circumstances that gave rise to improving current account balances and large accumulations of international reserves in several Asian and Latin American economies placed those economies on a stronger footing to face the 2008 Lehman crisis (see International Monetary Fund 2010, chapter 2). The shock was felt, but recovery was fast and was followed by a string of relatively high growth rates, which suggests that the size of the “pot of goods” makes a difference. This idea is also borne out by empirical research (see Calvo, Izquierdo, and Loo-Kung 2013; Calvo 2016; Calvo, Izquierdo, and Mejía 2016).

As argued in an earlier subsection, fear of floating could be traced back to an attempt by EMs to anchor their currencies on reserve currencies. This works for regular shocks but it is probably too costly to prevent currency
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runs in a sudden stop episode. Still, sizable international reserves could help contain runaway inflation. The reason is simple: Employing the metaphor in an earlier subsection, devaluation increases the nominal value of the asset side of the balance sheet (the “pot of goods”) without, in principle, changing the supply of money. Therefore, money’s output backup becomes stronger and gives the central bank more ammunition to stop inflation from spiraling out of control. However, it is easy to show that if the central bank intervenes and stops devaluation in its tracks, money’s output backup would weaken, in the normal situation in which monetary domestic liabilities exceed international reserves. This helps explain why, during the recent sizable contraction of capital flows to EMs, many countries in Latin America decided to meet the shock with large devaluations and only modest sacrifices of international reserves. Spiraling inflation, the nemesis of these economies in the 1980s, has not been a major problem (see International Monetary Fund 2016, chapter 2).

**Remark 4. Endogenous liquidity: Currency substitution.** Liquid assets have a long history in which tyrants and wars play a major role. But liquid assets also owe their existence to much more friendly technical change and run-of-the-mill incentives. EMs are a rich laboratory that illustrates that high inflation, for instance, can give rise to the creation of local liquid assets in the form of foreign currencies, a phenomenon labeled “currency substitution” (see the Calvo-Végh discussion in Calvo 1996). The foreign currencies in question are typically reserve currencies, but they need some help from domestic agents to become liquid at the local level. Incentives for the creation of liquid assets or arrangements can also take very different forms. Gorton and Metrick (2012), for instance, claim that shadow banks were partly prompted by attempting to offer more reliable deposit insurance arrangements for large depositors, such as pension funds.

The topic of endogenous liquidity is still in its infancy. The currency substitution literature calls attention to some constraints that the phenomenon imparts to monetary policy, but I feel that the literature has scarcely scratched the surface. Taking an approach similar to that of the micro banking literature (e.g., Diamond and Dybvig 1983), for instance, suggests the existence of sharp discontinuities or nonlinearities that I do not think have been fully exploited in the currency substitution literature. Moreover, a better understanding of endogenous liquidity could help establish a more solid grasp on the implications of low reserve-currency interest rates, a highly
The Deflation Cycle: Chronic Deflation

Price deflation has pushed chronic inflation from center stage, and issues from the distant past, like liquidity traps, have come back with a vengeance. Thus, momentarily at least, the voluminous inflation literature will be swapped for old-fashioned deflation papers and a few essays by economic historians of the Great Depression. It is worrisome, though, that past deflation episodes occurred under very different circumstances and data are scant. Moreover, although chronic deflation could be partly explained by over-indebtedness and balance sheet problems (e.g., Koo 2009), these problems could well have arisen in a hyperinflationary context, as highlighted in Sargent (1982). This motivated me to try alternative explanations.

In this subsection, I explore a tentative road inspired by the PTM. The basic idea is straightforward. Consider an economy in which (fiat) money is the only liquid asset. Money enjoys some output backup thanks to the existence of sticky prices. In that context, doubling the stock of money supply doubles real monetary balances—but it does not necessarily double money’s output backup. If money’s output backup stays constant, for instance, the expected purchasing power of money may less than double. In Calvo (2016), I call this effect “liquidity deflation.” It is tantamount to a pecuniary externality for atomistic agents. The initial doubling of the money supply may make people feel that their monetary wealth has doubled in real terms, but they will soon be disabused of this notion as they realize that they would have to share money’s output backup with the rest of the agents, even if prices are sticky.

It is interesting to compare the above situation to the conventional one in monetary theory, in which individuals assess money’s liquidity services by their individual holdings of real monetary balances. Suppose, for simplicity, that prices are flexible and the demand for the liquidity of real monetary balances is constant. Hence, in the conventional model, doubling money supply, will double the equilibrium price level. In contrast, if liquidity deflation is at work, prices may less than double. Therefore, liquidity deflation gives a rationale for the difficulties central banks may find in stopping deflationary forces by expanding their balance sheets. This reasoning
applies with special force to reserve currencies, for which it is difficult to find more reliable alternative liquid assets. Formal details follow.

To stay on familiar ground, I will start focusing on the Pigou effect, a pivotal concept for the classical (as defined in the GT) argument against the relevance of the liquidity trap, according to which wage and price flexibility could help restore full employment. Formally, the argument is that the liquidity of real monetary balances, $M\Gamma$, rises without bound as the price level falls (i.e., as $\Gamma$ rises). Under normal circumstances, the associated wealth effect will lift aggregate demand (this is the Pigou effect), a process that will not stop until full employment is restored. This argument ignores I. Fisher's (1933) debt deflation, but I will not let this distract us, because the main point is to show that the argument could be fallacious nonetheless.

The Pigou effect relies on the assumption that economic agents will take $M\Gamma$ as a highly reliable yardstick of how much output can be fetched in the market by exchanging $M\Gamma$ for output, even in cases where aggregate $M\Gamma$ exceeds total nonmonetary wealth by a large margin. This assumption is consistent with individual rationality under the assumption that there is no run against money. The latter may not sound like a strong assumption for the US dollar, but runs cannot be discounted if $M$ contains quasi-monies, even if the latter are indexed to the US dollar (as illustrated by ABS’s meltdown in the Lehman crisis; see Gorton and Metrick 2012). Thus, if runs are in the cards, it is plausible to argue that, beyond a certain point, an increase in $M\Gamma$ may be equivalent to less output in case of a run, as individuals rush to exchange money for output and take advantage of price stickiness while it lasts (recall the metaphor in an earlier subsection). Therefore, agents that take runs into consideration will attach a liquidity coefficient to $M\Gamma$ that is less than unity. This corresponds to the liquidity deflation effect mentioned above. Following these lines, I assume that the liquidity of money for a single individual is given by the expression:

$$M\Gamma + Z((M\Gamma)^{\epsilon}), \quad Z' < 0,$$

(3)

where $(M\Gamma)^{\epsilon}$ stands for equilibrium aggregate real monetary balances, and the function $Z$ captures liquidity deflation. This is equivalent to assuming that it is rational for a single individual in an atomistic environment to take her own $M\Gamma$ as real wealth but adjusts liquidity services of money downward as a function of aggregate $M\Gamma$. Liquidity deflation opens the
possibility that the expansionary effect of a larger stock of real monetary balances fizzes out as monetary balances become large.

To couch the discussion in more familiar terms, consider the cash-in-advance equation (2), and stick on the left-hand side the new definition of liquidity services from equation (3). Because \((M\Gamma)^\epsilon = M\Gamma\) in an RE equilibrium with a representative individual, we get

\[
M\Gamma + Z(M\Gamma) = c. \tag{4}
\]

Clearly, it is now conceivable that the Pigou effect is nil, because the wealth effect is offset by the negative liquidity effect. Hence, a fall in the price level, or an increase in money supply, given the price level, could have no effect on aggregate demand. Suppose, for example, that real liquidity hits the upper bound and the associated aggregate demand is below full capacity output. This would tend to depress the price level, which exacerbates liquidity deflation—lowering money’s output backup and eventually triggering a run against \(M\) that destroys money’s liquidity. Notice that the failure of the Pigou effect—and the resulting liquidity trap—highlighted here is due to supply-side considerations. I will call it the “supply-side liquidity trap.” This is radically different from the GT rationale, which relies on the assumption that the demand for money is infinitely elastic with respect to “the” interest rate. It is worth noting, though, that GT liquidity traps and liquidity deflations are complementary rationales for situations in which increasing money supply has a hard time stimulating output.

**Remark 5. ECB puzzle.** At the end of a previous subsection, I referred to the highly successful ECB strategy for lowering risk premiums on some Eurozone sovereign bonds, which consisted of announcing that the bank “would do whatever it takes” to achieve this objective. Given the small ECB capital relative to the stock of sovereign bonds from vulnerable economies (e.g., those of Italy and Spain), a popular and plausible conjecture is that success of the strategy stems from the expectation that Germany would bail out the ECB if necessary. This conjecture is in accord with the above discussion, because Germany would be providing the “pot of goods” behind the ECB liabilities. It is interesting, though, that in 2007/2008, when the Great Recession reached a boiling point, the actual lender of last resort happened to be the Fed! The Fed’s comparative advantage over Germany under those circumstances was its capacity to print US dollars, an
asset toward which the whole world was running for safety. This suggests that even though the ECB was very successful in lowering risk premiums in the Eurozone, it may again need the support of the Fed if, for instance, the federal funds rate rises faster than expected. Thus, it would be a mistake to think that the euro is run-free, simply because the ECB was able to lower risk premiums. This observation implies that the assumption behind liquidity deflation above is not vacuous, even in the case of a reserve currency like the euro.

**Remark 6. More on the supply-side liquidity trap.** The above results may look confusing to those familiar with the standard approach in monetary theory (see, for instance, Patinkin 1965, where individuals internalize the pecuniary externalities introduced in expression (3)). Thus, if one follows the standard approach, the cash-in-advance constraint would take the form of equation (4) above. Let $\bar{M}$ denote the value of real monetary balances that maximize $M\Gamma + Z(M\Gamma)$. If $\bar{M}$ is not large enough to generate full capacity utilization, then the situation would be one of real money shortage. But it would not correspond to a liquidity trap, because an increase in money supply will paradoxically generate excess supply of money and, if nominal prices are upwardly flexible, it would result in a fall in $\Gamma$ (i.e., an increase in the price level) that pushes real monetary balances back to $\bar{M}$. This would validate the view, popular among well-trained economists, that an increase in the supply of money raises nominal prices, unless the GT liquidity trap holds and the demand for money is infinitely interest elastic.

In contrast, if the pecuniary externality is not internalized, as assumed in expression (4), increasing $M$ when $M\Gamma = \bar{M}\Gamma$, given $\Gamma$, implies of course that $M\Gamma > \bar{M}\Gamma$. The larger stock of real monetary balances $M\Gamma$ yields lower, not higher, liquidity services, because $M\Gamma + Z(M\Gamma)$ is maximized at $\bar{M}\Gamma$, and individuals will vie for more real monetary balances—not less, as implied in the standard approach. This situation, if anything, will put downward pressure on the price level, raising $M\Gamma$ even further and driving the system into a vicious chronic deflation cycle.

An interesting extension of the model that can also help to make the new results more intuitive is to assume that $(M\Gamma)^e$ runs behind $M\Gamma$. Consider the following example:

$$(M\Gamma)^e_{t+1} = M\Gamma_t,$$  \hspace{1cm} (5)
which, taking equations (3) and (5) into account, implies

\[ M\Gamma_t + Z(M\Gamma_{t-1}) = c_t. \]  

(6)

Hence, an increase in money supply will succeed in stimulating aggregate demand at time \( t \), but money stock will have to continue rising to prevent liquidity deflation from catching up.

In this example, even if initially \( M\Gamma = M\Gamma \) (recall remark 6), the central bank would be able to generate full capacity utilization by helicopter money, say, but it will have to continue doing so to prevent renewed recessionary pressures and possibly price deflation. This scenario is interesting, because it is an example in which deflation is a persistent threat requiring an endless expansion of money supply: Pigou meets Sisyphus!

An interesting twist is to replace equation (4) by

\[ M\Gamma + Z(M\Gamma) = L(i - i^m, y), L_{i^m} < 0, L_y > 0, \]  

(7)

where \( L \) is the standard textbook liquidity preference function, and \( i^m \) stands for the interest rate on money. The latter is a shortcut of the Calvo and Végh (1995) model in which money is a mix of cash and treasury bills, and \( i^m \) can be interpreted as the interest rate controlled by the central bank (e.g., the federal funds rate in the United States). To put equation (7) through its paces, note that in the IS/LM apparatus, equation (7) corresponds to the LM curve. Thus, a rise in \( i^m \) will increase the demand for money (i.e., will shift up the LM curve) and generate output contraction. Note that contraction holds even in the case in which QE is ineffective. This helps rationalize the opinion, popular in current debate, that QE is no longer effective, but a rise in the Fed's rate can deepen the extent of recession.

However, the impact of increasing \( i^m \) could have the opposite effect. For the sake of the exposition, I will assume equation (5). Suppose that money (including other safe assets) has a role as a medium of exchange for firms' transactions. This can be captured by assuming that real monetary balances, \( M\Gamma \), enter the production function. Let the latter be denoted by \( F(M\Gamma_t + Z(M\Gamma_{t-1})) \), where the function \( F \) is strictly concave and satisfies

---

21. Technical note. The absence of the Liquidity Deflation term \( Z \) from the demand side in equation (7) holds if derived from a standard representative-individual model in which \( M\Gamma + Z((M\Gamma)^t) \) is an argument in the utility function. However, this would not hold true if the \( Z \) function multiplies \( M\Gamma \).
Inada conditions around 0. The representative firm’s profit (in real terms) is given by:

\[ F(M_t \Gamma_t + Z(M_{t-1} \Gamma_{t-1}))- (i-\bar{i}^m)M_t \Gamma_t. \] (8)

Thus, the first-order condition with respect to \( M_t \) is

\[ F'(M_t \Gamma_t + Z(M_{t-1} \Gamma_{t-1})) = i - \bar{i}^m. \] (9)

Hence, lowering the central bank interest rate, \( \bar{i}^m \), leads to a fall in output (and the zero lower bound is a nonissue), because it increases the opportunity cost of money holdings. The negative output effect from lower \( \bar{i}^m \) would also hold if money had a role as credit collateral. I find it curious that the literature and policy debate systematically assumes that “easy money” is expansionary, despite the popularity of the literature that highlights collateral assets (e.g., Kiyotaki and Moore 1997) and the central role of collateral meltdown in the Lehman crisis (see Gorton and Metrick 2012). Notice that under these assumptions, maximum steady-state output is achieved at \( M^\Gamma = \bar{M^\Gamma} \). If this output level is thought to be too low, interest rate policy alone could not help take the economy out of that rut. As in the previous case, the central bank will be doomed to rely on unconventional monetary policy in aeternum.

In sum, liquidity deflation could generate chronic deflation. Standard and unconventional monetary policy may fail to generate the liquidity necessary to restore full employment. Moreover, as deflation proves to be much more resilient than expected and output is dragged down by lack of aggregate demand, the private sector may start considering money as an attractive investment vehicle, exacerbating price deflation. These effects will be less acute if the economy operates below \( \bar{M^\Gamma} \), but they may start to be felt, leading policy makers to turn their attention to alternatives like fiscal policy. This may be the right way to go. However, given credit market difficulties, it would be misleading to analyze the effects of fiscal policy while ignoring financial constraints. Liquidity shortage could have a major impact on the size of the Keynesian multiplier. Ilzetzki, Mendoza, and Végh (2013), for instance, found that the multiplier is negative in highly indebted economies.

---

22. For further discussion on this topic, see Calvo (2016).
Remark 7. Spillover effects. Liquidity shortage and deflation in DMs could spill over to EMs, generating new liquid assets centered on EM liabilities (Gorton 2017; Calvo 2016). For EMs that display large international reserves, this situation may enhance the liquidity of public sector obligations, for example, leading to lower pass-through coefficients and making inflation targets easier to achieve. This is, in principle, good news for EMs but as usual, there is also a dark side: Liquidity of EM liabilities is likely to be sensitive to DM interest rates.

In closing, it is worth pointing out that the supply-side liquidity trap phenomenon discussed here is a close relative to the burgeoning safe-asset shortage literature (see Caballero, Farhi, and Gourinchas 2016). Both emphasize difficulties in stimulating aggregate demand or output supply due to supply-related factors. The value-added of the approach in this chapter is that these factors are linked to liquidity, traced to the large loss of liquidity (in e.g., the inception of the Great Recession) and the difficulty of increasing liquidity by pumping in reserve currency public sector liabilities, or a fall in the international (e.g., US dollar-denominated) price level. Moreover, the discussion suggests that the supply-side liquidity trap for reserve currencies is linked to collateral trouble in the credit channel that lowers the output backstop of liquid assets, a topic addressed next.

Sluggish Recovery
Empirical evidence shows that economies may take long to recover from severe financial crises (e.g., Reinhart and Reinhart 2010). The Great Recession is a striking example. In 2016 the European Union was still struggling to recover its output peak in 2008. The United States has been more successful, but output is still now below trend. This phenomenon has been attributed to the credit boom prior to the crisis and resulting overindebtedness (e.g., Koo 2009; Reinhart and Reinhart 2010; Taylor 2015). Naturally, theory has put financial frictions and imperfections at center stage—although, it should be noted, more as amplifiers than as main triggering factors (see, e.g., Queraltó 2013). Less attention has been paid to liquidity fragility, a birth defect of the financial sector. I am afraid that this bias may result in losing sight of some valuable “low-hanging fruits” that help explain not only sluggish recovery but also other central features of
systemic financial crises (e.g., nominal price deflation). A model displaying those features is discussed in Calvo (2016, chapter 5). I will sketch it out in what follows.

Consider a closed-economy, representative-agent model under perfect price flexibility. Output can be allocated on a one-to-one basis to consumption or raw materials, and households are subject to a cash-in-advance constraint, similar to equation (2) above, where now $M$ stands for fiat money. The representative firm is also subject to a liquidity-in-advance constraint for its raw material purchases. Moreover and realistically, I assume that the firm can hold both fiat money and highly liquid securities, say, ABS. The return on ABS, including liquidity services, is also a function of its liquidity coefficient, indicated by $\theta$ in the formal model ($0 \leq \theta \leq 1$). Clearly, if $\theta=0$, ABS cannot be employed to satisfy the firm’s liquidity constraint, and the firm will hold liquidity entirely in the form of fiat money. In contrast, if $\theta=1$, ABS would be perfect substitutes for fiat money and, under normal circumstances, will return-dominate the latter. Thus, I assume that if $\theta=1$, firms would prefer to hold their entire liquidity portfolio in ABS. The formal model considers intermediate cases, but the two limit cases are enough for illustration.

Liquidity crunch is defined as a sudden exogenous fall in the parameter $\theta$. For motivation, this can be thought of as a run on ABS along Diamond-Dybvig (1983) lines. Consider the case in which, initially, $\theta=1$, and as a result of the liquidity crunch, $\theta$ goes all the way down to 0. Because the return on ABS prior to the crisis is higher than the return on fiat money, the return on the liquid portfolio that the firm is constrained to hold in advance will be lower after the liquidity crunch. This increases the cost of raw materials and, if the production function satisfies Inada’s conditions, induces a fall in output. If consumers were the only holders of fiat money and money supply was given, the slump would cause a rise in the price level, because output contraction would bring about a fall in the demand for fiat money. But in this model, an additional effect points in the opposite direction, because as noted, the liquidity crunch provokes a massive switch in firms’ liquid portfolio from ABS to fiat money. This switch can offset the fall in the demand for money from households and cause price deflation. Thus, the model can rationalize price deflation, even though the cards were stacked against it by the assumption that households are subject to a cash-in-advance constraint.
The model can be extended to a growth context in which the liquidity-in-advance constraint applies to investment. In a model in which output is proportional to the stock of capital, one can show that the rate of capital accumulation is a negative function of the opportunity cost of liquidity. Thus, for instance, a liquidity crunch would bring about a fall in growth (i.e., sluggish recovery). Moreover, if liquidity-in-advance also applies to the purchase of raw materials, the liquidity crunch will bring about output contraction on impact, possibly accompanied by price deflation (as discussed in the previous paragraph).

Some policy experiments in terms of this model are conducted in Calvo (2016, chapter 5). Here I just note that, despite its simplicity, the model captures several realistic features associated with liquidity crunch. This suggests that policies that aim at restoring the economy’s vitality after a liquidity crunch should pay special attention to factors that caused the crunch and moderate its effects. Actually, some popular policies that do not address those issues may fail to work. For instance, an increase in money supply or government expenditure would be totally ineffective, unless they help to restore the liquidity of ABS without simultaneously provoking a large drop in their pure rates of return (i.e., rates of return that do not include liquidity services).
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Comment: Gita Gopinath

Without a doubt, the 2008–2009 global financial crisis and its lingering effects have changed the lens through which macroeconomists view the world. Previously, developed markets had been characterized as having frictionless and benign financial markets, but the 2008–2009 financial crisis that originated in the developed world dispelled all notions of this. As a consequence, it is now nearly impossible to discuss macroeconomics without explicitly describing the interactions of economic agents and the imperfect world of finance.

However, it is important to note that for international macroeconomists, of which Guillermo Calvo is most prominent, the failures of financial markets has been at the center of understanding the economies of emerging markets, economies that have routinely been buffeted by financial and debt crises. This gives Guillermo, who is one of the leading experts on emerging market crisis, an edge over other macroeconomists in analyzing this crisis and pointing out to us lessons for the future of macroeconomics. This is why his contribution to this volume is so valuable, and I thoroughly enjoyed reading his chapter.

Guillermo makes several important points, of which I will highlight a few, but I encourage the reader to delve into the many other contributions in the chapter. Guillermo flags two major blind spots that policy makers have ignored at the peril of their economies. The first is the power of expectations to drive self-fulfilling crises when policy makers suffer the original sin of not being able to commit so-called expectations dominance. The second is that liquidity scarcity can arise rapidly and have long-lasting effects on the economy, and conventional monetary policy can fail to rescue the economy. As Guillermo goes on to describe, two important policy recommendations that follow from these observations. The first is the need to
ensure sufficient supply of safe and liquid assets. The second is that the world benefits from a global coordination of policies, so that expectations are coordinated on the good equilibria. I will reinforce both these points.

As Guillermo highlights, the inability of even social welfare maximizing central bankers to commit to policy was a major factor in the hyperinflations of the past. This is tied to the time inconsistency problem, where monetary authorities would like to commit to not inflating ex ante but then ex post have every incentive to general surprise inflation so as to stimulate the economy, increase seignorage, and lower the real value of nominal debt. Forward-looking private agents of course expect this behavior and raise prices in anticipation, thereby raising equilibrium inflation.

Similarly, expectations can generate temporary booms that eventually go bad, and governments can misinterpret the cause of the boom. As an example, Guillermo points to the consumption booms that followed exchange-rate-based stabilizations in emerging markets. He argues that it is expectations of the failure of the stabilization reform measures that generate a temporary consumption boom as agents front-load purchases of goods in anticipation of a return to high inflation in the future.

The importance of expectations dominance and self-fulfilling crises was evident in the 2012 debt crisis in the Eurozone. As yields on government debt rose rapidly in Greece and spilled over to Ireland, Portugal, Spain, and Italy, the European Central Bank’s (ECB) president Mario Draghi promised to do whatever it takes to save the euro, including possibly buying stressed government debt. The mere promise of this brought yields down rapidly, even in the absence of any purchases by the ECB (figure 4.1). This event not only highlights the role of expectations dominance in generating crisis, it also importantly points out the errors of the framers of the common currency area who restricted the ECB from being the lender of last resort. Aguiar et al. (2015) describe self-fulfilling crisis in monetary unions and the important role of central banks to intervene in a state-contingent manner to alleviate such crises.

Aguiar et al. (2013) also describe how the ability to inflate does not necessarily reduce the potential for self-fulfilling crises. In the midst of the Greek crisis, it was argued by several leading economists that the problem arose because Greek debt was real, as the Greek’s did not control the supply of the currency in which the debt was denominated, and required fiscal surpluses to pay it down. In contrast, if the debt had been denominated
in a currency over which the country has direct control, as in the case of U.S. and Japanese debt, then governments also have the option of inflating some of the debt so as to make it easier to repay. This argument is flawed to the extent that it ignores the role of expectations. When debt is in nominal terms and lenders expect the use of inflation to reduce the real value of debt, then this expectation gets priced into nominal interest rates. Consequently, there is no additional gain from being able to control the currency in which the debt is denominated.

A second theme in Guillermo’s chapter is about liquidity and its fragility. Clearly it can be tricky to describe what a liquid asset is, something Guillermo gets into at some length. But the point that sudden collapse can occur in liquidity relative to the demand for it, which in turn can have important negative and lasting consequences for the economy, is a point that has been emphasized recently by many economists. In the “safe assets” literature, Caballero and Farhi (2014) point to the collapse in safe assets following the 2008–2009 financial crisis as important for understanding the decline in real interest rates, the drop in output, and the increase in risk premia in equity markets. The excess demand for safe assets also calls

---

**Figure 4.1**
Sovereign 10-year yields
for unconventional monetary interventions, such as the purchase by the central bank of toxic assets as opposed to the more conventional purchase of safe treasuries.

Whether there continues to be a liquidity crisis is up for debate. However, there is little doubt that the world needs to be prepared for future financial crises that may arise from China. With China’s debt exceeding 240 percent of its GDP and the ongoing credit boom there is sufficient cause for concern.

A theme in the chapter that I have spent little time discussing is the price theory of money. Guillermo argues that the reason people hold certain currencies is because prices denominated in that currency tend to be preset and staggered and therefore deliver predictable output. This is an appealing argument, but of course one could ask what comes first. The reason prices are sticky in a currency is plausibly because of the faith in the monetary authorities that manage the currency to keep inflation low.

I look forward to reading future work by Guillermo on this and related issues so as to gain important insights into the functioning of the world economy, something Guillermo has delivered in spades over many years.
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The 2008–2009 global financial crisis and the ensuing Great Recession have prompted a critical reassessment of mainstream macroeconomic models. Among their key weaknesses, many observers have singled out the virtual neglect of the financial system. Indeed, the description of the financial side in the pre-crisis mainstream macro model was pretty much limited to a demand function, presumed stable, for a well-defined concept of “money.” Financial frictions and amplification mechanisms, two ingredients widely seen at core of the financial crisis and its propagation, were altogether absent.

These themes at the nexus of macroeconomics and finance have long attracted Guillermo Calvo’s attention. His chapter brings together a broad array of big macrofinancial issues that reflects the wide range of his contributions to macroeconomic thinking, and it showcases his mastery at drawing insights from highly stylized analytical settings. The common threads that tie the chapter together are expectations and, especially, liquidity and its role in past and recent crises. This is the focus of my comments below. Needless to say, it has been a longstanding concern for Guillermo Calvo, as proven, for example, by his seminal work on sudden stops.

The chapter argues that liquidity should take center stage in macroeconomics and places it at the root of the global crisis and the post-crisis slump. The central role of liquidity reflects two key facts. The first is that liquid assets are essential to the operation of modern economies. They facilitate market transactions, can (almost) always be transformed into means of exchange at full face value, and exchanged for goods and services or other assets. In particular, their widespread use as collateral in financial transactions makes them essential to a well-functioning credit market. But the second key fact is that liquidity is also fragile: Liquid assets—especially those privately produced, with bank deposits as the classic example—are
vulnerable to self-fulfilling runs. This puts the spotlight on the role of expectations and coordination mechanisms in triggering sudden shifts in the valuation of liquid assets.

These two issues—liquid assets as the key to the credit mechanism in the context of financial frictions and the vulnerability of those assets to shifts in expectations—have been explored by an ample literature, which could have featured more prominently in the chapter. Recent examples that come to mind are those of Martin and Ventura (2012), who show how bubbles can unlock credit and growth, and Gorton and Ordoñez (2013), who analyze the endogenous nature of financial fragility.

**The Backing of Money**

As the chapter reminds us, fragility is a fundamental feature of fiat money, the ultimate liquid asset. Fiat money is an intrinsically worthless asset, valuable only to the extent that it is (or is expected to be) valued by others. Thus, it fits the standard definition of a bubble. This in turn opens the door to the existence of multiple self-fulfilling equilibria in monetary economies—including barter equilibria, in which the price of money is zero.

The question of why money is valuable attracted considerable attention from monetary theory during the 1960s and 1970s. Yet flight away from money has been a rare occurrence in modern times. It has not been a feature of recent crises; indeed, if anything, the opposite has been the case. The chapter sets out a “price theory of money” (or PTM for short) to explain this resilience of money: What anchors the value of money is nominal price stickiness. In a world of staggered price setting, the positive value of money is just a result of hysteresis: Money is valuable today, because it was valuable yesterday. Because only a limited number of individual prices may have changed in the interim, the general price level (the inverse of the value of money) cannot have moved much. By the same reasoning, if money is valuable today, it can be anticipated to remain valuable tomorrow. Thus, staggered price setting provides an output backing for money.

This approach casts nominal rigidities in an unusual light. In the macroeconomic literature they routinely get the blame for hampering adjustment to shocks, but the PTM holds instead that they also deserve credit for preserving monetary stability. Put differently, much-hyped price flexibility is not an unmixed blessing after all, as it may come with increased monetary fragility.
But there is some circularity underlying the PTM. Pricing arrangements are themselves not invariant to perceptions about monetary and aggregate price stability. For example, if (for whatever reason) the price level is expected to rise quickly, more agents are likely to revise upward their individual prices, and by larger amounts, than if they expect the overall price level to rise slowly (Burstein 2006). Thus, as a result of the combined actions of individual agents, the degree of price level stickiness, and hence its contribution to the backing of money, in effect depends on expectations. Ultimately, this suggests that the power of the PTM to explain the backing of money—that is, the degree of monetary and price stability—may itself depend on the perceived degree of monetary and price stability. In other words, the PTM may not take us too far in resolving the indeterminacy surrounding the value of money.

**Liquidity and Fragility**

In modern economies, other assets beyond fiat money provide liquidity services. Much of the recent literature (e.g., Gorton and Ordoñez 2013; Caballero and Fahri 2018) refers to them as “safe assets.” They include public debt backed by the government’s taxation capacity, as well as privately produced debt backed by either a lender-of-last-resort guarantee (as in the case of insured bank deposits) or by credible collateral (as in the case of asset-backed securities).

What distinguishes safe assets from the rest is the fact that they can (almost) always be exchanged at full face value. They retain (much of) their value in large systemic events. Also, their value is information insensitive—there is no benefit to producing private information about it. In other words, they are free from adverse selection, that is, concerns that the counterparty may have superior private information about their value.

Private-label assets help meet the overall demand for liquidity, but their use also raises financial fragility. They can be close, but not perfect, substitutes for safe public debt. Their value is impaired in systemic events. In particular, unless fully backed by a lender of last resort, short-term private-label safe assets are vulnerable to runs, as shown in the global financial crisis (Brunnermeier 2009; Gorton 2010).

All these issues are touched on, to varying extents, in Guillermo Calvo’s chapter. But they have important implications for public debt, a missing theme. The fragility of private-label liquidity implies that safe public debt has
a key role to play in protecting the credit mechanism. More specifically, public debt is net wealth, to the extent that it allows sustaining credit at times of crisis—when privately produced assets cease to be accepted as collateral (Gorton and Ordoñez 2013). Even if the choice between taxes and debt to finance government expenditure may be inconsequential in normal times, Ricardian equivalence still breaks down when financial crises can occur. Failure to recognize this may result in an undersupply of safe public debt.

Another important policy question is the ability of financial regulation to mitigate the fragility of privately produced liquid assets. This subject has focused the attention of financial regulators worldwide after the crisis, although it receives limited attention in the chapter. Yet, as Guillermo Calvo notes, the tightening of regulatory requirements post-crisis has gone in the direction of raising the mandated liquidity holdings of financial institutions, which will likely have the unintended consequence of increasing the aggregate shortage of safe assets.

**Expectations and Fragility**

Investor runs are often attributed to “shifts in sentiment.” But the causes of those shifts remain poorly understood. This echoes the fact that theoretical work on models with multiple equilibria typically has little to say on what prompts jumps across them—for example, what causes transition from a bubbly to a bubbleless equilibrium in a model of asset bubbles. In practice, the factors responsible are often difficult to determine even in ex post forensic analysis of financial crashes. The Minsky moment that marks their onset does not usually follow large shocks to fundamentals or major news about their future path. Instead, it tends to occur after the arrival of relatively minor, sometimes almost irrelevant, news.

The subprime crash is a case in point. The sharp increase in the default rate of subprime mortgages in the United States is commonly viewed as the trigger of the global crisis. But it is hard to see how the souring of a fairly minor segment of the US mortgage market could have reversed expectations about the future prices of broad categories of assets so dramatically as to trigger runs on a wide variety of leveraged investors across the financial system.

What makes for this disproportionate effect of seemingly innocuous news? The literature on amplification mechanisms in financial crises (e.g., Brunnermeier and Oehmke 2013) offers some hints. One example can be
found in Guillermo’s own work on the interplay between informed and uninformed investors (Calvo and Mendoza 2000). The latter investors infer the state of fundamentals from the actions of the former. In appropriate conditions, the uninformed investors may stage a run just because informed investors are redeeming assets to meet their liquidity needs, which uninformed investors misinterpret as a sudden worsening of fundamentals.

A related mechanism arises when rational investors hold heterogeneous expectations due to the presence of private information about the fundamentals. Asset prices then reflect average market expectations, and rational investors have to face Keynes’s “beauty contest” (i.e., they need to form expectations about the expectations of others). In such settings, noisy public signals about the fundamentals drive a wedge between asset prices and fundamental values (Bacchetta and van Wincoop 2008). In particular, asset prices may overreact to public signals (Allen, Morris, and Shin 2006) and experience abrupt shifts in response to nearly irrelevant news.

From this it would seem tempting to conclude that steps aimed at improving the reliability and accuracy of public information—such as enhanced disclosure rules for leveraged investors—might help reduce asset price volatility and stem investor panics. It is doubtful, however, that such measures would make much of a material contribution to anchor investor expectations and deter runs. Calvo’s chapter points in a different direction. For example, he suggests more use of pegs to limit the indeterminacies surrounding flexible exchange rates or of backward indexation to anchor inflationary expectations. How, if at all, this could translate to the case of asset prices—which are fundamentally forward looking—is not discussed, but it seems like a natural follow-up question. For example, should policy make more systematic use of floors (or ceilings) to the levels, or the changes, of asset prices?

The Post-Crisis

Almost 10 years after the global crisis, world economic growth remains sluggish, and advanced economies continue to exhibit deflationary pressures. This disappointing performance has attracted a wide variety of explanations (see Teulings and Baldwin 2014). They range from those that portray the post-crisis as a new normal, driven by slow-moving supply or demand factors (i.e., the “secular stagnation” view) to others that take more of a short-term perspective and attach a central role to Keynesian aggregate
demand deficiencies. Yet others find the post-crisis sluggishness well in accordance with the past history of major financial crashes, which are typically followed by protracted recessions.

The chapter takes a liquidity-centered view: The crisis was driven by the collapse of liquid assets, which brought the financial system to the verge of collapse. As credit supply dried up, output and employment fell across the globe. Low growth in the post-crisis world reflects the continuing liquidity shortage and malfunction of the credit market.

Few dispute the key role of the liquidity crunch in the onset of the crisis, but there is much less agreement on whether the shortage of credit remains the main cause of the subsequent sluggish growth. Casual observation suggests that many firms in the United States and Japan are awash with liquidity, yet investment has been slow to recover. Empirical tests by Mian and Sufi (2014) indicate that the credit crunch cannot explain the US employment collapse. On the whole, the seeming implication is that aggregate demand shortages, actual or anticipated, might also be a major factor behind the weak growth recovery.

Most observers believe that the powers of monetary policy to reignite growth have been weakened in the post-crisis as the economy fell into a liquidity trap posed by the zero lower bound on interest rates. Although the chapter shares this perspective, its distinguishing feature is the view that what is at work is a supply-side liquidity trap—as distinct from the Keynesian demand-side liquidity trap. The latter arises from an insatiable demand for liquidity; the former, according to Calvo, from the inability of monetary policy to raise the supply of liquidity services.

In this narrative, expansionary monetary policy may be able to raise real money balances but fail to raise liquidity or even reduce it; such policy may prompt deflation rather than inflation, as individuals vie for yet more liquidity. The mechanism responsible for this intriguing result is not fleshed out, but it appears to rely on agents’ competition for liquidity services in a setting with pecuniary externalities and anticipated runs on liquid assets. In a variation on the same idea, the central bank might be able to raise liquidity, and thereby output, only as long as it keeps expanding the money supply indefinitely.

Strictly speaking, it is not clear if this really qualifies as a supply-side liquidity trap, because the underlying mechanism seems to rely on the behavior of liquidity users on the demand side. And, on the whole, it seems
doubtful that central banks’ attempts to implement expansionary policies really belong among the chief factors behind the deflationary pressures in advanced countries.

Leaving aside these issues, however, Calvo’s perspective on the post-crisis has a lot in common with the recently proposed “safety trap” view (e.g., Caballero and Fahri 2018). In that narrative, the market for safe assets witnessed a long-term increase in demand, largely driven by the growing liquidity needs of financial intermediaries, as well as the self-insurance needs of emerging-country governments around the world in the face of global external disturbances (Gourinchas and Jeanne 2012). The growth of demand far outstripped the available supply of safe public debt and led to a boom in the supply of private-label (quasi-)safe assets, through securitization and similar mechanisms. Indeed, the US evidence confirms that the net supply of private-label liquid assets is negatively correlated with the supply of government debt (Krishnamurty and Vissing-Jorgensen 2012).

These assets unraveled in the crisis and brought down with them large volumes of formerly safe sovereign debt, notably that of European periphery countries struggling to rescue their financial systems. By some estimates, the supply of safe assets relative to global GDP fell by half, opening up a massive gap vis-à-vis their demand and pushing down into negative territory their “natural” rate of return (i.e., that consistent with full employment; Caballero and Fahri 2018). With the actual rate constrained by the zero lower bound, the economy fell into a safety trap, and equilibrium in the safe asset market was restored through an output fall.

This story seems to have a lot in common with that outlined in the chapter. The safety trap is akin to a liquidity trap, with the added feature of an endogenous risk premium that shapes the output effects of macroeconomic policy. And some policy implications seem broadly similar—in particular, the scope for conventional monetary policy is limited in both narratives. In truth, however, the “supply-side liquidity trap” perspective in the chapter is not developed in sufficient detail to allow the reader to see how, or why, appropriate policy actions to revive liquidity would differ from those needed under a demand-side liquidity trap or a safety trap.

In a safety trap, for example, issuance of (safe) public debt, quantitative easing through central bank purchases of risky assets, or inflation target increases are all effective for raising output (see Caballero and Fahri 2018
for details). In turn, Calvo’s chapter seems skeptical regarding risky asset purchases. Because such purchases essentially amount to changing the relative supply of safe and risky assets, one may conclude that (safe) public debt issuance, which is not explicitly discussed, may be ineffective, too—in sharp contrast with the “safety trap” optic. This seems puzzling, although strictly speaking, both risky asset purchases and public debt issuance should be expected to be similarly unhelpful in conventional liquidity traps. In turn, inflation target increases are not contemplated either, although one would conjecture that they should be of help, as in standard liquidity traps.

What about the international perspective? Many central banks, especially from emerging markets, hold massive amounts of safe assets at present, in most (but not all) cases for self-insurance purposes. This tends to worsen the global asset shortage. Improved reserve-pooling arrangements, through the IMF or in other ways, might help reduce self-insurance needs, as Calvo notes. But these steps may also require higher levels of mutual trust than currently exist. A more intriguing option, recently proposed by Rogoff (2016), would partly reallocate emerging-market reserve holdings to gold, which is a highly liquid asset whose rate of return is not subject to a zero lower bound—thus potentially helping release the safety trap. In addition, reforms to enhance emerging markets’ ability to supply safe assets, rather than just demand them, would seem worth considering too, but they are not discussed in the chapter.

Final Thoughts

Over the past decades, the overall demand for liquid assets has grown steadily, largely driven by the growing liquidity demand of the global financial system. Demand has far outpaced the supply of outside liquid assets (i.e., fiat money and safe public debt), resulting in an increasing resort to inside assets (i.e., private-label assets) that is seen by many observers as one of the key ingredients behind the global crisis and its disappointing aftermath. Much of the policy debate has centered on how to engineer a commensurate increase in asset supply to bridge the gap with demand.

This view prompts two concluding questions. First, because much of the growth in demand stems from the increasing collateral needs of an expanding financial system, we may wonder whether such expansion really is welfare-increasing. In other words, is it possible for financial
intermediation, and thus its derived collateral needs, to grow “too large” from a social welfare viewpoint?

In practice, externalities are at work that may easily lead to excessive financial intermediation in a general equilibrium setting. Eden (2016) offers an example, based on the fact that, although both fiat money and quasi-monies can be used to facilitate socially efficient transactions, it is cheaper to use fiat money, because it is costless to produce. The private incentives for spending resources on the production of quasi-monies are always greater than the social incentives, as they do not internalize the equilibrium adjustment of the price level. A similar reasoning applies to credit: Although it facilitates efficient transactions, its production requires real resources in the form of monitoring services. Thus, the private incentives to produce credit are likely to be excessive, because they do not internalize equilibrium price adjustments.

It is easy to think of situations in which financial intermediation grows too large because of other externalities. A prominent example is that of intermediation facilitating socially excessive risk taking, driven by the fact that individual intermediaries do not take into account their contributions to systemic risk and hence to the likelihood of adverse scenarios—a theme explored by the macro-prudential literature.

Leaving aside the scale of the financial system, the second question concerns the roots of its collateral needs. These ultimately arise from the presence of frictions, such as asymmetric information, monitoring costs, and imperfect contract enforcement. The natural question is whether the primary focus of policy should be just to meet the collateral needs imposed by these frictions, possibly at the cost of increasing financial fragility. Granted, it is not likely that frictions can be eliminated altogether. But there probably is ample room for regulatory and other policies to substantially limit their scope, and thereby contain the ever-expanding collateral needs of financial intermediation.
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It is an honor to join this distinguished group and to take part in this event. I feel especially privileged to have Maurice Obstfeld and Aslı Demirgöz-Kunt as my discussants. I have learned a lot from Aslı and Maury over the years and no doubt will learn much from their comments today.

Exchange rates are back in the news. It is a cliché that the world has become more connected, but the external dimension of monetary policy has figured more and more prominently in central bankers’ speeches lately. Financial markets, for their part, appear to be tethered more closely than ever to global events, and the real economy appears to dance to the tune of global financial developments rather than the other way round. If you will excuse a rather extravagant metaphor, the financial tail appears to be wagging the real economy dog. This is not how things are supposed to work. According to the traditional approach to international finance, financial flows are no more than the accounting counterparts to savings and investment decisions. The current account is the borrowing need of the country as a whole, and exchange rates steer net exports to restore external balance. When a country experiences an appreciation of its currency, this is presumed to be contractionary, as net exports fall.
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However, events have not always played out this way, especially in emerging economies. Rather than dampening economic activity, episodes of sustained currency appreciation often go hand in hand with buoyant economic activity on the back of strong capital inflows. The boom may be accompanied by the buildup of financial vulnerabilities. Think back to the years before the latest bout of financial turbulence in emerging markets. My discussant Maurice Obstfeld has a well-known empirical paper with Pierre-Olivier Gourinchas (Gourinchas and Obstfeld 2012) that sheds much light on this phenomenon. The combination of a rapid increase in leverage and a sharp appreciation of the currency emerges as a strong indicator of financial vulnerability and of subsequent crises.

There is also a flip side to the argument based on the current account. If a country is running current account surpluses, the argument goes, then its currency will tend to appreciate unless the authorities are keeping the currency artificially low. This is the familiar argument heard around the G20 table, directed at economies running current account surpluses. By the same token, the currency of a deficit country should depreciate. However, again, events do not always play out this way. In the mid-2000s, the US current account deficit widened to historical highs, and many commentators expected an imminent depreciation of the dollar. In the event, the dollar went in the opposite direction. It appreciated strongly with the onset of the crisis, wrong footing many commentators. The appreciation of the dollar was accompanied by a tightening of global financial conditions.

The wheel has turned full circle, and financial markets are once again keeping a wary eye on a stronger dollar. Observers are keenly attuned to every twist and turn in the monetary policy debate in the United States. Markets rally and the dollar weakens on any temporary reprieve from the normalization of US interest rates, only to reverse course when monetary tightening is back on the agenda.

Why are global financial conditions so attuned to the strength of the dollar? And why is the real economy so sensitive to global financial conditions? These are the two questions addressed in this chapter.

The chapter starts by describing a market anomaly in the currency market that is symptomatic of the strains currently being placed on global capital markets. In spite of the outward tranquillity, tensions lurk beneath the surface. Market anomalies offer a window on these strains.
A Telling Market Anomaly

There is an intriguing market anomaly in the foreign exchange market right now: the widespread failure of covered interest parity. Covered interest parity (CIP) is the proposition that interest rates implicit in foreign exchange markets should be consistent with market interest rates.\(^1\)

Before 2008, CIP held as an empirical regularity with very few exceptions worth mentioning. As an academic, I used to tell my students that CIP is about the only relationship that can be relied on in international finance. I know better than to say this now. Textbooks still say that CIP holds, but it is no longer true.

Figure 5.1 shows the evidence. A foreign exchange swap (FX swap) is an arrangement where one party borrows US dollars by pledging another currency as collateral—that is, lending the other currency in exchange for dollars. The forward rate is the agreed exchange rate at which repayment takes place. From the forward rate and the current spot rate, we can calculate the implied interest rate on the US dollar. The top panels of figure 5.1 plot the implied 3-month interest rate on the dollar from forward rates embedded in FX swaps. Each series shows the particular currency pledged as collateral. Figure 5.1 plots the comparison of the 3-month US dollar LIBOR, the market interest rate for dollars. When the implied dollar interest rate from FX swaps is above LIBOR, then the borrower of dollars in the FX swap is paying more than the rate available in the open market. This has been the case for the yen, Swiss franc, and euro.

CIP held with barely a blip until the crisis (Akram, Rime, and Sarno 2008). Large deviations from CIP did take place during the 2008–2009 global financial crisis and the euro area crisis of 2011–2012. However, these were periods when financial intermediaries came under severe stress (Baba and Packer 2009; Baba and Shim 2010; Avalos and Moreno 2013). What is remarkable now is that deviations from CIP have appeared during periods of relative calm. Recent deviations have been especially large for the yen,

\(^1\) Formally, CIP is the statement that \(1 + r_A = \frac{F}{S}(1 + r_B)\), where \(r_A\) and \(r_B\) are the market interest rates on two currencies A and B, and S and F are the spot and forward exchange rates, respectively, of A in terms of B.
although the Swiss franc also had a large deviation following the surprise revaluation of the Swiss franc in January 2015.

The bottom two panels of figure 5.1 show the magnitude of the deviation from CIP, where the deviation is measured as US dollar LIBOR minus the FX swap-implied dollar interest rate. The difference is called the “cross-currency basis,” and for the currencies listed in figure 5.1, the cross-currency basis is negative, meaning that dollar borrowers in FX swaps pay more than LIBOR.

Figure 5.1
US dollar interest rate implied by FX swaps
A., B. Three-month US dollar interest rate implied by FX swaps
C., D. FX swap spread, 3-month

1. Implied US dollar interest rate in an FX swap involving the indicated currency. The 3-month US dollar LIBOR is plotted for comparison.

2. Spread between the 3-month US dollar LIBOR and 3-month dollar rate implied by FX swaps.
Source: Bloomberg; Datastream; BIS calculations.
Traditionalists will be surprised—shocked even—to discover that CIP fails. But there it is, in the full glare of daylight. Not only does CIP fail systematically, the observed deviations from CIP have become more pronounced in the past 18 months or so. In textbook settings where someone could borrow and lend without limit at prevailing market interest rates, the cross-currency basis could not deviate from zero, at least not by much and not for too long. This is because someone could borrow at the cheaper dollar interest rate and lend out at the higher dollar interest rate. However, executing such a trade entails a sequence of transactions, often through intermediaries. Thus, it makes demands on the risk-taking capacity of dealer banks as well as on counterparties.

What is the link between CIP violations and the dollar? One can draw a parallel with recent strains in emerging markets. At first sight, advanced economy currency markets seem a million miles away from stresses in emerging markets, but the common element is that a stronger dollar and tighter credit conditions go together.

Figure 5.2 plots the value of the US dollar (in light gray), calculated as the simple average of the exchange rates against six advanced economy currencies as indicated. When the light gray line goes up, the dollar strengthens. On the same chart, plotted in dark gray, the average cross-currency basis. Notice how the cross-currency basis is the mirror image of the strength of the dollar. When the dollar strengthens, the cross-currency basis widens. This is especially so in the past 18 months or so, reflecting the stronger dollar.

The relationship is even clearer if we plot changes in exchange rates and changes in the cross-currency basis. Figure 5.3 shows this for the bilateral exchange rate of the euro against the dollar. See the reflected symmetry in the left panel, just like mountains reflected in a lake, where a strengthening of the dollar is associated with a widening of the deviation from CIP. The
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2. The recent evidence is examined by Du, Tepper, and Verdelhan (2016), who find that the cross-currency basis is not confined to LIBOR and appears across many market interest rates. Borio et al. (2016) show that the sign of the cross-currency basis depends on the net swap position of the banking sector.
3. Gabaix and Maggiori (2015) propose a theory of exchange rate determination based on intermediary balance sheet constraints. More generally, a bank's risk-taking capacity is limited by its capital, as described in two of my recent speeches (Shin 2016a, 2016b).
right panel shows the same information as a scatter chart. The negative slope is clear to see; a strengthening of the dollar goes hand in hand with a widening of the deviation from CIP.

The key takeaway is that a stronger dollar is associated with more severe market anomalies. The amazing thing is that this is true not only for emerging markets but also for “safe haven” currencies, such as the yen and the Swiss franc. To understand the nature of this relationship, we need to cast the net wider and take in the larger picture concerning the role of the dollar in the global banking system.

The Global Banking System and the US Dollar

The global role of the US dollar is reflected in its preeminent role in the global banking system. The dollar is the unit of account in debt contracts in that borrowers borrow in dollars and lenders lend in dollars, irrespective of whether the borrower or lender is located in the United States.

Figure 5.4 gives a sense of the size of cross-border bank claims denominated in US dollars, arranged by region. The size of the arrows represents the size of the claims. In 2002, the arrow from the United States to Europe was $462 billion, meaning that banks resident in the United States had
claims of $462 billion to borrowers in Europe. This grew to $1.54 trillion by 2007. The return leg from Europe to the United States went from $856 billion in 2002 to more than $2 trillion in 2007.4

Figure 5.3
Change in euro/US dollar exchange rate and change in cross-currency basis1
1Changes in quarterly averages.
2An increase represents an appreciation of the US dollar against the euro. Source: Avdjiev, Du, Koch, and Shin (2016); Bloomberg; BIS calculations.

I will return to figure 5.4 when discussing the macro implications. For now, notice that the US dollar is used widely throughout the global banking system, even when neither the lender nor the borrower is a US resident.

Why is the US dollar so important in the global banking system? One answer invokes the dollar’s broad international role in cross-border transactions, including its dominant role as an invoicing currency for international trade. Trade financing or associated hedging activity can account for some of the US dollar-denominated bank credit.

A second answer builds on the first. The dollar’s role as an invoicing currency spills over to the currency denomination of lending that finances real assets. For export firms, if the invoice is in dollars, it may make sense to borrow in dollars. Figure 5.4 shows only the bank claims, but an important funding source for emerging market firms has been dollar-denominated bonds. This is especially so for the oil and gas sector. Caruana (2016) and Chui, Kuruc, and Turner (2016) provide further evidence.

The story does not end there, however. This reasoning has a third level. The role of the dollar as the funding currency of choice means that the universe of dollar-denominated assets extends beyond the United States. For large institutional investors with a global portfolio of assets, there may be a currency mismatch between the assets they hold and the commitments they have to their domestic stakeholders. For instance, pension funds and life insurance companies have obligations to their beneficiaries and policy holders. These obligations are denominated in domestic currency—in euros, yen, or Swiss francs. However, a large investor will not be limited to domestic assets and will look abroad to form a diversified portfolio of global assets, including securities issued in US dollars.

To the extent that investors face currency risk, they will hedge that risk. We know that investors from emerging economies with large funded pension systems hedge actively. However, institutional investors from rich economies will face the problem most acutely, as they have the largest portfolios of global assets. The hedging counterparty is typically a bank, and the bank lays off its own currency risk by borrowing dollars. That way, dollar claims are counterbalanced by dollar debts.

6. See Avalos and Moreno (2013) for evidence from Chile.
Figure 5.4
US dollar-denominated cross-border claims (billions of US dollars)
Source: BIS locational banking statistics.
The upshot is that banks take on liabilities denominated in dollars in the process of providing hedging services. This is the third level of the argument. The consequence of the dollar's international role in transactions is that the global banking system runs on US dollars.

Figure 5.5 provides a window on the total dollar-denominated cross-border bank credit arranged by region. The two panels are plotted using

Figure 5.5
Cross-border US dollar denominated credit, all sectors (trillion US dollars)

The break in the series between Q1 2012 and Q2 2012 is due to the Q2 2012 introduction of a more comprehensive reporting of cross-border positions (for more details, see http://www.bis.org/publ/qtrpdf/r_qt1212v.htm).

Source: BIS locational banking statistics, tables A5 (by residence) and A7 (by nationality).
Figure 5.6

Outward bond investment of insurance companies

Source: Deutsche Bundesbank; Japanese Ministry of Finance; Statistics Sweden; Life Insurance Association of Japan; BIS calculations.

1 For Germany, long-term debt securities of insurance companies. Transactions indicate acquisitions minus external financing.

2 For Japan, life insurance companies. Positive (negative) transactions indicate a net purchase (sale) of medium- and long-term bonds.

For Germany, long-term debt securities of insurance companies. Transactions indicate acquisitions minus external financing.

For Japan, life insurance companies. Positive (negative) transactions indicate a net purchase (sale) of medium- and long-term bonds.
data that we have started posting on the BIS website as part of our effort to make more detailed data available.7

In both panels, upward-pointing bars indicate assets, and downward-pointing bars indicate liabilities. The left panel breaks out the total by residence, and the right panel breaks out the total by nationality, meaning the location of the headquarters. So, for instance, the cross-border claims of a German bank office in London would be classified as “UK” in the left panel, but as “euro area” in the right panel. By comparing the two panels of figure 5.5, we see that Swiss and euro area banks have been active in other jurisdictions, especially in the United Kingdom and the United States.

Notice how the undulations in cross-border dollar liabilities track global financial conditions. The totals in figure 5.5 grew strongly up to 2008 but contracted with the onset of the global financial crisis, and then also with the euro area crisis of 2011–2012. Interestingly, the most recent period of dollar strength from mid-2014 has been associated with a decline in the

aggregate cross-border liabilities. The inference is that banks have been less willing to roll over hedges put in place by institutional investors during the earlier period of more ample dollar liquidity.

Direct evidence of institutional investor holdings is not very comprehensive. However, some evidence from national data from a few countries indicates that institutional investors have increased their holding of external bonds. Figure 5.6 gathers some evidence on the outward portfolio flows of insurance companies from Germany (panel A), Japan (panel B), and Sweden (panel C). The bars indicate flows, and the line plots outstanding amounts, where available. The outstanding amounts of foreign bond holdings have fluctuated in recent years, but the general trend has been upward.

Another source of information on foreign exchange hedging comes from the twice-yearly BIS surveys of over-the-counter foreign exchange derivatives. Panel A of figure 5.7 shows the outstanding notional amounts by instrument, and panel B shows the breakdown by counterparty. There was a sharp pull-back during the 2008 crisis, but strong growth in its aftermath. We see, however, that there has been a decline since end–2014, coinciding with the period when the cross-currency basis has widened.

The category consisting of nonreporting financial institutions has seen the largest decline in notional amounts since the end of 2014. This decline has come after a period of strong growth and is consistent with the market having entered a phase where foreign exchange derivative stocks have declined amid a strengthening dollar and subdued risk-taking in the banking sector more generally.

Thus far, the activities of advanced economy banks and investors have been described. But a consistent theme also runs through to events in emerging economies. For this reason, we will broaden the perspective by considering recent events in emerging economies, especially the activities of emerging market economy (EME) corporate borrowing in dollars. Swiss and Japanese life insurance companies could not be more different from emerging market corporates, but they all have in common their strong links to the banking system and their exposure to the procyclical tendencies driven by the “risk-taking channel” of exchange rate changes. Let us consider this now. It is the core of this chapter.
Figure 5.7

Over-the-counter foreign exchange derivatives—Notional principal

At half-year end (end June and end December). Amounts denominated in currencies other than the US dollar are converted to US dollars at the exchange rate prevailing on the reference date.

Source: BIS over-the-counter derivatives statistics.
The Risk-Taking Channel and the Exchange Rate

In a nutshell, the proposition is this: *When an international currency depreciates, there is a tendency for foreigners to borrow more in that currency.* Figure 5.8, which is taken from Avdjiev, Koch, and Shin (2016), illustrates the risk-taking channel for the US dollar. The precise mechanism will depend on the context, but the key feature of the risk-taking channel is that when the dollar depreciates, banks lend more in US dollars to borrowers outside the United States. Similarly, when the dollar appreciates, banks lend less or even shrink outright the lending of dollars. In this sense, the value of the dollar is a barometer of risk-taking and global credit conditions.

A weaker dollar is associated with greater lending in dollars, lower volatility, and more risk taking, but a stronger dollar is associated with higher volatility and a recoiling from risk taking. For instance, a standard carry trade motive would be consistent with the risk-taking channel (Menkhoff et al. 2012).

Panel B of figure 5.8 shows the coefficients of rolling regressions with a 20-quarter sample window. What is notable is that the coefficient has become more negative in the recent post-crisis period. Before the 2008–2009 crisis, the coefficient hovered around –0.2 to –0.3, but after the crisis, the coefficient has been around –0.5. In other words, a 1 percent appreciation of the dollar in terms of the nominal effective exchange rate is associated with a 0.5 percent decline in the quarterly growth rate of dollar cross-border credit. In this sense, the value of the dollar is a key barometer of global dollar credit conditions.

We saw earlier in figures 5.2 and 5.3 how the deviation from CIP tracked closely the value of the US dollar. We now have a way of making sense of this relation. The breakdown of CIP is a symptom of tighter dollar credit conditions putting a squeeze on accumulated dollar liabilities built up during the previous period of easy dollar credit. During the period of dollar weakness, global banks were able to supply hedging services to institutional investors at a reasonable cost, as cross-border dollar credit was growing strongly and was easily obtained. However, as the dollar strengthens, the banking sector finds it more challenging to roll over the dollar credit previously supplied.

One way to summarize the finding is that a “triangle” links a stronger dollar, more subdued dollar cross-border flows, and a widening of the
Figure 5.8
US dollar cross-border bank lending and the dollar exchange rate

1 Plot of quarterly growth rate of cross-border bank lending in US dollars on quarterly changes in the US dollar nominal effective exchange rate for Q1 2003–Q3 2015. Lending refers to loans by BIS reporting banks to all (bank and nonbank) borrowers outside the United States. The line is a fitted regression line. Positive changes indicate an appreciation of the dollar.

2 Rolling regression coefficient for 20-quarters window.

Sources: BIS locational banking statistics; BIS effective exchange rate indices; BIS calculations.
cross-currency basis against the dollar. This is the main theme explored in Avdjiev et al. (2016). The preeminent role of the US dollar as the global funding currency means that US monetary policy has an especially important place in the determination of global financial conditions.

The euro, after a slow start, is showing signs of joining the dollar as an international funding currency. Borrowers outside the euro area are borrowing more in euros, taking advantage of very low long-term interest rates, just as borrowers outside the United States have been borrowing in US dollars for some time. To be sure, the sums are still small for the euro. The stock of euro-denominated debt of nonbanks outside the euro area is only about a quarter of the equivalent US dollar amount. But the trajectory is steep. US companies have been particularly active in borrowing in euros. This type of borrowing is common enough to have its own name: “reverse Yankee” borrowing.

Figure 5.9 shows that the risk-taking channel for the euro is starting to show the telltale negative relationship between a weaker currency value and expanding cross-border lending in that currency; it was not there before but has emerged since the crisis. The coefficient of the rolling regression is now negative. At about –0.7, the coefficient is even larger in absolute terms than for the dollar. For the Japanese yen, Avdjiev, Koch, and Shin (2016) find that its role as an international funding currency has waxed and waned over the decades, but the telltale signs of the risk-taking channel have reappeared in recent years with monetary easing in Japan.

As the euro and yen join the dollar in the ranks of international funding currencies, we are left with a dilemma. With each successive wave of monetary easing since the financial crisis, greater demands are being made on international capital markets. One important task that remains is to investigate how much of the observed market anomalies can be attributed to exchange rate pressures and changing market dynamics wrought by monetary spillovers. Spillovers and “spillbacks” have been an important theme in international finance,8 and it looks to stay that way for the time being.

8. This theme has been tackled by Caruana (2012), Rajan (2014), Rey (2015), and Borio (2016).
Figure 5.9
Euro-denominated cross-border bank lending

1 Plot of quarterly growth rate of cross-border bank lending in euros on quarterly changes in the euro nominal effective exchange rate for Q1 2003–Q3 2015. Lending refers to loans by BIS reporting banks to all (bank and nonbank) borrowers outside the euro area. Positive changes indicate an appreciation of the euro.

2 Rolling regression coefficient for 20-quarter window.

Sources: BIS locational banking statistics; BIS effective exchange rate indices; BIS calculations.
Macro Implications of the Risk-Taking Channel

The risk-taking channel has macro implications, too, and may explain why currency appreciation in emerging markets may sometimes be expansionary rather than contractionary. Exchange rate fluctuations influence the economy through both real and financial channels. The real effects through the net exports channel are well known and are standard in open economy macro models, such as the textbook Mundell-Fleming model. However, exchange rate fluctuations influence the economy through a financial amplification channel as well as through net exports.

The financial channel of exchange rates operates when currency appreciation elicits valuation changes on borrower balance sheets. For instance, if the borrower has local currency assets but has borrowed in dollars, there is a naked currency mismatch. Even if the assets generate dollar cash flows, an empirical association may exist between a stronger dollar and weaker cash flows, as in the case of oil firms. For whatever reason, when the potential for valuation mismatching arises from exchange rate effects, a weaker dollar flatters the balance sheets of dollar borrowers, whose liabilities fall relative to assets. From the standpoint of creditors, the stronger credit position of the borrowers creates spare capacity for credit extension even with a fixed exposure limit, for instance, through a value-at-risk constraint. The spare lending capacity is filled through an expansion in the supply of dollar credit (see Bruno and Shin 2015a, 2015b).

There are knock-on effects of the risk-taking channel on the government’s fiscal position, too. When credit supply expands, so does the set of investment projects, raising economic activity and improving the fiscal position (Turner 2014; Chui, Kuruc, and Turner 2016). If corporate dollar borrowing is done through state-owned enterprises (as is the case for the oil and gas sector in many EMEs), then the fiscal impact may be even more direct through the dividends that are paid into government coffers.

Figure 5.10 shows how sovereign credit default swap (CDS) spreads for a group of EMEs have moved with shifts in the bilateral exchange rate against the US dollar. The horizontal axis in each panel is the percentage change in the bilateral exchange rate against the US dollar from the end of 2012. The vertical axis gives the change in the local currency 5-year sovereign CDS spread. The size of the bubbles indicates the total dollar-denominated debt owed by nonbanks in the country.
We see from figure 5.10 that both time series and cross-section relationships exist between the CDS spread and the bilateral dollar exchange rate. In the cross-section, the bubbles line up along a downward-sloping line, indicating that those countries that have depreciated more against the US dollar tend to have CDS spreads that are higher. Over time, as the US dollar appreciates, the bubbles migrate toward the upper left-hand corner of the graph; in other words, as the domestic currency weakens against the US dollar, EME sovereign CDS spreads have tended to rise.

Interestingly, these results go away when we consider instead the trade-weighted effective exchange rate that is unrelated to the US dollar (Hoffmann, Shim, and Shin 2016). When we consider the component of the
effective exchange rate that is unrelated to the US dollar, there is no evi-
dence that a currency appreciation is associated with loosening of financial
conditions. Indeed, we actually find the opposite result for some measures
of financial conditions. Again, the takeaway is that dollar strength is key for
financial conditions in emerging markets.

Beyond the Current Account

Capital flows are traditionally viewed as the financial counterpart to sav-
ings and investment decisions, and exchange rates are the automatic stabi-
lizers. In textbook models, a current account deficit can be remedied when
the exchange rate depreciates, raising net exports and closing the current
account gap.

Going back to 2002, figure 5.4 shows a snapshot of the cross-border
banking claims denominated in US dollars around the world. Even then,
the two-way flow was quite active between Europe and the United States.
The two-way flow resulted from the “round-tripping” of dollars intermedi-
ated by the large European banks. These banks raised wholesale funds by
using their US branches to borrow from US money market funds, shipping
the funds back to headquarters, and then recycling the proceeds back to
the United States by purchasing securities based on mortgages of US house-
holds. A large chunk of US subprime mortgages were financed this way.
In 2002, the arrow from the United States to Europe was $462 billion (see
figure 5.4). This grew to $1.54 trillion by 2007. The return leg of the round
trip went from $856 billion in 2002 to more than $2 trillion in 2007.

The outflows to Europe were matched by the inflows from Europe,
and so the net flows were small compared to the gross flows. The current
account between Europe and the United States remained broadly in bal-
ance, even though the gross capital flows from Europe into the United
States grew enormously. Lending standards, though, are based on the size
of the balance sheet. So, gross flows are what count for lending standards.
Gross flows surged, easing lending standards and fueling the rapid increase
in credit to subprime borrowers. Borio and Disyatat (2011, 2015) give a
detailed account of why current account reasoning led some commentators
astray. My discussant Maury Obstfeld was one of the first to highlight the
importance of gross flows (Obstfeld 2010, 2012).

Why did policy makers miss the surge in subprime funding coming
from Europe? For once, we cannot blame the lack of data. Figure 5.4 was
constructed from the BIS locational banking statistics, but the BIS simply aggregates the data supplied by central banks. In fact, the cross-border position data between Europe and the United States actually comes from the central banks in those regions.

If it’s not the lack of data, then why did we miss this? The blind spot is most likely due to our accounting conventions in international finance. When we do international finance, we often buy into the “triple coincidence,” where the GDP area, decision-making unit, and the currency area are one and the same (Avdjiev, McCauley, and Shin 2016). Textbooks therefore start with the assumptions that each GDP area has its own currency and the use of that currency is largely confined to that economic area. The Mundell-Fleming model is a classic example of the triple coincidence, but even in sophisticated macroeconomic models, the triple coincidence is rarely questioned. Currency appreciation or depreciation then acts on the economy through changes in net exports.

One reason that triple coincidence reasoning has led researchers astray comes from another common error that economists were making before the crisis. As the US current account deficit grew to historically high levels, triple coincidence reasoning would point to a depreciation of the dollar. Many commentators wondered aloud whether there would be “sudden stop” in the capital flows to the United States, just as in emerging market crises (Summers 2004; Edwards 2005; Obstfeld and Rogoff 2005; Roubini and Setser 2005; Krugman 2007).

In the event, the US dollar appreciated sharply with the onset of the 2008–2009 global financial crisis. The dollar’s surge was associated with a deleveraging of financial market participants outside the United States that had used short-term dollar funding to invest in risky long-term dollar assets, with the European banks mentioned above being the most prominent example. As the crisis erupted, these financial institutions found themselves short the dollar and overleveraged, and they sought to reduce their dollar liabilities, bidding up the value of the dollar in the process.

**Looking Back and Looking Ahead**

The strengthening of the dollar since mid-2014 brings us back full circle to the mechanisms at play today. But meanwhile the protagonists have
changed. The dollar borrowers are not European banks, but emerging market corporates. And the borrowing is done through corporate bonds rather than wholesale bank funding.

The stock of US dollar-denominated debt of nonbanks outside the United States currently stands at $9.7 trillion. Of this, the US dollar-denominated debt of nonbanks in EMEs stands at $3.3 trillion. This overhang of US dollar-denominated debt has been weighing on macroeconomic conditions in emerging market economies since the dollar started to strengthen in 2014.

To be sure, there are some mitigating factors. For one thing, much of the recent increase in dollar debt in EMEs has been in the form of debt securities issued by emerging market corporates. These debt securities have long maturities. In addition, many emerging economies hold substantial foreign exchange reserves, in contrast to their situation in past crises. Demirgüç-Kunt and Detragiache (1998) is a classic reference on the determinants of banking crises, and many of the factors identified there do not show up currently.

Nevertheless, we have no room for complacency. Even if the bonds have long maturities, there are other repercussions on the economy if US dollar-denominated borrowing begins to unwind. Nonfinancial firms are deeply embedded in the economy, and their financial activities spill over into the rest of the economy. Bruno and Shin (2015c) find that dollar borrowing by emerging market corporates has had the attributes of a “carry trade,” where for every dollar raised through a bond issue, around a quarter ends up as cash on the firm’s balance sheet. Here, cash could mean a domestic currency bank deposit or a claim on the shadow banking system, or indeed a financial instrument issued by another firm. So, dollar borrowing will spill over into the rest of the economy in the form of easier credit conditions. When the dollar borrowing is reversed, these easier domestic financial conditions will be reversed, too.

Furthermore, even if a country has large foreign exchange reserves, the corporate sector itself may find itself short of financial resources and may cut investment and curtail operations, resulting in a slowdown of growth. So, even a central bank that holds a large stock of foreign exchange reserves may find it difficult to head off a slowing real economy when global financial conditions tighten. Arguably, such a slowdown is part of what we are seeing right now in emerging market economies.

All this goes to show that international financial developments have to be placed in the broader context of past and anticipated central bank
actions. We will undoubtedly have more opportunities to discuss these issues in policy circles in the months ahead.
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It was a pleasure to read Hyun Shin’s chapter on global liquidity and procyclicality. Indeed, any paper that starts with emphasizing the importance of finance for the real economy is music to my ears, as I have spent a large part of my professional life arguing that “finance matters for economic development,” rather than merely the other way around. In the beginning of the chapter, Hyun says “the financial tail is wagging the real economy dog.” For many of us in the finance and development field, finance is the brain anyway, not the tail, so this is not very surprising from that perspective.¹ Hence I like the emphasis on the role of the financial system in the international economy and how problems in the financial system and the intermediation process might spill over to the rest of the economy. Therefore I am predisposed to agree with the arguments and the main conclusion of the chapter.

However, the job of the discussant is to think of ways to sharpen the arguments and strengthen the chapter, so that is what I will try to do in my comments. My first observation is that although there is a lot to like in this chapter, there are also a lot of moving parts. It pulls together a lot of data and analysis from different pieces of work. Indeed, I would characterize it as a collection of interesting, provocative hypotheses rather than a fully developed argument. So, although the data and evidence presented are compelling, it is not always clear how the links are made, and sometimes possible alternative explanations are not adequately covered to present a
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I am grateful to Sergio Schmukler and Ha Nguyen for helpful comments.

1. See, for example, Levine (2005); Demirgüç-Kunt and Levine (2008, 2009); Cull, Demirgüç-Kunt, and Morduch (2011); Ayyagari, Demirgüç-Kunt, and Maksimovic (2013); and Cihak and Demirgüç-Kunt (2014); among others.
coherent storyline. This approach leaves the reader with more questions than answers. Nevertheless, the ideas presented here are very thought provoking, which no doubt will lead to much more research in these areas.

**Identification Issues**

The chapter starts by asking two main questions. Why are global financial conditions so attuned to the strength of the US dollar? And why is the economy so sensitive to global financial conditions? These are important yet complicated questions, and drawing from my own area of expertise, they are immediately subject to the identification problem. In other words, when we try to answer these types of questions looking at equilibrium outcomes, it is very difficult to figure out the direction of causality. It could simply be that the global financial conditions are sensitive to the economy, or what we observe could simply be reflecting other factors at play.

It is not that different here. Take, for example, the centrality of the dollar in the global banking system. Although the dollar certainly plays a large part in the world economy, transactions in other currencies are also growing, as the chapter also mentions. Hence the dollar may not be the only driving factor.

Shin observes that when an international currency depreciates, there is a tendency for foreigners to borrow more in that currency. Hence, banks lend more internationally when the dollar is weak. But again, how much of this trend is a mere reflection of other currencies strengthening? For example, as emerging markets boom, capital flows in, their currencies appreciate, and the dollar depreciates vis-à-vis these currencies. This process is not necessarily driven by the dollar; instead, the dollar exchange rate is just a reflection of this process.

Another observation made in the chapter is that during the 2008–2009 global financial crisis, the dollar appreciated strongly with the onset of the crisis, despite the large US current account deficit. But again, we need to remember that these developments coincided with a run toward safe assets (notably, US treasuries), so it is not possible to disentangle how much of this appreciation was due to dollar per se, which was surely attractive for other reasons.

Overall, it is not clear that causality goes from the dollar to other markets; the dollar may not be as central as Shin argues, but may be just a
reflection of an entirely different set of factors at play. Indeed, Shin also mentions that similar patterns are observed with other currencies, like the yen and Swiss franc.

Limits to Arbitrage, Portfolio and Foreign Direct Investment Flows, Gross versus Net Flows

Other points would also benefit from a more detailed explanation in the chapter. First, an interesting market anomaly that is highlighted is the failure of covered interest parity (CIP). We generally expect market interest rates and the implied interest rates from forward rates embedded in foreign exchange swaps to be more or less consistent. But as Shin reports, this has not been the case in recent years, particularly for periods of a strong dollar. Unfortunately, there is little explanation of why we observe this phenomenon. The chapter mentions in passing issues of risk-taking capacity (or limits to arbitrage) and counterparty risk, which could play important roles in explaining this anomaly. But given that a big part of the story depends on the inability of financial markets to hedge risk, it seems that this should deserve more attention than it gets in the chapter. For example, why does a dollar appreciation lead to a more negative cross-currency basis swap spread?

Second, why is the central focus of the chapter on bank flows as opposed to other flows? Shin focuses mostly on the importance of bank flows, which are, of course, highly relevant. However, a significant part of the increasing flows are portfolio and foreign direct investments. And for many countries around the world, these other two components have grown more quickly and might now surpass bank flows. The chapter should at least acknowledge this and discuss the implications.

Third, Shin makes a distinction between net versus gross flows, which is welcome.² But a significant part of the story is related to net financing. As home bias diminishes and residents have more wealth to invest, gross flows will expand as individuals diversify their portfolios internationally and hold one another’s portfolios. Figure 5.11 illustrates that as countries
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Figure 5.11
Net and gross capital flows
A. High-income countries
B. Upper-middle-income countries
C. Lower-middle-income countries
become richer, we expect gross flows to grow, although the trends in net flows are much less clear (Broner et al. 2013).

The effects of a shock may play out very differently depending on the reallocation between foreign and domestic investors as they retrench from the expansion period. To the extent that gross flows expand, what is important is how the asset and liability positions expand. As many emerging market economies have accumulated reserves, reduced sovereign borrowing, and received foreign direct investment and equity inflows, dollar appreciations and market collapses have been accompanied by a strengthening of their net foreign positions.

**Overborrowing by Emerging Market Corporates?**

Looking ahead, the chapter also tries to identify sources of fragility. One interesting conjecture is whether emerging market corporates will cause the next crisis. Shin asks whether we are going to see another East Asian crisis, where corporates were at the heart of the problem. Though the chapter does not devote much space to this discussion, it is nevertheless worth commenting on. Excessive borrowing to finance risky investments can be exacerbated by global liquidity conditions and may be a valid source of concern. However, there are mitigating factors, and some questions need to be answered to ascertain whether this concern is serious.

First, measuring risk taking in financial markets is difficult, because positions can be hedged. So an important question is: What proportion of these positions are open or unhedged? It is also difficult to decide what should be the benchmark level of indebtedness when discussing whether corporations are overborrowing.\(^3\)

Second, as discussed at length in *Global Financial Development Report 2015/2016 on Long-Term Finance* (World Bank 2015), the emerging market corporates that borrow abroad do so through bond issuance in foreign currency, but this means they also extend their maturity at the same time, as foreign corporate bond markets are longer than domestic ones. Indeed, as figure 5.12 shows, in developing countries, maturity of international bond issues tends to be longer than that of domestic issues, although the reverse
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3. See, for example, Alfaro et al. (2016) for a discussion of different benchmarks and the sensitivity of conclusions to the choice of these benchmarks.
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is true for developed countries (Cortina, Didier, and Schmukler 2016). This is only briefly mentioned in the chapter.

Third, the important role of reserve accumulation by emerging markets is also mentioned in passing in the chapter, but it deserves more elaboration. To the extent that governments hold foreign reserves, they benefit from an appreciation of the US dollar, compensating for the potential losses that the corporates might suffer. The dollar appreciation may have fiscal costs (due to a potential bailout), but the government will have additional resources. Whether this is enough will depend on the size of government assets versus unhedged corporate liabilities. Otherwise on net, it is not clear whether the result would be gains or losses from an appreciation of the US dollar due to funding abroad. At any rate, only a very few of the largest corporates in emerging markets are able to access international markets.

Fourth, the main concern expressed in the chapter is that firms engage in carry trade (i.e., they issue bonds at low rates to accumulate cash and undertake risky financial intermediation activities in their home countries). But according to Bruno and Shin (2015), at most firms accumulate 23 percent of each dollar raised through bond issues (the estimates vary substantially and can be as low as 4 percent). This does not seem to be a
large enough figure to be concerned about this effect. Clearly, the majority of the finance raised is used to finance growth opportunities through capital investment, growth in employment, mergers and acquisitions, and the like, as expected.

Fifth, large firms could indeed be using some of the cash to finance other firms, such as their suppliers. This intermediation process might channel funds from large companies to small and medium enterprises that cannot access capital markets directly because of information asymmetries; as a result, it could relax their financing constraints. If large companies have better information and are able to overcome information asymmetries that these smaller firms often face, this activity may be beneficial.

Finally, the fact that the Bruno and Shin (2015) results are driven by emerging markets makes the reader wonder what is special about these countries. Another important question is what the role of financial firms is. One would think they would be in a better position to engage in carry trade.

**Trade-Offs and Parallels**

One implication of the chapter is that although it is potentially an important source of economic benefits, financial globalization also has potential downsides. It worsens the trade-offs that monetary policy faces in navigating among multiple domestic objectives. There is the basic one between inflation and unemployment. But financial stability considerations are also important. So, for example, optimal monetary policy may have to be pulled away from the traditional macroeconomic goals of price stability and full employment to restrain debt buildups, particularly in the absence of effective macro-prudential tools.

These problems only become worse in an open economy, because openness to global financial markets will inevitably reduce the effectiveness of the macro-prudential tools that are available. So the trade-off between macro stabilization and financial stability becomes even more difficult. If a bigger interest rate change is required to bring about a given demand response in an open economy, this may worsen the macro-prudential problem by increasing the fragility of banks and encouraging gross financial flows.

This discussion has important parallels to banking globalization, which is the topic of the *Global Financial Development Report 2017/18* (World Bank 2018). It, too, describes an inherent tension between risk diversification
and sharing as capital flows from low- to high-return countries and the implied necessity for exposing oneself to shocks and trends from abroad.

The benefits are many: In addition to resource mobilization and risk sharing, importantly, the entry of international banks can increase competition in the domestic banking industry, improving the efficiency of resource allocation, which is key to promoting economic development. When entry happens through brick and mortar, foreign banks often bring new technical knowledge, improve human capital in the industry, generate demand for improving regulation and supervision, and are generally less subject to political manipulation. These findings are quite well established in the literature.

But there are also potential costs. As in the global financial crisis, host countries might be exposed to external shocks transmitted by international banks, endangering their stability. It is also true that international banks might fuel excessive credit booms in host countries that end up in busts, because domestic financial systems are not capable of handling such flows. Such behavior—amplified by global liquidity conditions—might be harmful for the financial stability of home and host countries, ending up in costly boom and bust cycles and cross-border contagion risks.

For example, in a recent paper, we use bank-level data from more than 100 countries during 1999–2010 to study bank lending behavior over the business cycle (Bertay, Demirgüç-Kunt, and Huizinga 2015). Of all the banks in the sample, lending by foreign banks is the most procyclical, increasing their lending much more during upswings compared to domestic banks (figure 5.13). This is potentially because they can access funding from their international parent firms to take advantage of local lending opportunities during economic growth periods.

A Research Agenda for Developing Countries

It is useful to frame this discussion in the context of recent trends in bank internationalization (namely, the dramatic growth of foreign banking in the 1990s), followed by the retrenchment as a result of the crisis and the increase in south-south flows to at least partially compensate this retrenchment. Thus viewed, this discussion raises important policy questions for developing countries and lays out a research agenda. Several questions are in the minds of policy makers.
First: Are international banks too fickle to be heavily relied on by developing countries? Especially if they enter through acquisition, is there a risk that they will hollow out existing banks by substituting for local provision key functions from foreign headquarters? If so, information technology, certain aspects of payments capability, and even risk management skills could be lost or substantially eroded locally if the bank decides to exit the country. Although this question is age old, it has been receiving increased policy attention since the global financial crisis, as capital regulations on many European and US international banks induce them to retrench from international business (for example, the recent retreat of Barclays from Africa). So with the retrenchment after the crisis, has our policy advice to developing countries on foreign banking changed?

Second: Given the rise of south-south entry, should developing country authorities be especially cautious in their approach to admitting south-south international banking activities? For example, Chinese banks may be beginning to expand into Africa, Southeast Asia, and Latin America.
Should one worry about the lack of experience and perhaps insufficient home country prudential and AML-CFT supervision in some south-south cases? Or does the cost base and region-specific knowledge give these banks a better potential to provide banking services on a solid basis in the host countries?

Third: What is the development impact of international banking, particularly when it comes to access and inclusion? Does allowing foreign banks a larger share risk reducing the access and increasing the price of banking services to small and medium enterprises (SMEs) and lower income households? This is an old question, but not as much work has been devoted to it as has been to analyzing efficiency and stability concerns. Yet it is still one of the big policy questions.

And finally: What is the future going to look like? How do we expect technological advances and fin-tech to modify global banking? How would potential blurring of cross-border and brick and mortar banking change our answers to the questions above? What should financial regulation and supervision look like in a world in which international banking is much larger?

Overall financial globalization, including banking globalization, can lead to important trade-offs. The challenge of policy will be to maximize the benefits of bank internationalization while minimizing the costs. It is an exciting agenda, which we will be working on over the coming years.
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Comment: Maurice Obstfeld

Thank you, Kaushik, for inviting me to comment on this chapter by Hyun Song Shin. It’s always a pleasure to come across 19th Street to the World Bank. This is a very nice chapter that summarizes and brings together material about global liquidity and credit that Hyun Song Shin and the Bank for International Settlements (BIS), more generally, have been calling to our attention for a while. There are two main themes. One is that US financial conditions drive global conditions. The second is that the US dollar’s value is a key barometer of global liquidity conditions and hence of risk taking.4

In establishing propositions one and two above, the chapter looks at a number of pieces of evidence, such as CIP deviations, US dollar denominated bank lending data, and sovereign CDS spreads. The underlying driver put forth to explain the facts is that the US dollar has a unique role as an international currency: as an invoice currency, as a funding currency, as a vehicle currency, and as a reserve currency.

My comments will be based on four observations, some of which are macro comments and some are finance comments. Before covering these, let me flag the chapter’s important observation with respect to CIP deviations. My interest in this should not be a surprise, given that my textbook (Krugman, Obstfeld, and Melitz 2017) is one that commits the sin of claiming that CIP holds (more precisely, held quite closely for about three decades up until the 2008–2009 global financial crisis). We will have to be
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I gratefully acknowledge helpful assistance from and discussions with Eugenio Cerutti. All opinions and errors are mine alone.

4. One subtheme in the chapter that was not emphasized is that the euro and yen may be growing in international importance. I won’t have time to go into this issue, but I’m a bit skeptical, given the challenges that those economies currently face.
sure in the next edition of the book to acknowledge more fully the seeming arbitrage opportunities that have persisted long after the end of the crisis; more on these below.

My first observation concerns the relation between the exchange rate and the current account. Even in theory, a current account deficit does not necessarily signal future depreciation over any specific time frame. Even in the simplest model with perfect substitution among assets, and where portfolio effects therefore are not important, the relationship is not straightforward. A current account deficit could arise because of a fall in foreign demand or a rise in domestic demand, and these two events will have completely opposite effects on the exchange rate and output in the short run. The point is that the exchange rate movements are going to be endogenous, so we cannot really speak of an exchange rate change leading to a contractionary effect. This really depends on what is driving it. Now, if we go to the kind of world that Hyun is talking about, where there are also two-way gross capital flows and a rich array of different assets and liabilities traded, then indeed, life is going to become much more complicated. We can think about portfolio shifts between asset classes, possibly due to changes in preferences, policy liquidity conditions, and the like. But here again, currency appreciation need not be contractionary, as a more traditional approach to international economics might indicate through its exclusive focus on the net export effect. For example, one very important channel that Hyun and others have stressed arises from the presence of dollar liabilities, such that domestic net worth can increase when the currency appreciates. Any resulting easing of binding credit constraints will be expansionary. More recently, Olivier Blanchard and coauthors (Blanchard et al. 2016) have suggested a different channel. They look at nonbond inflows and show that these can be expansionary. So, more generally, I see here a very interesting research agenda that looks more deeply to understand the complex links among the current account, the exchange rate, and the macroeconomic conjuncture.

Let me turn to my second comment, which is about CIP violations. This is a fascinating anomaly. In perspective, there are many other asset market anomalies that have arisen since 2008, some of which do not obviously have much to do with the international economy specifically, but likely have to do with liquidity and asset markets in general. Part of the rethinking we’ve been doing since the global financial crisis centers on figuring
out how things that we thought were true and obvious seem not so true or obvious anymore. But CIP is a particularly fascinating case, because, since Keynes (1923) first explained covered interest parity in 1923, it has been an article of faith (despite deviations over long stretches, when currency markets and international arbitrage were restricted). But what you see in figure 5.14, which is a repeat of figure 5.2 from the Shin chapter, is that since the global financial crisis, CIP no longer works very well. The upper line graphs an average exchange rate against the dollar, and when it rises, the US dollar appreciates. The lower line is the swap basis, which as Hyun explains, is the difference between the gross LIBOR interest rate, which is denoted $1+i_{US}$, and the covered foreign gross interest rate. This gap has generally been negative and substantial in absolute magnitude since the financial crisis. Why? Hyun argues that the gap shrinks when the dollar is weaker—and presumably when Fed policy is relatively easy—owing to the easier global liquidity conditions that result. My guess, however, is that different factors are of greater or lesser importance over different periods.\footnote{For an exploration of the changing factors driving CIP deviations over time, see Cerutti, Obstfeld, and Zhou (2019).}

\textbf{Figure 5.14}

US dollar exchange rate and the cross-currency basis

\footnote{Simple average of bilateral exchange rate of the dollar against CAD, EUR, GBP, SEK, CHF and JPY. Higher values indicate stronger US dollar.}

\footnote{Simple average of the five-year cross-currency basis swaps against CAD, EUR, GBP, SEK, CHF, and JPY vis-à-vis the US dollar.}

Sources: Bloomberg; BIS calculations. This chart is from S. Avdjiev, W. Du, C. Koch, and H. S. Shin, 2016. Exchange rates, currency hedging and the cross-currency basis.
For example, we see a big widening of the swap basis in the period of the euro crisis. During that period, the dollar is actually somewhat weak, compared to its period average, because this is also the period before the temper tantrum unwinds. So it is likely that the story is more complex than in Hyun’s account—other things may be going on. One very interesting theory, one that focuses on the euro crisis, is told by Ivashina, Scharfstein, and Stein (2015). Interestingly, it is based on a structural factor that is very central to Hyun’s story: the large extent of dollar financial intermediation in the world economy. Ivashina and coauthors point out that European banks have a structural deficit of US dollar funding in the sense that they want to lend a lot of dollars, but their natural (explicitly and implicitly insured) deposit base, which therefore is somewhat cheaper to tap, is in euros. Please look at figure 5.15, based on a paper out of the IMF Research Department by Eugenio Cerutti and coauthors. As you can see, there is a lot of bank lending to emerging markets, euro area banks play a key role, and they lend predominantly in US dollars. This snapshot is very consistent with the story that Hyun is telling.

**Figure 5.15**
Cross-border bank lending to emerging markets

*Sources: BIS Banking Statistics; and Cerutti, Claessens, and Ratnovski (2017). The sample of emerging markets includes 49 large emerging markets.*
So, what do these banks do when they have a deposit base in euros, but they want to lend US dollars? They borrow euros and swap them into dollars, and then they can keep rolling over those swaps. This imbalance, however, gives rise to a structural excess supply of forward dollars, and thus, the pattern of CIP deviations that Hyun has shown us. Why does classical arbitrage not eliminate these gaps? Given even small repayment frictions, but in a much different environment since the global financial crisis, limits to arbitrage (which can be due to liquidity, limited capital, market structure, etc.) allow CIP gaps to persist. In the Ivashina, Scharfstein, and Stein (2015) work, when euro area banks become more stressed, as they certainly seem to be now, they may find that the comparative advantage of euro over US dollar funding rises, which will induce them to do more synthetic US dollar borrowing through the swap market. The result of what is basically a demand effect will push up the cost of such funding.

Hyun’s chapter does not go into a lot of detail here, but my reading is that he puts more emphasis on the suppliers of these swaps, which are likely to be other banks. These banks also face limited capital and other impediments to arbitrage, impediments that recede when US monetary policy is easier. So, both forces—demand and supply—are going to be in play. The big central banks have recently changed the architecture of some of these markets quite substantially through the introduction of standing swap lines among themselves, but it is unclear in the very short run whether disruptions could occur nonetheless. I would join Hyun in the plea for more research on this general topic, and more work on developing a general-equilibrium picture.

I would also observe, putting a macro hat back on, that there could be a real channel that works against Hyun’s hypothesized mechanism. When the US dollar strengthens due to tighter Fed policy, the euro weakens, which has positive effects on the real euro area economy and thereby helps its banks. So a range of complex macro and financial effects are in play. One interesting question that Hyun does not address is evident from the figures in the chapter: some currencies (like sterling) have pretty small basis deviations, but for others they are quite large. For the Swiss franc, we see some huge spikes, because it is now a safe haven and the Swiss National Bank’s interventions in currency markets have been associated with considerable turbulence. What is going on across currencies? We have no good sense of that, but the fact that euro area banks appear especially challenged should not surprise us.
My comment number three is also a macro comment: Is the US Federal Reserve really all-powerful? There are powerful global forces at work, but they also lie behind the global level of the natural real interest rate, and one can argue that the latter is driving monetary policies worldwide. Sure, the US dollar’s role is important; but is it really the central fact here? I think back to the mid-2000s, when Alan Greenspan was lamenting the conundrum of raising short-term dollar interest rates, with little apparent impact on long-term dollar interest rates. At the same time, there was widespread discussion of global saving gluts and global imbalances, and the limits of US monetary policy in the face of those global flows, which were held to have depressed real interest rates worldwide. In light of current debates over the role of the Fed in the global economy, it is useful to recall those debates of the past decade.

In a related vein, Hyun mentions some work by his colleague Claudio Borio, and Hyun himself has also done some work along the same lines. A strand of macro-financial analysis, of which I think Hyun’s chapter is representative, downplays the role of the Wicksellian natural or neutral real interest rate in favor of the primacy of financing conditions. That approach does help make sense of issues like US dollar funding and liquidity, is critical for short-term market dynamics, and certainly illuminates problems that macroeconomists missed before the global financial crisis. But the old conventional macroeconomic issues still remain important. For example, beyond other measures of financial conditions, we have seen that global real interest rates—mostly driven by nominal interest rates—have shown a powerful downward trend since at least the 1990s, as shown in figure 5.16, and macroeconomic flow factors seem likely to be key drivers.

When I think about the interaction of complex financing and macro issues, I find it helpful to remember Tobin’s work, which was very influential at the time but at some level never became totally mainstream. Tobin’s research program aimed to reconcile stock and flow equilibrium phenomena in models with a rich menu of assets. (See, for example, Tobin 1981.) Taking Tobin seriously, one would acknowledge the mutual consistency of stock equilibrium and flow equilibrium, as well as their tendency to interact over time and thereby determine the economy’s dynamic path. The conditions of stock equilibrium matter, because changes there (for example, a rise in the portfolio demand for safe assets) change asset prices and affect flows of saving and investment, with effects that alter the entire future path of
the economy. In contrast, the fundamental Wicksellian natural rate, which is established in the flow equilibrium of global saving and investment, is the foundation for the whole array of risky rates of return that the economy's available assets offer. If Tobin were here, he would certainly endorse adding realistic financial constraints and financing frictions to the models we use, as those also feed into the flow equilibrium. When I call for developing general-equilibrium models, I am calling for a reconciliation of the stock and flow points of view, because I do not think they are contradictory. However, it is important to recognize that in some situations, shocks to the flow equilibrium will dominate. For example, China’s entry into the world economy is a stock story, but it also represents a big flow shock. It was a flow shock in the first instance, because China started out not being integrated into world markets. Now that China is rebalancing and is somewhat more integrated financially, we are seeing stock shocks galore emanating from China—some through direct Chinese financial relationships; most through expectation effects in foreign asset markets.

My fourth and final comment is on the implications of Hyun’s findings for emerging market monetary independence. I will keep an open mind about the real-world pertinence of the following argument, but it is one implication of thinking hard about the questions on CIP that Hyun is raising. Assume
the pattern that Hyun describes—of costs being lower when borrowing in the US currency market versus borrowing dollars by borrowing foreign currency, buying dollars with it, and using forward transactions to offset currency risk. Then \[ 1 + i_{us} < \frac{F}{S}(1 + i^*) \], where \( F \) is the forward dollar price of the foreign currency, \( S \) is the spot dollar price of foreign currency, and \( 1 + i^* \) is the gross foreign-currency interest rate. But in that case also, you get another inequality: \( \left( \frac{F^{-1}}{S^{-1}} \right)(1 + i_{us}) < 1 + i^* \). This expression states that if you reside in an emerging market and Hyun’s pattern of forward rates, spot rates, and interest rates holds for emerging market currencies, then it is going to be cheaper to borrow US dollars and swap into local currency than to borrow local currency. Importantly, however, this will be true not because the dollar borrowing rate is low, but because domestic financial frictions make the effective domestic-currency borrowing rate high. This idea is also consistent with other research on the prevalence of swap-covered foreign borrowing in some emerging markets (for example, Munro and Wooldridge 2009). Clearly further research is needed, but one implication concerns the transmission to emerging markets of changes in US monetary policy. Imagine that the US raises interest rates: \( i_{us} \) goes up, and the emerging market central bank raises its short term interest rate to match that. If Hyun’s empirical regularity holds—the swap basis rises when US monetary policy tightens—then the basis gap will widen, making it relatively more attractive to borrow US dollars and swap into domestic currency. In turn, this widening has the effect of cushioning the impact of the domestic interest rate rise on domestic financial conditions. Is this correct? If so, is it likely to be important? In truth, I have no idea. But the possibility illustrates that in this world where CIP does not hold, the process through which US dollar liquidity conditions are transmitted across borders—particularly to emerging markets—is likely to be complex and subtle and involve transmission mechanisms that we do not yet fully understand.

In sum, Shin’s chapter is very useful and thought provoking, one that will surely help to encourage much future research.
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Thirty years ago, Peter Howitt and I elaborated a new theory, now known as the “Schumpeterian theory,” of economic growth. Why did we need a new theory of economic growth? What did we find unsatisfactory with the dominant theory at the time, both theoretically and empirically?

In this chapter, we shall revisit some current debates about the growth and development process and about growth policy design, using the lenses of the Schumpeterian growth paradigm.

Thus, in the first part of this chapter, I touch on four open questions on which the Schumpeterian approach sheds new light: the relationship between competition and innovation-led growth, the debate on secular stagnation, the recent rise in top income inequality, and firm dynamics.

In the second part of the chapter, I argue that the Schumpeterian growth paradigm can be used to further bridge the existing gap between growth and development economics.

And finally, in a third part, I will show how the paradigm can be used to think about (or rethink) growth policy design.

**Why Elaborate a New Theory of Economic Growth?**

During my student years, the dominant paradigm in growth economics was the neoclassical growth model, which would be taught first under the assumption of a constant savings rate (the Solow model) and then in the context of an economy where a representative consumer decides about consumption, savings, and investment by maximizing her intertemporal utility (the Ramsey-Cass-Koopmans model).

The Solow model is the true template in growth economics, just as Modigliani-Miller is the benchmark in corporate finance. This is first due
to it being a model of elegance and parsimony: The whole dynamics of the economy is described in two equations. The second reason is that the model shows very clearly why there can be no long-run growth without technical progress. The model was published in 1956 (I was born that same year) and was rewarded by a Nobel Prize to its author in 1987.

No need to go into the details of this model, which economists all know too well. But in a nutshell, the model describes an economy where final output is produced using capital as input, and where therefore it is the accumulation of capital that generates output growth. This corresponds to the first equation of the model. Then the question is: Where does capital accumulation come from? This in turn is answered with the second equation of the model: from savings (aggregate savings equal aggregate investment in equilibrium), and savings in the Solow model are a constant fraction of final output (i.e., of aggregate GDP).

You might think that everything should go well in such an economy: More capital stock financed by savings will produce more final output, which will translate into more savings (as savings are proportional to final output) and therefore in still more capital stock, and so on.

The problem is that we run into decreasing returns when trying to increase output by increasing the capital stock: The higher the existing stock of capital (number of machines) is, the lower will be the marginal increase in output from increasing the stock of capital by one unit (i.e., from adding one more machine). Thus, the lower the increase in savings and therefore the lower the induced increase in capital stock will be.

At some moment, the process of capital accumulation runs out of steam (it stops when capital depreciation catches up with marginal savings), at which point the economy stops growing. To generate sustained long-term economic growth, there must be continuous technical progress to increase the quality (productivity) of machines. But Solow does not tell us where technical progress is coming from.

In addition, if the model predicts conditional convergence, it does not give us the tools to understand why the distribution of per capita income has kept spreading out over time, why some countries converge to the standards of living (per capita GDP) of developed countries whereas other countries do not converge, or why some countries start converging and then stop at midway. It does not explain why some countries with lower capital stocks grow less rapidly than other countries with higher capital stocks,
or why capital does not necessarily flow from rich to poor countries (the
so-called Lucas Paradox).

Moreover, the model does not look at growth from the point of view of
firms and entrepreneurs: How does growth relate to the size distribution of
firms, to the creation and destruction of firms and jobs, to firm dynamics
more generally? It does not provide keys to understand how institutions or
policies affect growth by affecting innovation and entrepreneurship.

These shortcomings motivated Peter Howitt and I to elaborate a new
paradigm.

**The Schumpeterian Paradigm**

The paradigm Howitt and I formalized in the fall of 1987 revolved around
three important ideas laid out by the Austrian economist Joseph Schumpeter.¹

First idea: Long-run growth is primarily generated by innovations (this
is the natural counterpart of Solow’s conclusion that no long-run growth
can be expected without sustained technological progress).

Second idea: Innovations result from entrepreneurial investments (R&D,
training, computer purchase, and so forth), and entrepreneurs respond to
the economic incentives (positive or negative) that result from economic
policies and economic institutions. Thus, innovation-based growth typi-
cally will be discouraged in environments with poor property right protec-
tion or with hyperinflation, as these conditions will damage the profitability
from innovation. In other words, innovation-based growth is a social pro-
cess, and we can talk about policies of growth and institutions of growth.

Third idea: creative destruction. New innovations replace old technolo-
gies, and Schumpeterian growth is a conflictual process between the old
and the new: It tells the story of all these incumbent firms and interests that
permanently try to prevent or delay the entry of new competitors in their
sector. Hence there is something called “the political economy of growth.”

Thus, a first distinctive prediction of the Schumpeterian growth model is
that firm or job turnover should be positively correlated with productivity
growth. Another distinctive implication of the model is that innovation-
led growth may be excessive under laissez-faire. Growth is excessive (resp.

---

¹. See Aghion and Howitt (1992).
insufficient) under laissez-faire when the business-stealing effect associated with creative destruction dominates (resp. is dominated by) the intertemporal knowledge spillovers from current to future innovators.

**Four Growth Enigmas**

In this section, I show how the Schumpeterian paradigm can be used to shed light on four important enigmas associated with the growth process: (1) the relationship between competition and innovation-led growth, (2) the debate on secular stagnation, (3) the dynamics of income inequality, and (4) firm dynamics.

**Competition and Innovation-Led Growth**

Our original model predicted that more competition should be detrimental to growth by reducing monopoly rents from innovation and thus entrepreneurs’ incentives to invest in innovation in the first place (incidentally, this latter argument has been used by Bill Gates when facing antitrust action). However, Blundell, Griffith, and Van Reenen (1995, 1999) used UK firm-level data to regress firm-level innovation intensity and/or productivity growth on the degree of product market competition in the firm’s sector. And they found a positive correlation between competition and innovation/growth.

How could we reconcile theory and evidence? Should we just dismiss the Schumpeterian paradigm and start again from scratch? Should we simply ignore the empirical evidence? I went for a third way: to look more closely at the model and try to identify the assumption or assumptions that generate this counterfactual prediction of a negative relationship between competition and growth.²

Having tried several alternative stories,³ we finally identified the main culprit: In our initial model, only currently inactive firms innovate, not the currently active firms (i.e., not the current technological leaders). Thus, an innovating firm in our model would move from zero profit (pre-innovation) to a positive profit (post-innovation). Then, not surprisingly, competition

---

². See Aghion, Harris, and Vickers (1997) and Aghion et al. (2001).
³. For example, see Aghion, Dewatripont, and Rey (1999).
would discourage innovation: Competition reduces the post-innovation profit, which here is equal to the net profit from innovation.

However, in practice we find at least two types of firms in most sectors of the economy, and these two types of firms do not react in the same way to increased competition. You first have what we call “frontier firms,” that is, firms that are close to the current technological frontier in their sector. These firms are currently active, and they make substantial profits even before innovating this period. Second, you have what we call the “laggard firms,” which are firms far below the current technological frontier. These firms make low profits and try to catch up with the current technology frontier.

To try to understand why these two types of firms react differently to competition, imagine for a moment that what you are looking at are not firms but students in a classroom. And among them, you have the top students and the bottom of the class. And suppose that you are opening the class to an additional student, who turns out to be a very good student. This is how I represent an increase in competition in this context. How will the students react to this new student joining the classroom? The answer (here I refer to important work by Caroline Hoxby, who studied precisely this scenario) is that letting the new student in will encourage the other top students to work harder to remain the best, whereas it will further discourage students at the bottom of the class, as they will find it even harder to catch up.

Quite strikingly, firms react like classroom students: Faced with a higher degree of competition in their sector, firms that are close to the technology frontier will innovate more to escape competition, whereas firms that are far from the technological frontier and try to catch up will be discouraged by the higher degree of competition, and as a result innovate less: the latter firms behave like those in the basic Schumpeterian model.

Overall, the effect of competition on innovation and productivity growth is an inverted U, which synthetizes the positive escape competition effect and the negative discouragement effect. The prediction of opposite reactions of frontier versus nonfrontier firms to competition, and of an inverted U overall, were tested and confirmed in joint work with Richard Blundell, Nick Bloom, and Rachel Griffith (see Aghion et al. 2005) using the same kind of firm-level data as in the empirical studies I mentioned above.

To reconcile theory with evidence, we extended our basic Schumpeterian model by allowing for step-by-step innovation in the Schumpeterian
growth model.\textsuperscript{4} Namely, a firm that is currently behind the technological leader in the same sector or industry must catch up with the leader before becoming a leader itself. This step-by-step assumption implies that firms in some sectors will be neck-and-neck. In turn, in such sectors, increased product market competition, by making life more difficult for neck-and-neck firms, will encourage them to innovate to acquire a lead over their rival in the sector. This we refer to as the “escape competition effect.” In contrast, in unleveled sectors where firms are not neck-and-neck, increased product market competition will tend to discourage innovation by laggard firms, as it decreases the short-run extra profit from catching up with the leader. This we call the “Schumpeterian effect.” Finally, the steady-state fraction of neck-and-neck sectors will itself depend on the innovation intensities in neck-and-neck versus unleveled sectors. This we refer to as the “composition effect.”

This extended model predicts that in the aggregate, the relationship between competition and innovation should follow an inverted-U pattern. Intuitively, when competition is low, innovation intensity is low in neck-and-neck sectors; therefore most sectors in the economy are neck-and-neck (the composition effect). But it is in precisely those sectors that the escape competition effect dominates. Thus overall aggregate innovation increases with competition at low levels of competition. When competition is high, innovation intensity is high in neck-and-neck sectors. Therefore most sectors in the economy are unleveled sectors, so that the Schumpeterian effect dominates overall. This inverted-U prediction is confirmed by Aghion et al. (2005), using panel data on UK firms.

The prediction that more intense competition enhances innovation in frontier firms but may discourage it in nonfrontier firms was tested by Aghion et al. (2009a), again using panel data on UK firms.

Another prediction from our extended model is that there is complementarity between patent protection and product market competition in fostering innovation. Intuitively, competition reduces the profit flow of non-innovating neck-and-neck firms, whereas patent protection is likely to enhance the profit flow of an innovating neck-and-neck firm. Both contribute to raising the net profit gain of an innovating neck-and-neck firm;

\textsuperscript{4} See Aghion, Harris, and Vickers (1997) and Aghion et al. (2001).
in other words, both types of policies tend to enhance the escape competition effect.

That competition and patent protection should be complementary in enhancing growth rather than mutually exclusive is at odds both with our first model and with Romer (1990), where competition is always detrimental to innovation and growth (as we discussed above) for exactly the same reason that intellectual property rights in the form of patent protection are good for innovation: Namely, competition reduces post-innovation rents, whereas patent protection increases these rents. But it is also at odds with Boldrin and Levine (2008), who hold that patent protection is always detrimental to innovation and growth in their model where competition is good for growth.

Our prediction of a complementarity between competition and patent protection was tested by Aghion, Howitt, and Prantl (2013) using OECD country-industry panel data.

The Debate on Secular Stagnation

In 1938, economist Alvin Hansen explained in his presidential address before the American Economic Association that in his opinion, the United States faced inexorable weak growth in the long term. The nation was just emerging from the Great Depression, and Hansen did not anticipate another world war that would stimulate a rebound in public spending and thereby of aggregate demand.

Since then, we have experienced another major financial crisis, the 2007–2008 crisis, which led Larry Summers (2013) and others to revive the expression “secular stagnation” to characterize a situation that they assimilated to the one described by Hansen in 1938. Summers’s argument is that investment demand was so weak that negative interest rates were necessary for a return to full employment.

Robert Gordon (2012), however, believes that the risk of secular stagnation reflects a supply problem. Gordon proposes that the age of great innovations is past. He uses the metaphor of a fruit tree: The low-hanging fruit is the best; after that, the fruit is harder to pick and less juicy.

Schumpeterian economists are more optimistic about the future than Summers and Gordon are. A first argument (Jorgenson) is that the

5. See Hansen (1939).
revolution in information and communications technologies (ICT) has radically and durably improved IT-producing technology; meanwhile, globalization (which was concomitant with the ICT revolution) has substantially increased the potential returns on innovation—the scale effect—as well as the potential downside of not innovating—the competition effect. A second argument against the secular stagnation view is that we have witnessed an acceleration in innovation over the past several decades, which has not been fully reflected by measured productivity growth.

In particular, Aghion et al. (2017) argue that innovation involving creative destruction is not properly taken into account by current measures of total-factor productivity (TFP) growth. Whenever old products in the producer price index are replaced by new entrants, statistical offices typically resort to imputation. For each product category in the economy, imputation uses the rate of quality-adjusted price growth for a set of surviving products in that category (i.e., products that were not subject to creative destruction) to compute the inflation rate for the whole product category.

Using the Schumpeterian growth paradigm, together with the assumption that the statistical office cannot observe the innovation coming from creative destruction and instead computes the aggregate quality-adjusted price growth for the entire economy as being equal to the average price growth over existing products that are not subject to creative destruction, Aghion et al. (2017) provide an explicit expression for economywide missing growth from creative destruction. Then they use this expression to quantify missing growth based on two different approaches. In the first exercise, they use micro data from the US Census on the employment shares of incumbents, entrants, and exiters in all nonfarm business sectors. In the second exercise, they use data on the flow and quality of patents (exploiting information from patent citations) to directly estimate the arrival rates and step sizes of the various kinds of innovations and from there calculate the missing productivity growth from imputation. These two exercises yield missing growth of comparable magnitudes, of about 0.5 percentage points on average per year over the past 30 years.

My third and last argument for optimism regarding future growth prospects is also based on the observation that many countries have taken only belated and incomplete advantage of technological advances (e.g., because of structural rigidities or inappropriate economic policies).
We do not question the existence of long-run technological waves, with their acceleration and slowdown phases. These waves are typically associated with the diffusion of new general purpose technologies, defined as generic technologies that affect most sectors of the economy.\(^6\) Obvious examples include steam energy in the early and mid-nineteenth century, electricity and chemistry in the early twentieth century, and the information and communication technology revolution in the 1980s.

And indeed, using annual and quarterly data for 1890–2012 on labor productivity and TFP for 13 advanced countries (the G7 plus Spain, the Netherlands, Finland, Australia, Sweden, and Norway) plus the reconstituted euro area, Bergeaud, Cette, and Lecat (2014) show the existence of two big productivity growth waves during this period. The first wave culminates in 1941, the second culminates in 2001. The first wave corresponds to the second industrial revolution: that of electricity, internal combustion, and chemistry. The second wave is the ICT wave.

However, Cette and Lopez (2012) show that the euro area and Japan experienced the waves with a lag compared to the United States. Thus the first wave fully diffused to the current euro area, Japan, and the United Kingdom only post–World War II. As for the second productivity wave, so far it has not shown up in the Euro area or in Japan. Moreover, through an econometric analysis, Cette and Lopez show that this lag of ICT diffusion in Europe and Japan, compared to the United States, is explained by institutional aspects: a lower educational level, on average, of the working-age population and more regulations on labor and product markets. This in turn suggests that by implementing structural reforms, these countries could benefit from a productivity acceleration linked to a catch-up to the US ICT diffusion level. The lower quality of research and higher education in the euro area and Japan compared to the United States also appears to matter for explaining the diffusion lag.

One can contrast the evolution of TFP in Sweden versus Japan over the past decades. In particular, there has been a positive break in TFP growth in Sweden after 1990, in contrast with the case of Japan, where we see no such break but instead decelerating TFP growth since 1980. Our explanation is that Sweden implemented sweeping structural reforms in the early 1990s:
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in particular, a reform of the public spending system to reduce public deficits and a tax reform to encourage labor supply and entrepreneurship. No significant reform has taken place in Japan over the past 30 years.

To conclude this discussion on secular stagnation, although we do not question the existence of long-run technological waves, what leads us to be somewhat more optimistic than Gordon is that (1) the ICT revolution has improved the technology to produce ideas, and globalization has increased the potential rents to successful innovators; (2) measured TFP growth does not properly take into account innovation involving creative destruction; and (3) some developed countries, particularly in Europe, have not yet implemented the structural reforms that would allow them to fully take advantage of the most recent wave of innovation.

**Innovation, Inequality, and Social Mobility**

Over recent decades, developed nations have experienced an accelerated increase in income inequality, especially at the top tier, with the top 1 percent capturing a rapidly growing share of total income. What explains this evolution?

Figure 6.1 compares the evolution of innovation in the United States since 1960 (as measured by the number of patents registered annually with the United States Patent and Trademark Office), with extreme inequality (as measured by the share of income attributed to the top 1 percent of earners). The similarity in the two curves (innovation and the top 1 percent’s share of income) is striking.

A new study by Antonin Bergeaud, Richard Blundell, Ufuk Akcigit, David Hemous, and myself shows that this strong correlation reflects a causal link between innovation and extreme inequality: Income from innovation contributes significantly to the increase in the share of income going to the top 1 percent.

The observation that the observed increase in the top 1 percent results in part from innovation, and not solely from returns from real estate and speculation, provides an important insight, because innovation has virtues that the other sources of high income do not necessarily share.

---

8. See Aghion et al. (2015a).
First, as previously mentioned, innovation is the main motor of growth in developed economies. Second, although in the short term innovation benefits those who generated or enabled the innovation, in the long term its returns are dissipated due to imitation and creative destruction. In other words, the inequality induced by innovation is temporary. Third, because of the link between innovation and creative destruction, innovation generates social mobility: It enables new talent to enter the market and to displace (partially or totally) the firms in place. Thus in the United States, California (currently the most innovative state in the union) far outpaces Alabama (which is among the least innovating states) both in terms of the inequality of income going to the top 1 percent and in terms of social mobility.

The two figures below are especially eloquent. Figure 6.2 describes the relationship between innovation and social mobility by comparing American municipalities. Social mobility is defined as the probability that an individual from a modest background (i.e., one whose parents were in the lowest quintile in the earnings scale between 1996 and 2000) will reach the highest quintile in 2010 on reaching adulthood (based on the work of Chetty et al. (2014)). Innovation is measured by the number of patents filed with the United States Patent and Trademark Office per resident in the municipality. The resulting graph shows a strong positive correlation between innovation and social mobility.
Figure 6.3 shows that there is no correlation between innovation and the broader measures of inequality, such as the Gini coefficient, which measures the deviation between the actual distribution of income in an economy and a perfectly equal distribution.

By taking into account all pieces of the puzzle, we can respond to the question of whether we should object to innovation on the grounds that it
contributes to income inequality. The response is no, because innovation generates growth. It does not increase inequality in broader terms; instead, it stimulates social mobility. As a corollary to this discussion, tax policy must differentiate between innovation and other sources of top income. Put differently, we must distinguish between a Steve Jobs and a Carlos Slim. Tax policy that discourages innovation would not only inhibit growth but also reduce social mobility, whereas innovation does not increase inequality measured broadly.

Firm Dynamics and Economic Development
The empirical literature has documented various stylized facts about firm size distribution and firm dynamics using micro firm-level data. In particular: (1) the firm size distribution is highly skewed; (2) firm size and firm age are highly correlated; and (3) small firms exit more frequently, but the ones that survive tend to grow faster than the average growth rate.

These are all facts that non-Schumpeterian growth models cannot account for. In particular, the first four facts listed require a new firm to enter, expand, then shrink over time, and eventually be replaced by new entrants: These and the last fact on the importance of reallocation are all embodied in the Schumpeterian idea of creative destruction.

The Schumpeterian model by Klette and Kortum (2004) can account for these facts. This model adds two elements to the baseline model: First, innovations come from both entrants and incumbents; and second, firms are defined as a collection of production units where successful innovations by incumbents will allow them to expand in product space (see figure 6.4).

This model allows us to explain the above stylized facts:

**Prediction 1:** The size distribution of firms is highly skewed.

Recall that in this model, firm size is summarized by the number of product lines of a firm. Hence, to become large, a firm needs to have succeeded in many of its attempts to innovate in new lines and at the same to have survived many attempts by potential entrants and other incumbents at taking over its existing lines. This is turn explains why there are so few very large firms in steady-state equilibrium (i.e., why firm size distribution is highly skewed), as shown in a vast empirical literature.

**Prediction 2:** Firm size and firm age are positively correlated.

In the model, firms are born with a size of 1. Subsequent successes are required for firms to grow in size, which naturally produces a positive
correlation between size and age. This regularity has been documented extensively in the literature.

**Prediction 3:** Small firms exit more frequently. The ones that survive tend to grow faster than average.

In the above model, it takes only one successful entry to make a one-product firm exit, whereas it takes two successful innovations by potential entrants to make a two-product firm exit. The facts that small firms exit more frequently and grow faster conditional on survival have been widely documented in the literature.

Various versions of this framework have been estimated using micro-level data by Lentz and Mortensen (2008), Acemoglu et al. (2013), and Akcigit and Kerr (2010).9

In more recent work, Acemoglu et al. (2013) analyze the effects of various industrial policies on equilibrium productivity growth, including entry subsidy and incumbent R&D subsidy, in an enriched version of the above framework. Their extended framework also sheds new light on whether or how one should conduct industrial policy. In particular, allowing for high- and low-ability innovators, they argue that subsidizing incumbent firms has a detrimental effect on aggregate innovation and productivity growth by inducing a bias in favor of (low-ability) incumbents at the expense of high-ability entrants.

**Growth Meets Development**

Michael Kremer, Abhijit Banerjee, and Esther Duflo have revolutionized development economics by introducing experimental random methods of analysis drawn from pharmaceutical science to evaluate the effectiveness of new medicines and vaccines.10 In particular, their work has enabled us to understand better the behavior of individuals and households in extreme poverty and to see how they react to different policies of aid and assistance.

However, this line of research suffers from two main limitations. First, firms and firm dynamics play little role in these analyses of the development process. Second, the link between micro and macro development is
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10. See Banerjee and Duflo (2012).
not fully spelled out. However, my own view is that one cannot disregard macroeconomic and systemic factors, or the effects of firm dynamics and resource reallocation, when the goal is to eradicate poverty at a national or regional level.

To see why macroeconomics matters, consider the following example. The rate of poverty in urban zones of India (the fraction of the population living on less than $1 per day) fell from 39 percent in 1987–1988 to 12 percent in 1999–2000. Over the same period, growth took off: From less than 0.8 percent in the mid-1980s, it climbed to 3.2 percent in the 1990s. This upswing in growth in India resulted less from local actions than from systemic reforms, such as the liberalization of trade and of the market for goods and services, with the suppression of the “raj license.”

But looking at the systemic and macroeconomic aspects of a problem by no means implies that we should ignore the microeconomic aspects, in particular, at the level of the firm or sector. Specifically, our discussion of growth enigmas in the previous section has implications for how Schumpeterian growth theory can help bridge the gap between growth and development economics: first, by capturing the idea that growth-enhancing policies or institutions vary with a country’s level of technological development; and second, by analyzing how institutional development (or the lack of it) affects firm size distribution and firm dynamics.

**Appropriate Institutions and the Transition Trap**

In 1890, Argentina enjoyed a GDP per capita approximately 40 percent that of the United States, which made it a middle-income country. This level was three times the GDP per capita of Brazil and Colombia and equivalent to that of Japan at the time. Argentina sustained this level of 40 percent of the GDP per capita of the United States through the 1930s. To be precise, Chow’s test (a statistical test) shows a break around 1938, after which Argentina’s productivity declines relative to American productivity by approximately 21 percent per year. What explains this drop-off?

Schumpeterian growth theory offers the following explanation. Countries like Argentina either had institutions or had implemented policies (in particular, import substitution) that fostered growth by accumulation of capital and economic catch-up. They did not, however, adapt their
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11. See Aghion et al. (2008).
institutions to enable them to become innovating economies. As demonstrated in joint work with Daron Acemoglu and Fabrizio Zilibotti, the greater the level of development is in a country (i.e., the closer it gets to the technology frontier), the greater the role of cutting edge innovation becomes as the motor of growth, replacing accumulation and technological catch-up.

This phenomenon also exists in Asia. Japan, where the state has always tightly controlled competition, is another example: Japan’s Ministry of Economy, Trade and Industry caps the number of import permits, and the state subsidizes investment by the big industrial-financial consortia known as keiretsu. It is thus not surprising that from an extremely high level between 1945 and 1985—the envy of other developed countries—Japan’s growth has fallen to a very low level since 1985.

In the previous subsection, I discussed the prediction that competition and free entry should be more growth enhancing in more frontier firms, which implies that they should be more growth enhancing in more advanced countries, because such countries have a larger proportion of frontier firms. Similarly, using a cross-country panel of more than 100 countries over the 1960–2000 period, Acemoglu, Aghion, and Zilibotti (2006) test the following predictions from the Schumpeterian prediction between imitation and innovation-driven growth:

**Prediction 1:** Average growth should decrease more rapidly as a country approaches the world frontier when openness is low.

Acemoglu, Aghion, and Zilibotti (2006) repeat the same exercise using entry costs faced by new firms instead of openness. They show:

**Prediction 2:** High entry barriers become increasingly detrimental to growth as the country approaches the frontier.

These two empirical exercises point to the importance of interacting institutions or policies with technological variables in growth regressions: Openness is particularly growth enhancing in countries that are closer to the technological frontier; entry is more growth enhancing in countries or sectors that are closer to the technological frontier.

Next, to the extent that frontier innovation makes greater use of research education than imitation, the prediction is:

**Prediction 3:** The more frontier an economy is, the more growth in this economy will rely on research education.

And indeed, Aghion et al. (2009b) show that research-type education is always more growth enhancing in US states that are more frontier, whereas a bigger emphasis on 2-year colleges is more growth-enhancing in US states that are farther below the productivity frontier. Similarly, using cross-country panel data, Vandenbussche, Aghion, and Meghir (2006) show that tertiary education is more positively correlated with productivity growth in countries that are closer to the world technology frontier.

In the same spirit, one can look at the relationship between technological development, democracy, and growth. An important channel is Schumpeterian, namely, democracy reduces the scope for expropriating successful innovators or for incumbents to prevent new entry by using political pressure or bribes. In other words, democracy facilitates creative destruction and thereby encourages innovation.13

To the extent that innovation matters more for growth in more frontier economies, the prediction is:

**Prediction 4:** The correlation between democracy and innovation/growth is more positive and significant in economies that are closer to the frontier.

This prediction is confirmed by Aghion, Alesina, and Trebbi (2007) using employment and productivity data at industry level across countries and over time.

**Innovation, Institutions, and Firm Dynamics in Developing Countries**

The two figures below, from the work of Chang-Tai Hsieh and Peter Klenow (2009), illustrate the importance of firm dynamics and firm size distribution in the process of economic development. Figure 6.4 compares the distribution of Indian firms by productivity with that of American firms. Note that many more firms have low productivity in India than in the United States. Figure 6.5 represents the evolution of the average size of a company as a function of its age in India, Mexico, and the United States. It shows that US firms continue to grow, whereas the growth of Indian firms drops

13. Acemoglu and Robinson (2006) formalize another reason, also Schumpeterian, as to why democracy matters for innovation, namely, new innovations do not only destroy the economic rents of incumbent producers, they also threaten the power of incumbent political leaders.
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off. In fact, Hsieh and Klenow show that although US establishments grow five times relative to their entry size by the age of 30, Indian counterparts barely show any growth.

Both these figures look at microeconomic characteristics. Yet when placed side by side, they tell a story that has consequences for the Indian economy as a whole: The inability of Indian firms, even the most innovative and productive ones, to grow beyond a certain size enables firms with low productivity to survive. But in the aggregate, innovation, and thereby the growth of the Indian economy overall, suffers.

To explain these two figures, we must consider the systemic characteristics of the Indian economy. Why do establishments not grow in India? Bloom et al. (2013) show that lack of trust and the weak rule of law are major obstacles to firm growth.

More recently, Akcigit, Alp, and Peters (2014) extend the Klette-Kortum model of firm dynamics discussed in the previous section by adding two major ingredients: (1) production requires managers, as owners’ time is limited, and therefore owners face an overload constraint; (2) firm owners can be of high or low ability, where high-ability owners are more creative and therefore have the potential to expand much faster than can low-ability owners (but this potential for expansion materializes more when the scope for delegation is higher).

Their model generates the following predictions:

**Prediction 1:** The expected number of outside managers is (1) increasing in firm size and (2) increasing in the rule of law.

Larger firms involve a higher degree of overload for firm owners, which in turn increases the returns from hiring outside managers. Finally, stronger rule of law implies higher net return to delegation. Akcigit, Alp, and Peters (2014) provide empirical support for these predictions using Indian manufacturing establishments.

**Prediction 2:** The average firm size increases with the rule of law.

Firm value is increasing in owner time, and therefore the firms are willing to innovate and expand more when firm value is higher. The empirical support for this prediction is provided by Bloom et al. (2013). The positive link between firm size and the rule of law has been extensively documented in the literature (see, for instance, Bloom, Sadun, and Van Reenen (2012) for a detailed discussion). Finally, Akcigit, Alp, and Peters (2014) show that
the link between firm size and family size is weaker in high-trust regions in India.

**Prediction 3:** Firm growth decreases with firm size, and the more so the weaker the rule of law.

Indeed in larger firms, the span of control is larger, and therefore the owner has less time to allocate to each product line. This in turn implies that any constraint limiting the scope for delegation will have more dramatic effects on large firms. In particular, the weaker the rule of law is, the lower the larger firms’ incentive to grow will be, which in turn implies that the difference in growth incentives between large and small firms will be higher in countries with weaker rule of law. Akcigit, Alp, and Peters (2014) show that growth decreases faster in firm size in low-trust regions in India.

**Prediction 4:** Everything else being equal, creative destruction and reallocation among firms will be higher in economies where the rule of law is stronger.

Clearly this last prediction is in line with the main findings of Hsieh and Klenow’s work, which showed the missing growth and reallocation in developing countries. Understanding the reasons behind the lack of reallocation and creative destruction is essential when designing the right development policies. The Schumpeterian growth framework provides a useful framework to conduct counterfactual policy exercises, which can shed light on this important debate.

I see this approach as potentially quite fruitful. For example, one could look at the extent to which characteristics (such as the quality of education, infrastructure, or labor market regulations) also affect firm dynamics and the ability of better performing firms to grow faster. More generally, a better understanding of the process of growth of firms and the reallocation of resources among firms or sectors would undoubtedly provide new keys to understand the relationship between growth and development and to find lasting remedies for underdevelopment and poverty in the world.

**Rethinking Growth Policy**

Economists have responded in different ways to the question of whether to get involved in economic policy debates or to stay out of the debates and concentrate on basic research. My work lies between these two attitudes.
Although I am first and foremost a researcher and a teacher, I find economic policy debates compelling for two reasons. First, as a strictly scientific matter, analyzing public policy and action enables us to better understand the mechanisms of growth. Second, theoretical and empirical economic analysis combats “false good ideas” by clarifying the terms of the policy debate, and it helps suggest guidelines for growth policy design.

The Growth Diagnostics Approach
In an influential paper titled “Growth Diagnostics,” Hausmann, Rodrik, and Velasco (2005), henceforth HRV, have proposed an attractively simple methodology to design growth-enhancing policy. In this section, I first summarize the methodology, point out some of its potential limitations, and then propose an alternative approach based on growth regressions that are themselves suggested by the theory, particularly the Schumpeterian paradigm outlined above.

HRV start from the relevant observation that growth-enhancing policies should vary from one country or region to another. For example, growth in the United States and other industrialized countries over the past 10 years appears to have benefited from market deregulations and privatizations. However, in Asian countries (including China) high growth rates have been promoted under limited competition or limited privatizations. The next question then is: Can one use existing new growth theory to provide a flexible guide to growth policy making, one that fully takes cross-country variability into account? HRV provide a positive and attractively simple answer to this question: namely, to use price comparisons to infer the importance of each potential constraint to growth. To illustrate their methodology, HRV consider a few Latin American examples, including Brazil and El Salvador.

In Brazil, returns to capital are high (with a net interest margin equal to 11.5 in 2001). This leads HRV to point to the low level of local savings (with very negative public savings) and the high tax rates as the main constraints on growth (the importance of the former is further supported by the positive and significant correlation between the interest rate and the current account deficit over time). The rate of return on education is also high in Brazil, which suggests that the rate of return on capital, and thereby growth, could be further increased by investing more on education. However, the argument goes, the already high rate of return on capital suggests that investing in education may not be a priority in Brazil.
In El Salvador, interest rates are low (a net interest margin equal to 3.7 in 2001), but so is the tax rate on capital. Is the lack of education responsible for the rate of return on capital? The HRV answer is no, given that the rate of return on education in El Salvador is low. Nor is there a lack of contractual enforcement that would reduce profitability. Lack of savings cannot be the binding constraint either, otherwise the interest margin would be high. Having failed to identify true obstacles to growth in El Salvador, HRV mention the “absence of profitable investment opportunities” as yet another potential suspect to consider.

Now suppose we used the same growth diagnostic approach to deal with the slow EU growth problem. The return to education is lower in the European Union than it is in the United States, which HRV would interpret as an indication that education is the most binding constraint to growth. Instead, they would presumably point to the high European tax rates as the main suspect, and thereby advocate lower tax rates as the primary cure to the growth problem in the European Union.

The simple and ingenious approach proposed by HRV raises at least two concerns. First, equilibrium prices do not necessarily reflect a constraint on growth. Consider interest rates. A low interest rate does not mean that the local credit market is not constrained. In fact, low interest rates may reflect a high degree of credit rationing, as shown by Aghion and Bolton (1997). Indeed, the more restricted the access to credit is (that is, the more individuals are barred from undertaking their own projects), the more supply of loanable funds there will be in the economy, as all credit-rationed individuals will end up lending to a few entrepreneurs. But this in turn should result in a lower domestic equilibrium interest rate. Next, consider the rates of return on labor, which are measured by the so-called Mincerian wages, that is, by the forgone wage income of 1 more year in education at different levels of education. Mincerian wages of course provide some useful indication on the marginal value of private investments in education in different fields and at different levels of education. However, a big shortcoming of the Mincerian approach is that the Mincerian wage does not account for externalities. In particular, it does not account for the intertemporal knowledge externalities that lie behind the positive relationship between education and growth. That intertemporal externalities matter is evidenced by the large effects of education on growth.
More generally, current prices reflect a current state of the economy. They do not inform directly about the growth dynamics that would result for various types of policies.

A second concern with the HRV approach is that it cannot lead to growth prescriptions that would affect simultaneously the demand side and the supply side of markets. Thus, for example, HRV would never recommend that a country invest in education (thereby increasing the supply of research labor) and at the same time invest in structural reforms that increase the profitability of innovations (thereby fostering the demand for R&D labor by firms).14

An alternative to the above methodology is to use theory to construct growth regressions that are meant to inform us directly about the impact of different institutions or policies on growth.

**Pillars of Innovation-Led Growth**

To enhance innovation-led growth and thereby avoid the middle-income trap, the Schumpeterian paradigm and our discussion in the previous two sections suggest policy priorities such as:

1. Liberalize entry and increase competition among existing firms. This policy favors creative destruction and also encourages incumbent firms to innovate to escape competition from their rivals.

2. Liberalize labor markets to make it easier for labor to reallocate from old to new activities. This policy in turn requires active labor policies that combine unemployment support with retraining programs. This approach is quite intuitive: The more advanced a country is, the more productivity growth will rely on frontier innovation. But frontier innovation in turn entails more creative destruction, and thus more job turnover, than does technological catch-up.

3. Invest in well-funded and autonomous universities to promote frontier research and innovation-led growth. Indeed, frontier innovation requires frontier researchers and therefore good universities and research centers, whereas good undergraduate education is sufficient for imitation.

14. Incidentally, HRV would never recommend more active competition policies whose effect in the simple growth paradigm they consider is simply to reduce the rate of return on capital.
4. If a bank-based financial system enhances productivity growth more for less advanced countries, a more market-based financial system enhances productivity growth more in more frontier countries where growth is driven by frontier innovation. Intuitively, frontier innovation, which breaks new ground, entails a higher level of risk than imitation activities, which are already well defined. But this in turn implies that outside financiers involved in frontier innovation will ask for a higher share of upside revenues and also for higher control rights: hence the role of equity in financing frontier innovation.

To enhance productivity growth based on imitation or adaptation in less developed (catching up) countries, the examples of China, India, or the Asian Tigers suggest that reallocation and technology transfers are key. These properties in turn appear to benefit from good basic education systems and from institutional features—access to infrastructure, access to (bank) finance, and labor market flexibility—that favor factor mobility and the creation and growth of new business activities. Thus Aghion et al. (2008) showed that the delicensing reforms in India spurred productivity growth particularly in provinces with higher degrees of labor market flexibility.

**Conclusion**

In this chapter, we have seen how Schumpeterian growth theory can shed light on key growth enigmas: in particular, the relationship between competition and innovation-led growth; the existence of transition traps; secular stagnation; the relationship between growth and inequality; and the relationship between growth and firm dynamics. We also discussed how growth theory can guide growth policy design. Finally, I argued that the theory can further contribute to reconciling growth with development economics: first, by bringing out the notion of appropriate growth institutions and policies; and second, by looking at how institutional development shapes the relationship among firm size distribution, reallocation, and growth.

Numerous paths have yet to be explored to better understand the enigmas of growth, the relationship between growth and innovation, and the role of institutions and economic policy in the process of development. Understanding this process will benefit not only science but also society as a whole, because we are less fearful of what we understand.
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Philippe Aghion’s paper is a wonderful introduction to some of his contributions in the area of growth theory and empirics over the past 30 years. Everybody knows, of course, that Philippe is a major figure in this field. But even those who have followed his work fairly closely cannot fail to be inspired anew by the ambition, cohesiveness, and ultimate success of his efforts as they emerge from the account he gives in the preceding pages. Indeed, the feeling of awe is only magnified by the knowledge that there are many other important contributions that Philippe has chosen not to discuss here.

The chapter lays out an understanding of the growth process that encompasses a broad set of phenomena, including the role of competition in fostering (or, in some cases, discouraging) innovation; the need for institutions to evolve to keep the growth process going; the implications of innovation and growth for income inequality and for the evolution of the size distribution of firms, and so forth. It is one of the hallmarks of Philippe’s work to raise the bar for the set of regularities that a theory of growth should be required to address. In that spirit, while Phillippe’s paper rightly and convincingly celebrates the successes of the modern growth agenda, and of his many contributions to it, my brief remarks will try to look at the work ahead. Which challenges, or “enigmas” in Phillipe’s parlance, still await growth theory? Think of it as my wish list for Phillipe’s next 30 years of work.

With some huge oversimplification, it is possible to create a taxonomy of growth experiences. All parts of the world, as far as we know, experienced many centuries of Malthusian, or near-Malthusian growth. In the Malthusian era, most increases in aggregate output translated into larger populations, resulting in relatively modest (if any) increases in living standards over very long horizons. A plot of GDP per capita against time looks nearly flat. The taxonomy of growth experiences I alluded to before is based on
when and whether countries exited the Malthusian regime, and what happened after they left it. It features four groups.

The first category is composed of a small number of economies that experienced an industrial revolution at the beginning of the nineteenth century. After the industrial revolution, the rate of growth in per capita income picked up very markedly and has remained roughly steady, when averaged over decades or twenty-year periods, ever since. In a plot of (log) income per capita against time, we see something of a “kink” at the time of the industrial revolution, and a remarkably straight upward-sloping line ever since. We might call these countries the “pioneers.”

A second group is made up of countries that underwent a similar industrial revolution at later dates, and subsequently (broadly) converged to the pioneers. The date at which these later industrializations took place varied enormously, from the mid-nineteenth century for some European countries to the mid-twentieth century for some East Asian ones. However, the common feature is that subsequent to their industrial revolution, these countries experienced a sustained period in which they grew faster than the pioneers, so that eventually living standards became quite similar for the first and second groups. In a plot against time, (the log of) per capita income shows a kink, followed by an upward-sloping, concave trajectory, asymptoting to a straight line that runs close to the straight line of the pioneers. I’ll call these countries the “convergents.”

In the third bin are countries that, similar to the convergents, experienced industrialization followed by a period of growth exceeding the growth of the leaders, but whose convergence process, unlike the convergents, aborted prematurely. That is, these countries were able to make up some of the income gap with the pioneers, but then their growth rate stabilized at a rate similar to those of the pioneers well before living standards became similar. The plot of their (log) income per capita against time is similar to that of the convergents, except that the linear section is well below the linear path followed by the pioneers. We may refer to this group as the “middle-income trapped.”

1. I am implicitly defining the “middle-income trap” in terms of income relative to the pioneers, not in terms of absolute income. The hypothesis of a middle-absolute-income trap does not withstand even a modest amount of scrutiny: Most of the countries cited as poster boys for the middle-income trap (e.g., Brazil, South Africa)
The fourth and final group includes those countries that never underwent a proper industrialization stage. As a result, these countries did not even exhibit the temporary phase of convergence that the middle-income trapped experienced. I do not mean to suggest that most of these countries are still stuck in the Malthusian regime. Some structural transformation from agriculture to services is happening, as is a fair amount of urbanization. Nevertheless, these changes do not seem able to ignite a sustained catching-up process, and as a result, countries in this group tend, at best, to maintain their relative position and, at worst, to diverge from the leaders. Figuratively if not technically, the plots for these countries’ GDP per capita never shows the kink. We can call the countries in this group the “poverty trapped.”

How well does modern growth theory explain these four types of experiences, individually and collectively? My view is that it gets full marks in some areas, passing marks in some others, and bad fails in a few.

The biggest achievement of modern growth theory is its ability to rationalize the pattern of sustained, steady growth in the pioneers (and in the convergents after the completion of the catch-up phase)—the linear growth in the plots. Steady per capita income growth over the span (in some cases) of two centuries is an astonishing fact, and the success of growth theory in illustrating the mechanisms that make this possible is one of the greatest achievements in macroeconomics. The theory centers on innovation and clarifies the roles of R&D, property rights protection, competition, and many other elements. Needless to say, Philippe has been a key force in developing this body of work.

Another part of the growth landscape that growth theory does pretty well with is the tendency of later industrializers to convergence to the pioneers. The modern understanding still largely builds on the old tradition centered on the “advantage of backwardness,” which has been successfully incorporated in contemporary growth models (much as theories of growth at the frontier incorporate older arguments based on creative destruction). In this view, which seems hard to refute, later industrializers can grow faster, because they can imitate and adopt technologies already invented by the leaders.

have reasonably steady growth rates when averaged over long periods. What they are failing to do is to close the gap with the high-income countries.
Overall, the postindustrialization experiences of the pioneers and the convergents are the areas where modern growth theory deserves full marks. This may be because these are the success stories, and economics often seems to do better at explaining successes than failures.

With the question of why some initially promising catching-up experiences petered out, ending in a middle-income trap, we have some ideas but no consensus and little evidence. Philippe does offer a hypothesis, and others have advanced their own. The good news is that this is an active area of research, and I am optimistic that a greater understanding will emerge in the not-too-distant future.

I would offer a similar assessment on the question of why the industrial revolution happened in the first place (the first “kink”). This is of course a classic question both in macro and in economic history, and countless books and articles have been written about it. Although a consensus account still eludes us, I do sense considerable progress in recent years. The emerging vision features some combination of intellectual developments (scientific discoveries combined with the enlightenment mindset), political developments (particularly in terms of the power relations between landed aristocracy and emerging urban bourgeoisie), and possibly evolutionary forces.

In sum, both on the question of the middle-income trap and on the reasons for the transition from the Malthusian to the modern growth regime, I’d give growth theory a passing mark—for effort if not for success.

And now for the bad fail: the later “kinks” and, in particular, the lack thereof. Why did some countries manage to properly industrialize and others never do so? What is the difference between the convergents and the (eventually) middle-income trapped, on one hand, and the poverty-trapped on the other? I hope I am not too harsh in saying that not only do we not know, but we are not even trying to know. Perhaps, as I mentioned, modern macroeconomics is so bad at explaining failures that we are not even willing to try. But the question of the failure to industrialize is too important to give up on. Our friends on the microeconomic development side know this and are working hard on finding out how individuals in poverty-trapped countries can do a little bit better. We macroeconomists should join them and try to figure out ways in which the whole country can get that “kink.”
Philippe Aghion’s paper for this conference provides a concise and insightful summary of his fundamental contributions to the theory and empirics of economic growth over the past 25 years. It is challenging for Philippe to do justice to such an impressive body of work in the short space of a conference presentation, but he succeeds remarkably in doing so. It is even more challenging to follow Philippe as a discussant, so my expectations for this discussion are appropriately modest.

We have known since the fundamental work of Solow and Swan in the 1950s that, in the presence of diminishing returns, sustained growth in output in the long run requires sustained growth in technology. But it took another 30 years for the profession to begin to articulate theories that spelled out mechanisms through which improvements in technology came about. Philippe Aghion, in work with Peter Howitt, was at the forefront of this movement in the 1980s, formalizing earlier insights from Joseph Schumpeter about the process of creative destruction into well-articulated and elegant models of innovation and growth.

By spelling out the incentives for innovation, these models not only provided a theoretical basis for technology growth, but they also generated a rich set of insights for policy makers contemplating changes to laws and regulations affecting property rights, competition, and firm entry and exit. As discussed in Philippe’s paper, the insights of Schumpeterian growth theory also have implications for current debates about secular stagnation, trends in inequality, and much more.

I focus my discussion on the fundamental underlying theme in Philippe’s paper—the importance for growth of technology growth and the importance of Schumpeterian creative destruction in generating the innovations
that lead to growth in technology. Given my professional background as a World Bank economist, I want to reflect particularly on the relevance of these themes for policy makers in developing countries. I organize my discussion around three questions: (1) How important are cross-country and over-time differences in technology? (2) What is “inside” the differences in technology that we can isolate at the aggregate level?, and (3) What do the answers to these questions imply for development policy?

How Important Are Differences in “A”?

A basic premise in Philippe’s work is the importance of understanding the forces that drive differences across countries and changes over time in the level of technology, conventionally referred to as $A$ in a neoclassical production function $Y = AF(K, H)$, where $K$ and $H$ represent physical and human capital, respectively. Various recent accounting exercises have contributed to the view that cross-country differences in $A$ are large (for example, see Caselli (2005), whose notation I follow here). These typically are based on a decomposition of income differences between rich and poor countries along the following lines:

$$\frac{Y_{\text{RICH}}}{Y_{\text{POOR}}} = \frac{A_{\text{RICH}}}{A_{\text{POOR}}} \times \frac{F(K_{\text{RICH}}, H_{\text{RICH}})}{F(K_{\text{POOR}}, H_{\text{POOR}})}.$$ 

Depending on how “rich” and “poor” are defined, one can easily confront the task in such a decomposition of explaining up to 40-fold differences in incomes between rich and poor countries, i.e. $\frac{Y_{\text{RICH}}}{Y_{\text{POOR}}} \approx 40$. Baseline assumptions that (a) the production function is Cobb-Douglas, (b) physical capital stocks are related to the accumulation of observable past investments, and (c) human capital stocks are some straightforward linear aggregate of workers with productivity differences adjusted for some observed measure of schooling, can be used to evaluate the contribution of cross-country differences in factors of production to these differences. Under these baseline assumptions, it is typically possible to generate something in the range of 5- to 8-fold cross-country differences in the contribution of factors of production to cross-country income differences, i.e. $\frac{F(K_{\text{RICH}}, H_{\text{RICH}})}{F(K_{\text{POOR}}, H_{\text{POOR}})} \approx 5 - 8$. This in turn implies that cross-country differences in the level of technology $A$ must
also be in the five- to eightfold range to account for observed cross-country differences in output.

Thus taking the data at face value suggests a very large role for cross-country differences in technology, and therefore a comparably great importance for imposing structure on these differences through theories of innovation that lead to differences in technology levels across countries. Although I do not spell it out in detail here, one can of course perform similar decompositions in countries across time, leading to measures of the growth rate of \( A \) in countries over time. Such growth (as opposed to development) accounting exercises often reveal very large cross-country differences in measured growth rates of technology.

However, as with many things, the devil is in the details, and one does not have to go very far into the literature to find careful consideration of measurement issues that, when properly addressed, suggest that we should take a more nuanced view of the importance of cross-country and over-time differences in \( A \). One early and very well-known example comes from Alwyn Young’s meticulous growth accounting exercises for rapidly growing East Asian economies, which suggested that once increases in factors of production were more comprehensively measured, the productivity growth underlying the extraordinary output growth in these countries was actually quite ordinary (Young 1995). Perhaps the starkest case is that of Singapore over the 25-year period 1966–1990 studied by Young: Although output grew at nearly 9 percent per year, productivity growth was indistinguishable from zero, once such factors as increasing labor force participation, increased human capital, and a more efficient allocation of resources across sectors were taken into account.

Turning to more recent examples, Jones (2014) and Manuelli and Ses-hadri (2014) tackle in different ways the question of the contribution of human capital to differences in output per capita across countries. Jones (2014) emphasizes the consequences of considering alternatives to the standard linear human capital aggregator. The standard aggregator plausibly assumes that skilled workers are \( X \) times more productive than unskilled workers, but it implausibly assumes that skilled and unskilled workers are perfectly substitutable after this rescaling by productivity levels is taken into account—a skilled task can be accomplished by one skilled worker or by \( X \) unskilled workers. It does not take much introspection to realize the implausibility of this benchmark assumption, and Jones (2014) spells out a variety
of more realistic human capital aggregators that recognize the complementarity between different skill types. These in turn lead to much greater differences in aggregate human capital across countries, which in turn imply a greater role for cross-country differences in factors of production and a commensurately smaller role for cross-country differences in productivity.

In a related paper, Manuelli and Seshadri (2014) take seriously incentives to invest in human capital. Although their paper is much richer than this, the basic insight is simple—if individuals rationally take into account the quality of human capital formed through investments in education, then low observed investments in education signal not just that the level of human capital is low but also that the quality of human capital is low. Calibrating their model seriously to cross-country data suggests a much larger role for human capital differences to per capita output differences across countries, and therefore again a smaller role for productivity differences.

All of this is not to say that cross-country or over-time differences in productivity are unimportant. Rather, it emphasizes that (1) careful, theory-consistent measurement of factors of production is important, and (2) understanding the forces that create incentives for investments in physical and human capital is at least as important from a policy perspective as is understanding better the incentives for innovation that lead to increases in A.

What Is “Inside” A?

As noted above, careful measurement suggests that cross-country differences in A may not be quite as large as a naïve first look at the data might suggest. However, even after careful measurement, they likely are nontrivial and therefore worth understanding more deeply. The literature on Schumpeterian innovation that Philippe has made seminal contributions to has offered an innovation-based view of these differences. But cross-country differences in the abilities of society to allow innovation to take place and bear fruit are not the only reason why A may be different. These alternative explanations are worth taking seriously, because they may suggest alternative policy levers to promote sustained growth.

A first set of explanations that has attracted considerable empirical attention over the past decade hinge on misallocation of resources across firms or sectors of the economy, particularly in response to policies that favor
some firms or sectors over others. To the extent that such policies prevent marginal products of factors from being equalized across alternative uses, they can contribute to cross-country differences in $A$ even when measured aggregate factors of production, such as $K$ and $H$, are the same. In one of the seminal contributions to this literature, Hsieh and Klenow (2009) document differences in marginal products of capital across manufacturing firms in narrowly defined industries. Their results suggest that a country such as China could effectively double its level of aggregate productivity in manufacturing simply by reducing its level of resource misallocation to that observed in the United States.

Another set of explanations for what might contribute to low values of $A$ revolves around managerial incompetence rather than lack of access to the best technology or dulled incentives to innovate at the technological frontier. Bloom et al. (2013) document extremes of mismanagement in a set of Indian firms, such as basic failures to manage inventories and materials, or failures to maintain minimal standards of cleanliness and safety in and around factories. Bloom et al. (2013) go on to show that an experimental intervention that provided management training to firms resulted in a significant improvement in productivity in these firms.

In fairness, misallocation and mismanagement are probably not fully separate causal factors in driving the low levels of $A$, and indeed, one might argue that they are in part a manifestation of the same lack of competitive pressures that also contribute to low innovation. In an environment with weak competition, the incentives to ensure that resources are efficiently deployed in and between firms may also be weak. However, this is a somewhat different mechanism than the effect of competition on incentives to innovate that is stressed in the Schumpeterian approach.

Finally, although it is perhaps not so surprising that a lack of Schumpeterian innovation may not be the main reason behind low productivity in a developing country, it seems more plausible that it is an important factor in advanced economies. Yet in a recent paper, Garcia-Macia, Hsieh, and Klenow (2016) study the dynamics of innovation at the firm level in the United States and document some patterns that seem at odds with Schumpeterian dynamics. For example, contrary to the Schumpeterian view of “creative destruction,” where innovative new firms replace existing firms that fail to innovate, they document that most of growth in the United States seems to come from growth in incumbent firms rather than from
new firms replacing old ones. They also document that much of innovation seems to take the form of improvements in existing products rather than creation of new products. Both of these observations suggest that a more nuanced interpretation of the Schumpeterian emphasis on innovation and creative destruction is in order.

**Implications for Development Policy?**

Philippe’s paper concludes with a set of policy prescriptions designed to unleash Schumpeterian growth. The list is short, sound, and sensible: (1) liberalize entry and encourage competition, (2) liberalize labor markets, (3) promote institutions such as autonomous universities that foster research, and (4) develop a policy framework to encourage equity finance of risky investments in R&D in richer countries near the technology frontier. One does not have to squint very hard at this list to see key elements of traditional policy advice included in the “Washington Consensus,” nor is it very hard to provide a Schumpeterian interpretation of key ingredients in the Washington Consensus. For example, classic elements on John Williamson’s list—but not on Philippe’s list—such as competitive exchange rates, trade liberalization, and deregulation, can all be thought of as fostering competitive pressures that drive Schumpeterian innovation and growth.

In fact, this raises the question of whether the four policy prescriptions in Philippe’s paper are uniquely Schumpeterian, or whether they are just plain sensible. For example, liberalization of entry and deregulation of labor markets arguably have direct effects on resource misallocation, which through this channel may raise productivity, even if they do not directly promote competition. Conversely, the emphasis on property rights protection in the Washington Consensus can be interpreted as a key factor in promoting Schumpeterian innovation (because innovators require assurance of their property rights over the new ideas they develop). But at the same time, it is hardly a uniquely Schumpeterian policy prescription—there are many other channels through which the protection of property rights promotes economic growth that do not operate through the channel of innovation.

Another issue raised by Philippe’s list is the question of prioritization, particularly when one considers developing countries, and especially those very far below the frontier, who face much more primordial challenges than the lack of innovation. Prescriptions to foster autonomous universities are probably sensible advice for advanced economies and a handful of
emerging economies near the frontier, but they are unlikely to be priorities in the many developing countries that struggle to provide even minimal education and health care to kids.

A final difficult question that merits serious consideration when turning Schumpeterian insights into development policy advice concerns the political feasibility of this advice. Recall that the fundamental Schumpeterian insight is that when firms face competitive pressures, they are forced to innovate to escape these competitive pressures, unleashing a virtuous circle of innovation, competition, and further innovation that raises growth. But the reality, particularly in many developing countries facing governance challenges, is that well-connected firms have at their disposal tools other than innovation to escape competitive pressures, and these tools lead to less virtuous outcomes. There are many such possibilities, but a particularly vivid example comes from recent work by Rijkers, Freund, and Nucifora (2014). They meticulously document the incidence of policy-induced barriers to entry across different sectors in Tunisia and then go on to show that the presence of these barriers is strongly associated with the presence of firms connected to the family of then-President Ben Ali. More generally, how to implement procompetitive Schumpeterian growth policies in environments in which politically powerful incumbents are precisely the ones benefiting from the absence of competition remains a deeply challenging question for development policy makers.
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III  New Areas of Research and Inquiry
The past three decades have seen an unprecedented increase in world living standards and a fall in poverty across many fundamental dimensions. Increased confidence in what was possible together with greater acceptance of moral responsibilities led to the adoption of the Millennium Development Goals at the turn of the century. They provided a real basis for international cooperation and development. In the Sustainable Development Goals (SDGs), agreed on in September 2015, there is now a common platform for the next phase of the fight against poverty.

The SDGs make it clear that environmental protection will be a key feature of this next phase, since it is increasingly intertwined with poverty reduction. Thirteen of the seventeen SDGs are directly concerned with the natural environment, climate, or sustainability. Environment, climate, and sustainability were not prominent in the Millennium Development Goals. With hindsight, we can now see that this omission was a mistake.

A key factor in all this is climate change. Climate change is not the only environmental problem we face, nor is it the only threat to global prosperity. But climate change is unique in its magnitude and the vast risks it poses. It is a potent threat-multiplier for other urgent concerns, such as habitat loss, disease, and global security (IPCC 2014). And it puts at risk
the development achievements of the past decades (Hallegatte et al. 2016). If unchecked, climate change could fundamentally redraw the map of the planet, and where and how humans and other species can live.

Climate change is also unique in the scale of the response that is needed. Reducing climate risks requires cooperation from all countries, developed and developing, to reorient their economic systems away from fossil fuels and harmful land-use practices. This reorientation is urgent. Our activities in the next two decades will determine whether our successes in development will be sustained or advanced, or whether they will be undermined or reversed in a hostile environment.

The nature of the climate problem has implications for economic analysis. Economics has much to offer, and indeed continues to provide important insights, but there has been a dangerous tendency to force climate change into narrow conventional ways of thinking. This must change. We need to construct theories and models that reflect the structure and scale of the problem and the contexts in which it occurs.

Climate change also has implications for development policy. In the Paris Agreement—negotiated at the end of 2015—there is now an international platform through which global climate action can be advanced and coordinated. The Paris Agreement has been ratified by 185 countries (as of April 2019). It sets out a process through which the rise in global mean temperatures may be curtailed to “well below” 2° C above pre-industrial levels and perhaps as low as 1.5° C. In 2018 the Intergovernmental Panel on Climate Change advised that 1.5° C would have substantial benefits for people and the natural environment, compared with 2° C (IPCC 2018).

Meeting the Paris objectives requires sustained action over many decades. It also requires the reorientation of investment. At least US$100 trillion will be invested over the next two or three decades in buildings and urban infrastructure, roads, railways, ports, and new energy systems. It is imperative that these investment decisions are taken with climate change in mind.

If they are, there will be substantial benefits for development and poverty reduction—living spaces where we can move, breathe, and be productive and better protection for fragile ecosystems, as well as the fundamental reduction of the risks of climate change.

Putting the SDGs and Paris together, the agreements of 2015 have given us, for the first time, a global agenda for sustainable development applying to all countries. This chapter sets out the implications of this agenda,
and climate change in particular, for development economics and development policy. It emphasizes the nature of the required changes and their implications. We start with an examination of what economics has had to say about the link between economic prosperity and the environment. We then explain why climate change is a different kind of problem, and why it requires a new approach to both analysis and policy. The final two sections explore how this new approach might look.

Prosperity and the Environment

Environmental concerns entered development policy relatively late. The World Bank created the Office of the Environmental Advisor in 1970, but in the early years, this was very much an advisory function. Over time, the role evolved and the environment grew in importance, culminating in the creation of the Environmentally Sustainable Development vice presidency in 1993. ¹ In parallel, environmental economics began to emerge as a new field of academic study (Pearce 2002).

Understanding the interactions between economic growth and environmental protection is crucial to development in all countries, but especially in poor ones. Careful environmental management is a critical ingredient of any viable path to poverty reduction. Bad environmental management results in environmental degradation, poor public health, and lost economic output. Poor people are the primary victims of these trends, though we should recognize that poverty also contributes to them (Pearce and Warford 1993).

Environment and Growth

Knowledge about the link between economic development and the environment of course goes back much further than the 1970s. The economics pioneers of the eighteenth and nineteenth centuries were well aware of environmental resources as an essential source of wealth, and indeed as a potential constraint to economic growth. For David Ricardo, differences in land quality were the main source of rent for landowners. Thomas Malthus, more pessimistically, predicted widespread poverty as a consequence of

¹. See https://archivesholdings.worldbank.org/.
population growth and decreasing returns to agriculture. Montesquieu specu-
lated at length about the influence of the climate on society and the “tem-
per of the mind” (Montesquieu [1748, Book XIV] 2011), but the link to
economic performance was cursory. The early economists were more inter-
ested in resource endowments than climate factors.

Unlike Montesquieu’s theories on climate, Malthus’s concern about nat-
ural resource constraints has remained a constant feature of the growth
debate. In the 1860s, William Stanley Jevons worried about the future of
industrial England when its coal reserves would run out. In the 1970s, the
Club of Rome made headlines with The Limits to Growth (Meadows et al.
1972). Inspired by Kenneth Boulding’s (1966) notion of “spaceship Earth,”
the interdisciplinary field of ecological economics has continued to probe
the natural boundaries that the laws of science impose on economic pro-
cesses (e.g., Rockström et al. 2009).

So far, Malthus and the resource pessimists have generally appeared to be
wrong. Human ingenuity has mostly managed to outpace natural resource
constraints. This does not mean that environmental resources are not over-
exloped. They are, including not least in developing countries. However,
in most cases this overexploitation appears, in large measure, to be the
result of policy mismanagement and market failure rather than resource
scarcity per se.

The Management of Natural Resources
From the outset, economists have devoted considerable attention to the
effective management of natural resources. In the nineteenth century, Knut
Wicksell and Martin Faustmann were among the first to study the optimal
harvesting cycle for slow-maturing resources like forests (Hedlund-Nyström
et al. 2006). However, it was Harold Hotelling (1931) who produced the
defining treatise on natural resource management. According to his Hotel-
ling rule, the value of natural resources, if optimally used, must rise at the
rate of interest. This insight has formed the basis of natural resource eco-
nomics to this day. It also informs the analysis of stock pollution problems
like climate change.

The Hotelling rule was revisited in the 1970s, when it became appar-
ent that it may not be consistent with an emerging development concept,
that of sustainable development. The notion of sustainable development
was popularized by the Brundtland Commission on Environment and
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Development, which defined it as “development which meets the needs of current generations without compromising the ability of future generations to meet their own needs” (World Commission on Environment and Development 1987).

For economists, this meant consumption (or utility) could not be allowed to decrease over time. Robert Solow and John Hartwick worked out what nondecreasing utility meant for resource depletion. The rents from natural resource extraction had to be reinvested in other forms of capital, so that the total stock of environmental, physical, and human capital remained constant (Solow 1974; Hartwick 1977). The World Bank has been at the forefront of translating the Hartwick-Solow rule into practical policy advice (World Bank 2011).

Environmental Management and Public Policy

If Harold Hotelling is the forefather of natural resource economics, Arthur Cecil Pigou deserves the credit for incorporating environmental concerns into welfare economics. Drawing on his teacher Alfred Marshall, Pigou systematically introduced into economics the notion of externalities, that is, costs or benefits that are not captured in the market price of goods. Later writers added nuance and extensions—such as open access problems, common property resources, and public goods—that refine our understanding of environment-related market failures, but the core concept of externalities remains central to modern environmental economics.

Pigou’s observations on the environment were prescient. He discussed at length the negative effects of pollution, which “inflicts a heavy uncharged loss on the community” (Pigou (1920), as cited in Sandmo (2015, 53)). The concern remains valid to this day. Urban air pollution, linked to particulate matter and other pollutants, remains a major issue in most countries (New Climate Economy 2014). In another perceptive comment, Pigou praised the external value of forests, whose “beneficial effect on climate often extends beyond the borders of the estates owned by the person responsible for the forest,” though he probably had the local climate in mind (cited in Sandmo (2015, 55)).

Pigou also identified the requisite remedy to address these market failures: a corrective tax levied in proportion to the externality. This was later complemented by the work of Ronald Coase, who showed that problems of externalities could also be managed via clearer (and perhaps tradable)
property rights (Coase 1960). Both writers were drawing on John Stuart Mill, who already in 1848 had called for government intervention to ensure the “common enjoyment” of the world’s natural riches (Sandmo 2015). Today, variants of Pigouvian taxes and Coasean trading schemes are in use throughout the world (for an overview, see Sterner (2003); Freeman and Kolstad (2007)).

Following in Pigou’s footsteps, John Hicks and Nicholas Kaldor developed the theory for a systematic comparison of the costs and benefits of policy intervention. James Meade (1955) provided the defining general equilibrium approach and analysis in his seminal book Trade and Welfare (see also Drèze and Stern (1987, 1990)). Cost-benefit analysis soon became the standard tool for project appraisal, including in development organizations like the World Bank (e.g., Little and Mirrlees 1974).

In environmental economics, the extensive body of work on welfare economics gave rise to the field of environmental valuation—the use of techniques that monetize the external value of the environment, so it can be appropriately reflected in cost-benefit analysis (for an overview, see Hanley and Barbier (2009)).

It soon became clear that nature’s contribution to human welfare goes well beyond the provision of food and materials, which had exercised Malthus and the Club of Rome. The modern theory of ecosystem services (e.g., TEEB 2010) distinguishes between provisioning services (food, water, materials), cultural services (spiritual value, recreation, mental and physical health), regulating services (air quality, water treatment, carbon sequestration) and support services (genetic diversity, habitats). The full extent of this rich range of services is not yet fully understood—or indeed, always appreciated—by policy makers. It remains an active and important area of interdisciplinary research.

A central test for any economic prescription on environmental management is the health of the natural environment. Against this yardstick, the economics of Hotelling, Pigou, Meade, and their successors has serious limitations. There have been notable successes, but on the whole, environmental protection in practice has been much harder than the solutions embodied in simple theory. The political economy of poverty and the environment is particularly complex and has to include factors like power, exclusion, land rights, market access, and gender relations.
Unfortunately, the environment–development nexus has become more complex still. The environmental problems of the twenty-first century could be of a different order of magnitude and generality than those of the past, and none more so than climate change.

**Why Climate Change Is Different**

Climate change is different from past environmental problems in terms of its scale, the magnitude of risks, and the urgency of action. We are all involved both in the generation of the problems and in our vulnerability to its impacts. Climate change is also different in terms of its complexity and the difficulty of identifying a “solution.” To appreciate the nature and scale of the challenge, it is necessary to set out some basic science about climate change.

**Science**

The science of climate change is based on almost two centuries of theory and evidence. The basic physics of the greenhouse effect—that there are heat-trapping gases in the atmosphere, which leads to the earth retaining heat—were established by Jean-Baptiste Fourier and John Tyndall in the second half of the nineteenth century. Studying the earth’s heat balance, the former showed that something was preventing the escape of energy, and the latter identified the key gases at work. At the start of the twentieth century, Svante Arrhenius made the link to fossil fuel-based emissions by showing that they intensified the magnitude of the natural greenhouse effect. In the first half of the twentieth century, with the rise of quantum theory, it was established that the mechanism at work was the frequency of oscillation of greenhouse gas molecules, which interfered with that of infrared energy. The systematic monitoring of atmospheric CO₂ concentrations began in 1958.

This part of the physics and chemistry of the atmosphere is basic and clear. Important uncertainties remain, but we increasingly understand the main driving forces in the inherently complex and chaotic system that is the earth’s climate. From this evidence, which continues to be gathered, published, and presented, we understand that the current, unprecedented climate change starts and ends with people.
Human activity, through the extraction and combustion of fossil fuels, removal of forests, or agricultural activities contributes to the emission (or “flow”) of greenhouse gases. The increased flows lead to increased quantities (or “stocks”) of greenhouse gases in the atmosphere, and with them, an increase in the amount of heat energy trapped by the atmosphere. As the heat energy increases, so too do the average global land and sea temperatures. With higher temperatures and more energy, there is increased intensity and variability in the global climate system, leading to fluctuations or changes in local and regional weather patterns.

Risks
The implications of this complex causal chain are difficult to comprehend in their entirety, and the specifics cannot be predicted with certainty. However, it is clear that the effects in terms of human lives and livelihoods are potentially severe.

Since the beginning of the Industrial Revolution in the mid-1800s, global mean surface temperatures have risen by about 0.9°C (IPCC 2018). The atmospheric concentration of the main greenhouse gases has increased from about 285 parts per million (ppm) of carbon dioxide equivalent (CO₂e) to more than 450 ppm of CO₂e today, of which over 400 ppm is CO₂. About 70 years ago, we were adding approximately 0.5 ppm of CO₂e per year, and now we are adding about 2.5 ppm of CO₂e per year. If this trend continues, the median temperature increase over the next one or two centuries would be in the region of 4°C, with a substantial probability of well over 4°C (IPCC 2013).

To put these numbers into context, our civilization has developed during the climatically benign Holocene period, following the last ice age, which came to an end about 9,000 or 10,000 years ago. The Holocene has had relatively stable temperatures that fluctuated in a range of ±1−1.5°C relative to the late nineteenth century benchmark. We are now near the edge of that range. If the temperature increase reaches 3 or 4°C, we would be outside the range of experience of our species, *Homo sapiens*, which is about 250,000 years old. The planet has not seen a 3°C increase in temperature for about 3 million years (when the sea level was about 20 meters higher than it is today; IPCC (2013)), and 4°C for tens of millions of years.

Along with the physical science, the natural and social sciences are rapidly developing models to investigate the risks of rising temperatures for
economies, ecosystems, cultures, and social structures. The specifics cannot be known with certainty, but risks to people and the environment will rise rapidly above 1.5°C of warming (IPCC 2018). There is an increased risk of tipping points (Drijfhout et al. 2015) and of exacerbating and compounding other threats, like habitat loss, political instability, and disease (IPCC 2014).

Poor countries and poor people would be hit particularly hard. They rely more heavily on climate-sensitive economic activities like agriculture and have reduced capacity to adapt effectively. Poor people are also more likely to live in hazard zones, such as floodplains, and their assets are more likely to be damaged in extreme weather events. They are also more susceptible to the pests and diseases that follow heat waves, floods, and drought (Hallelegatte et al. 2016).

The Urgency
Limiting temperature rises to any specific level requires the restriction of the accumulation of long-lived greenhouse gases in the atmosphere. The concentration of greenhouse gases in the atmosphere cannot exceed a certain threshold and must stabilize at a lower level. The lower the temperature target is, the lower the threshold and stabilization level will be and the sooner emissions will have to peak.

Eventually, global annual emissions will have to reach “net-zero,” that is, a balance must be established between the release of greenhouse gases into the atmosphere from human activities and their removal (for example, through reforestation).

The 2°C upper temperature bound in the rise in global mean surface temperature is associated with a remaining “budget” for carbon dioxide, the most important greenhouse gas, of maybe 600–1100 gigatons of CO₂ over the period to 2100, depending on the probability we seek of keeping to the 2°C target; the higher the probability the lower the budget. A 1.5°C target would involve lower budgets in the order of 400–750 gigatons of CO₂ and require reaching net zero by around 2050 (IPCC 2018).

To remain within an emissions budget of 600–1100 gigatons CO₂, global emissions would have to peak before 2020 and decline rapidly from then on. Negative emissions technology (not just expanded forest cover but also, e.g., bioenergy combined with carbon capture and storage) will likely be required later in the century to avoid warming of more than 2°C.
The global emissions budget creates a zero-sum game. The higher one country’s emissions are, the lower those of other countries will have to be. It is here that disagreements occur. Developed countries are responsible for the majority of historical greenhouse gas emissions. But the balance of annual emissions has shifted in recent years. Developing countries (led by China) now account for about 60 percent of total annual emissions and will be responsible for most future emissions growth (New Climate Economy 2014). Six of the top 10 emitters are developing countries (World Resources Institute 2014).

Cooperation

Tackling climate change thus requires efforts from all countries and strong international cooperation. Experience tells us that such cooperation can be hard to secure. International cooperation on climate change has historically been difficult.

The benefits that accrue from reduced climate risks are a global public good. Countries cannot be excluded from profiting and have incentives to free ride if they perceive reducing emissions to be costly to themselves and disregard the benefits to others. Moreover, the group that would benefit is large and diverse, and the impacts of accelerated climate change affect countries unevenly. These are strong reasons for why reaching an agreement is difficult, but they are also the reasons that international cooperation is needed (Barrett 2003).

Against this backdrop, the Paris Agreement is a remarkable breakthrough in international climate cooperation. To illustrate this, compare Paris to another agreement that seemed almost impossible at the time. The Bretton Woods Agreement brought together 44 countries in an attempt to rebuild the international economic and financial system after World War II in a more cooperative form.

In 1944, Keynes (cited in Braithwaite and Drahos (2001, 98)) described it as “forty-four nations…actually able to work together at a constructive task in amity and unbroken concord. Few believed it possible. If we can continue in a larger task as we have begun in this limited task, there is hope for the world.”

Although the Bretton Woods agreement should be regarded as a crucial achievement, it is important to recognize that the urge for collaboration in the post–World War II era and the call for international coordination
were almost omnipresent. The grave experience of two world wars and a
great depression in 30 years taught some clear and strong lessons. The con-
sequences of the failure to work together were demonstrated to be cata-
strophic; the evidence was hard and real. Furthermore, the United States
was in a dominant position. In contrast, the Paris Agreement brings together
more than 180 countries in *anticipation* of future harm, which makes it all
the more remarkable. And no one country was dominant.

That an agreement was formed lies not only in the increased understand-
ing of the gravity of the risks but also, and crucially, in an understanding of
the attractiveness of alternative pathways to sustainable development. This
has changed the calculus of self-interested action. But the agreement also
includes features that enhance the willingness to cooperate by increasing
the benefits of cooperation and realizing them more quickly, such as inter-
national collaboration on low-carbon research and development (Keohane
and Victor 2016). Moreover, transfers between country coalitions (in the
form of funds, commitments, etc.) helped make the agreement more profit-
able to participants. However, we should also not underestimate a shared
sense of responsibility. Much of the motivation appeared to be beyond nar-
row self-interest and was about responsibility to future generations.

Yet, however remarkable, the deal struck in Paris must be seen as only
the beginning of a long process of international cooperation. The effective-
ness of the agreement is yet to be tested. The building blocks that have
led to the agreement will need to be expanded and deepened. The pledges
submitted ahead of Paris, if fully implemented, still put the world on an
emissions path that is closer to 3° C warming than the Paris objective of
“well below” 2° C, let alone 1.5° C (Rogelj et al. 2016). Without even closer
cooperation by and action from all countries over the next 10–15 years, the
chance of remaining well below 2° C is slim.

**The Analytical Challenge: Beyond the Marginalist Approach**

Economists were slow to recognize the enormity of climate change and
its relevance to economic development. Climate change has yet to reach
the mainstream in many economics departments. Yet a small number of
pioneers have engaged with the topic from an early stage (Nordhaus 1982,
1991a, 1991b; Edmonds and Reilly 1983; Cline 1992; Manne and Richels
The authors of those early works applied the tools of their trade. The groundbreaking work of William Nordhaus was inspired by the growth theory of Ramsey and Solow. The accumulation of greenhouse gases in the atmosphere was understood as an exhaustible resource problem in the spirit of Hotelling. The likely impacts of climate change were enumerated, monetized, and aggregated in the tradition of Pigou and Meade. To correct the externality, economists advocated Pigouvian carbon taxes or Coasean emissions trading schemes (see Fankhauser 1995 for an overview of early climate economics).

Their contributions were essential to building the argument for action. However, by placing a strong focus on the marginalist tools of welfare economics, economists have tended to underestimate both the potential impacts of climate change and the wider benefits of a transition to low-carbon growth, to the point where their models were increasingly at odds with the science. They have focused on fairly marginal perturbations to long-term growth when the question at hand is the management of immense risk and the longer term. Growth itself could be severely disrupted and reversed—not simply perturbed on the margin.

The Precautionary Economics of Climate Change Risks

Initial estimates of the economic costs of climate change began to emerge in the 1990s. They were both derived from and provided input into integrated assessment models. These models attempt to combine the key elements of biophysical and economic systems and represent the full cycle from socioeconomic activity to emissions, temperature change, and impacts that then feed back into the socioeconomics. It was a valiant endeavor, but the early models suffered from a poor evidence base. Many important impacts either had to be omitted or were extrapolated from single data points (Tol and Fankhauser 1998). This had the effect of marginalizing or ignoring some of the most worrying risks identified by scientists.

Today, our evidence base is much better (IPCC 2014). More solid empirical evidence is beginning to emerge on the impacts of moderate climate change, for example, in regard to agricultural impacts (e.g., Schlenker, Hanemann, and Fisher 2005; Schlenker and Lobell 2010) and labor productivity
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2. Nordhaus’s work on climate change economics was recognized with the 2018 Nobel Prize in economics.
(e.g., Heal and Park 2013; Burke, Hsiang, and Miguel 2015). Case study evidence also links climate and conflict (Hsiang and Burke 2014; Kelley et al. 2015).

However, there are inherent limits to the empirical investigation of severe climate impacts on people. The nature of the problem is precisely that it will take us outside the range of the empirically observed in the history of Homo sapiens (see above). To understand the consequences of the large temperature changes, we might have to go back further in time and study the evidence from paleoclimatology, for example, on sea levels.

The Intergovernmental Panel on Climate Change therefore concluded that the results of integrated assessment models depend on a number of “disputable” assumptions (IPCC 2014). This is hard to disagree with, when, in one common specification, a temperature increase of 5°C is associated with damages equivalent to just 5–10% of GDP. Temperatures at that level have not been seen for tens of millions of years. The transformation would likely be traumatic.

Integrated assessment models still have a role to play. However, their value does not lie in producing specific estimates of economic damage, which can be profoundly misleading. Instead it lies in documenting the high levels of risk we face. Multiple model runs and some understanding of the omitted impacts show that the balance of uncertainty is heavily tilted toward the downside. Negative surprises relative to the effects that are incorporated are much more likely than positive ones. Economic tools can be used to translate these uncertainties into prescriptions for risk management.

An important strand of research, pioneered by Martin Weitzman, is demonstrating the importance of looking not just at the most likely outcomes but also at the tail of the distribution (Weitzman 2012). However, although the focus on the tails is welcome, the central estimates of potential change over the long term—beyond past human experience—are themselves deeply worrying and offer sufficient grounds for strong action (Stern 2016).

**The Dynamic Economics of a Low-Carbon Transition**

The economic models available to study low-carbon development paths often, in structure and approach, predate the debate on climate change and have their origin in energy sector planning. At the core of many models
are estimates of marginal abatement costs, that is, the incremental costs of reducing emissions by an additional ton. Models based on marginal abatement costs have been useful in informing the low-carbon strategies of many countries. However, by focusing on emission reduction efforts at the margin, they often ignore the inherently systemic nature and dynamic force of transformative change.

Some systemwide effects will make carbon abatement more expensive than would be the case in their absence. We should not underestimate the difficulty of deep structural change. One key concern is rigidities in the labor market, both in terms of labor mobility and wages (Bowen and Kuralbayeva 2015). There are also rigidities in the capital stock. Carbon-intensive capital is often long lived, and assets might get stranded unless investment decisions are sufficiently forward looking (Pfeiffer et al. 2016). And finally, inertia is associated with innovation, which appears to be heavily path dependent (Aghion et al. 2016). Few of these effects are properly modeled as yet, but they point to the dangers of locking in high-carbon capital and infrastructure.

However, there are potentially very large gains from future innovations on cheaper and sustainable paths. We have the potential to harness the large dynamic benefits of low-carbon innovation—unlocking the process of “creative destruction,” which Joseph Schumpeter described back in the 1940s. This includes not just technological innovation but also changes in business practices and social behavior (Stern 2016). As engineers learn how to install, connect, and repair technology cheaply, unit costs fall faster for many new technologies than for existing ones. Also influential will be the emergence of new networks, such as the integration of electric-vehicle energy storage into smart grids. Dechezleprêtre, Martin, and Mohnen (2014) find that clean technology innovation creates much higher spillovers than conventional innovation does, on a par with those in transformative sectors like information technology and nanotechnology. New technologies plus wise management and investment can both produce very large gains in energy efficiency. Indeed, nearly half of the required action on climate change could come from energy efficiency.

The low-carbon transition also has other environmental benefits, from reduced fossil-fuel pollution (air and water) to the preservation of the world’s forests. In China and India, probably close to 2 million people die each year as a result of poor air quality (New Climate Economy 2014). These
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are environmental priorities of immense significance that could and should be pursued in their own right, but the low-carbon transition offers opportunities for synergies and coordination.

The Ethics of Intervention

The magnitude of climate risks and the lasting impact of policy choices on lives and livelihoods, both today and in the future, raise issues of equity and justice that are more consequential and difficult than we usually encounter in policy analysis.

Different ethical approaches guide the actions of individuals and communities, but they all provide consistent normative support for strong action (Stern 2007, 2015). Moral guidance is also offered in the teachings of major religions. Concern about future generations, deep respect for the environment, and the duties of the current generation as stewards of the earth are consistent themes.3

The ethics discourse in economics has, for the most part, made little accommodation or room for these wider philosophical, ethical, and religious perspectives. It has focused heavily on technical issues, unusually narrowly defined, in particular on the intergenerational question of discounting and the intragenerational issue of burden sharing or dividing up the remaining carbon space.

Discounting is of course a central issue and requires rigorous, analytical scrutiny from economic, philosophical, and political perspectives. It is discussed in great detail elsewhere, and readers are referred to Stern (2007, 2015). Those works argue strongly against pure time-discounting, because it is essentially “discrimination by date of birth” that would be unacceptable, for example, in criminal courts, voting procedures, and human rights. If it were to be introduced as an ethical criteria, it would require direct and convincing argument: Such argument is usually conspicuous by its absence.

These writings also point out that speaking of “the discount rate” as if it were something introduced entirely from outside the debate is a serious conceptual mistake. The discount factor is a relative price between goods
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3. This can be seen from the Papal encyclical *Laudato Si: On Care for Our Common Home*, the Islamic Declaration on Global Climate Change, the *Bhumi Devi Ki Jai!* (A Hindu Declaration on Climate Change), and the Buddhist Climate Change Statement to World Leaders.
Now and in the future. It depends on which goods and which dates. It is a relative price logically prior to the concept of the discount rate, which is the rate of fall of the discount factor. Discount factors, and thus, discount rates, like other prices and values, depend on where we turn out to be, and that depends on our decisions. They are endogenous to our decision-making.

The ethics of “burden sharing” are also often misconstrued. There is a powerful argument that developed countries have a moral obligation, from their history, their wealth, and their technology, to take a strong lead in cutting emissions. However, the current arguments tend to see rights and allocations only in terms of a single dimension: greenhouse gas emissions. The focus on this one dimension ignores a multitude of other relevant influencing factors and the dynamics and co-benefits of the alternative low-carbon transition.

There is no evidence that greenhouse gas emissions are needed for development. Although energy is an essential requirement for development (Fankhauser and Jotzo 2017), it does not necessarily, at least in a technical sense, have to be associated with greenhouse gas emissions, because it is possible to source energy with low or zero emissions. It can be argued that each country or individual has a right to development, a right to energy, and a right to basic human needs, but these rights neither separately nor together imply a right to emit or degrade the environment.

The Policy Challenge: Beyond Incremental Action

The development community is increasingly aware of the risks of climate change (e.g., World Bank 2010, 2012; Hallegatte et al. 2016). However, it has yet to respond to the threat with sufficient purpose and scale. Climate policy is not about incremental initiatives that can be attached to existing development plans. It requires deep structural and systemic change, implemented over many decades, both to reduce emissions and to adapt to remaining climate risks.

Climate-Resilient Development

It is well recognized that even a moderate degree of climate change can pose risks to development. What is less appreciated is the extent to which the rapid development that many developing countries are undergoing—for
example, along urban coastlines (Hanson et al. 2011)—is shaping their future vulnerability to climate change.

The pace of development means that the greatest opportunities for achieving climate resilience lie in influencing these trends. Policy makers should incorporate climate risks into long-term development, infrastructure, and spatial planning decisions. This macro-level approach is an important departure from traditional analysis, which has tended to treat adaptation to climate change as a set of independent, threat-specific responses, such as coastal protection schemes.

How does climate-resilient development differ from conventional development? Thomas Schelling, one of the first economists to engage with climate change, famously claimed that economic development was the best form of adaptation, implying that conventional and climate-resilient development are one and the same (Schelling 1992, 1997).

Climate resilience and economic progress are indeed heavily intertwined. However, not all forms of development have the same effect on climate resilience. As countries develop, the structure of their economy evolves, typically away from agriculture. Sectors become more productive, and the location of economic activity may shift to urban centers. Income per capita rises, and with higher incomes the demand for climate protection goes up.

Of these changes, only the increased demand for adaptation unequivocally reduces climate change risks. The net effect of the other trends is unclear. Although agriculture is highly sensitive to climate change, a structural shift into industry and urban living improves resilience only if those sectors and locations encounter fewer climate risks than agriculture, which they may not do (Fankhauser and McDermott 2014, 2016). For example, much urban development has involved building on flood plains.

Pursuing climate-resilient development at the macro scale has institutional consequences. The responsibility for adaptation shifts from environment departments and hydro-meteorological offices to planning and economic ministries. These tend to be more powerful and better able to instigate the necessary reforms. This shift is an important and sometimes overlooked side effect of moving from project-level adaptation to climate-resilient development.

When integrating development and climate action, we should recognize that development (conventionally understood), mitigation, and adaptation are closely intertwined. For example, low-till agriculture and approaches
like Sustainable Rice Intensification save energy and water, reduce emissions and are more resilient. There are many further examples in energy, urban planning, and building design.

The Low-Carbon Transition

Fossil fuel-based energy has been such a powerful force of growth and poverty reduction that it seems reasonable to ask, in the words of Dercon (2012), whether “green growth is good for the poor.” It is a longstanding concern. The original text of the UN Framework Convention on Climate Change deals extensively with the question of who bears the incremental costs, implying that there is a “horse race” between growth and environmental responsibility.

We now know that the notion of a “horse race” represents a false dichotomy. We have highlighted above the dynamic benefits of an innovation-driven growth model, where learning processes and economies of scale create investment and employment opportunities. We have also outlined the environmental benefits of such a course of action, for example, in terms of air quality, and the great scope for improving resource efficiency. We have emphasized the intertwining of development, mitigation, and adaptation.

The challenge for development policy is to guide economic decisions in this new direction. Even if it is beneficial, structural transformation is never easy. Policy makers will have to tackle fundamental market failures not just in relation to greenhouse gases, but also in networks, capital markets, clean innovation, and the provision of information, and with respect to the local, regional, and global environment. There are harmful policy distortions, not least the subsidization of fossil fuels and the underpricing of energy, which amount to hundreds of billions of dollars each year (Coady et al. 2015; OECD 2015). The vested interests can be very powerful. Political skills and systems will be tested severely.

The choice of policies is important. Carbon pricing has proven to be an effective tool to incentivize emission reductions with very limited effects, so far, on competitiveness (Dechezleprêtre and Sato 2014). The breakthrough of low-carbon technology requires additional support for clean research and early deployment (Dechezleprêtre, Martin, and Bassi 2016). Thoughtful regulation (and its enforcement) also has a role to play, for example, in the form of efficiency standards, planning rules, and building codes. Another essential part of the policy mix is strategies to reduce structural
adjustment costs by supporting labor mobility, providing social safety nets, and protecting low-income households.

Spurring low-carbon growth requires the redirection of financial flows and investment. Private investors will only do this if the balance of risks and returns is attractive, and the direction of travel is clear. The consistency, clarity, and credibility of climate policies therefore matter hugely. This is not something current political processes always deliver. Government-induced policy risk is an immense disincentive around the world. However, it is possible to reduce policy uncertainty, for example, through statutory carbon targets enshrined in legislation and monitored by an independent nonpolitical body (Fankhauser 2013).

A key concern is infrastructure. Over the next 20 years, the required investment in infrastructure will be in the region of US$100 trillion or more (Bhattacharya, Oppenheim, and Stern 2015). This new capital will be long lasting, and the choices made now will have enduring consequences for growth, development, and the climate. Currently about 60 percent of global annual greenhouse gas emissions can be attributed to the investment in and use of infrastructure. Very rapid urbanization (likely to rise from about 3.5 billion people now to about 6.5 billion people by mid-century) demonstrates the immense dangers of lock-in of wasteful and polluting structures. These numbers show that investment over the next 20 years will shape the future profoundly: It will determine whether we have cities where we can move and breathe, and whether we can hold the global temperature rise to well below 2° C.

Conclusions

Human ingenuity has succeeded in overcoming natural resource constraints that were once thought binding. That extraordinary progress has not been sufficient to eradicate global poverty, and the natural environment has suffered, but human welfare has improved markedly. However, the environment and development challenges of the twenty-first century are likely to be more difficult than those of the past.

Nowhere is this more evident than for climate change. Climate change is a threat of a completely different magnitude and character from those of the past. To continue our progress in the face of climate risks, we need both strong policy action and a radical deepening of economic analysis. We need
to construct theories and models that reflect the unique challenges we now face and the contexts in which they arise.

The response to the threat is not the cessation of economic growth (Jackson 2011; Klein 2015). It is possible to advance economic prosperity and combat climate change at the same time. We argue that an approach to growth driven by clean innovation and investment can create new growth and employment opportunities. The economic, structural, and technological challenges of sustainable growth are massive, but the opportunities are real and very attractive.

However, time is short. Over the next two decades, the emerging markets of Asia, Africa, and Latin America will build their cities, infrastructure, and energy systems. Developed nations will need a major renewal of theirs. The way we make decisions on these issues will determine whether we have a chance of keeping climate change well below 2° C.

There is some reason for optimism. In the Paris Agreement (December 2015) and the Sustainable Development Goals (September 2015), the international community now has a platform through which climate change, environment, and development can be integrated into planning, financing, and investment decisions. We have a global agenda for the first time in which virtually all countries are involved.

To guide these decisions, we call for a radical deepening of economic analysis. Climate change is the biggest and most important example of systemic global risk, but it is not the only one, and we, in economics, have to learn to think about and investigate these issues much more carefully. Standard growth theory, general equilibrium, and marginal methods will, as ever, have much to contribute. But they will not be sufficient. We should seek a dynamic economics where we tackle directly issues involving pace and scale of change in the context of major and systemic risks.

We also call for a departure from development business as usual. Poor countries have a large pent-up demand for modern forms of energy, transport, and essential consumption goods that must now be met in a low-carbon way. They will suffer most from the adverse effects of climate change and need a form of economic development that manages their climate exposure and increases their capacity to adapt. A key focus must be investment in sustainable infrastructure. The world needs strong and clear policies to foster those investments and a major expansion in finance to undertake them. With their range of instruments, the confidence inspired by their
presence, and the ability to take a long-term view, the development banks have a vital role to play.

Managing climate change and reducing poverty are the defining challenges of the twenty-first century. Both can be tackled, and the alternative paths to sustainable growth are very attractive. We know what needs to be done, we know how to begin, and we will learn along the way.
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In their paper, Fankhauser and Stern (hereafter FS) do a fine job of demonstrating the urgent need to address the threat of global climate change, a view that I very much share. Climate change will be a particular threat for World Bank client countries with greater vulnerabilities due to their location (e.g., in low-lying coastal areas); the prevalence of at-risk sectors in their economic activity (e.g., low-productivity subsistence agriculture); a lower level of access to more resilient technologies; and less developed institutional capacities for adapting to climate change (e.g., in delivering public health programs). Similar arguments have also been made in a flagship report by the Bank on climate change and poverty risks (Hallegatte et al. 2016). Although many of the major risks will materialize in the future, inertia in the earth’s climate system and in the adjustment of capital stocks in the economy mean that actions need to start in earnest now to stem the risks, even though their magnitudes are uncertain.

FS also argue that now is the time for a major push to stem climate change risks through deep and rapid cuts in global greenhouse gas emissions. For reasons described below, I am less sanguine about this possibility—though I would be glad to be wrong. FS base their conclusion on several premises:

1. The ethical argument for the responsibility of this generation to protect future generations from the serious adverse effects of climate change is unambiguous.

2. The political aspects of obtaining international agreement on concerted action to mitigate greenhouse gas emissions have become more favorable (New Climate Economy 2015), particularly in light of the Paris Agreement established at the United Nations conference on climate change in late 2015 (UNFCCC 2015, Addendum).
3. Rapid decarbonization can be undertaken in ways that actually create economic opportunity over the medium and longer terms, for developing and developed countries alike, through new opportunities for technical advance and creation of markets for new goods and services (New Climate Economy 2014).

4. There are near-term benefits of mitigating greenhouse gas emissions as well—most notably, “co-benefits” obtained when switching to renewable energy and improving energy efficiency reduce local pollutants from fossil fuel burning that damage human health and the environment.

With respect to the first point, I do not think there is yet a widely shared view of what it means in practice to assume an intergenerational responsibility. Is the obligation of the current generation to do as much as possible to mitigate cumulative emissions in an attempt to forestall catastrophic impacts of climate change, an option discussed in (Barrett 2013)? What is the responsibility to reduce noncatastrophic risks as well? Are there different ethical obligations between mitigating greenhouse gas emissions and strengthening resilience to climate change?

Greater complexity comes in addressing unavoidable questions about how nearer-term costs of emissions mitigation and improved resilience to climate change are to be shared among members of the current generation. Almost 25 years of analytical work and policy wrangling have not led to practical resolution of the burden-sharing issue, other than the general recognition that better-off countries should carry more of the burden. Funding for cost-sharing remains inadequate, and there continues to be advocacy for expensive low-carbon energy projects in low-income developing countries whose contributions to global emissions are minimal.

With respect to the second point, the degree of engagement among developing and developed countries in the 2015 Paris Agreement is indeed a significant achievement. Going forward, it remains to be seen how well countries do in implementing their “Nationally Determined Contributions” (NDCs) to reducing global greenhouse gas emissions. Moreover, mitigating the serious risks from climate change will require substantially deeper cuts than will follow even under full implementation of NDCs. The basic paradox of international agreements holds: Finding ways to agree on and deliver significant mitigation commitments across many countries is quite difficult.
With respect to the third point, analysis reported in the most recent IPCC assessment indicates relatively modest cumulative effects on consumption over time from greenhouse gas mitigation, if everything goes right (IPCC 2014, table SPM2). That means the ready availability and public acceptance of cost-effective decarbonization technologies that remain controversial (notably geological carbon sequestration, as well as greatly expanded nuclear power). It also means extremely cost-effective coordinated implementation of national policies to curb greenhouse gas emissions. Costs are considerably higher if these strong assumptions do not hold.

Beyond these challenges, it is important to be circumspect about the economics of rapidly and massively scaling up decarbonization. A great deal can be accomplished with improvements in energy efficiency. On the other hand, although solar power in particular seems to be increasingly inexpensive these days, the cost of overcoming intermittency—through combinations of back-up fossil fuel generation, smart grids (which help only for uncorrelated intermittency), and evolving but still-costly storage—also must be taken into account.

The 2014 New Climate Economy report makes much of the broader possibilities for “creative destruction” from more stringent limits on greenhouse gas emissions, leading to economic gains from increased innovation and new markets. I think the breadth of applicability of this argument needs further validation. Although retiring a significant amount of fossil-fuel-based power generation capacity would lead to expanded markets for replacement technologies and competitive gains for some suppliers, such a policy is not likely to be a near-term win across the board. How much innovation would take place also depends critically on the extent to which greenhouse gases are appropriately priced, and what complementary policies for supporting basic and applied R&D are deployed.

The fourth point is a popular argument in climate policy debates, but I think we need to consider more carefully the economic and ethical aspects of counting environmental co-benefits as an argument for greenhouse gas mitigation. Developing countries currently face numerous environmental challenges, including major public health threats from air pollution. However, air pollution can be reduced cost-effectively with established technologies, without the delay or uncertain cost associated with scaling-up low-polluting renewable alternatives to fossil energy. Why not make the strong economic case for cutting these emissions anyway, regardless of
what is done with respect to low-carbon energy? From an ethical perspective, there are intense debates about who has a greater responsibility to pay for steps to cut current greenhouse gases in order to protect the welfare of future generations. What can we say about the morality of not pushing for readily available and relatively affordable life-saving pollution control measures today?

FS make the valid and important point that macro and micro scales of analysis need to be better integrated for assessing greenhouse gas mitigation possibilities and for enhancing resilience to climate change. What is needed is more of an “environmental macroeconomics” than is currently within the scope of environmental and natural resource economics. They also argue that at this juncture, it is important to “get the big decisions right”—like how to implement carbon pricing and increase assistance for adaptation measures.

To have a realistic chance to make the deep cuts in future global greenhouse gas emissions that FS rightly advocate, the development of a favorable technological environment is crucial. There is a vital need especially to provide more cost-competitive low-carbon energy technology options. Low-carbon energy sources—renewables, nuclear, and fossil energy use with carbon capture and storage—must increase from less than 20 percent of total energy use to more than 70 percent or even 90 percent by 2100, depending on the stringency of the limit on temperature increase sought (IPCC 2014, figure 7.16). Such a transformation will not be possible without fundamental changes in the cost and performance of low-carbon energy technologies.

The call by some prominent observers (including Stern) for a “Global Apollo Programme to Tackle Climate Change” (King et al. 2015) draws welcome attention to the need for greatly expanding international R&D for greenhouse gas mitigation. The proposal is to do this through voluntary participation in a kind of “Low-Carbon Technology Innovation Club.” Keohane and Victor (2016) describe in more detail such an approach for international cooperation to develop technologies needed for deep cuts in greenhouse gas emissions, as part of a larger framework for different types of climate change policy coordination. However, the initial target proposed by King et al. (2015) of $15 billion per year, or about 0.02 percent of global GDP, is roughly an order of magnitude smaller than the required investment levels per year that the International Energy Agency has calculated to
be necessary for a low-carbon transition (IEA 2014). How to mobilize such large sums of money in order to make rapid and deep cuts in global greenhouse gas emissions is an urgent but still-unanswered question.
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Comment: Gaël Giraud

The Trouble with Climate Economics

Here I briefly comment on the main points raised by the nice and thought-provoking paper by Sam Fankhauser and Nicholas Stern (FS hereafter). The next section deals with the ongoing debate on the seriousness of economic damages induced by climate change. I argue in section 2 that the gravity of the physical risk creates a funding problem that can hardly be expected to be solved solely by conventional means, such as national budgets. Section 3 provides some brief thoughts on the ethical questions raised by FS. Section 4 echoes the strong call made by the authors for a “radical deepening” of integrated economic models aimed at assessing the impact of global warming (and how we can avoid its disastrous effects). For that purpose, the last section offers a tentative suggestion of a dynamic model that could be used as a complement—or an alternative—to more conventional ones.

Climate: It’s Serious!

The first and main lesson to be taken away from the FS paper is pretty clear: Economic damages caused by global warming are probably going to be considerably greater than our current economic models predict. This makes it more important than ever to take urgent and drastic action to curb temperature change by reducing carbon emissions. What is more, the authors emphasize the “double inequity” that plagues the challenge

This work benefited from the support of the Energy and Prosperity Chair, under the aegis of the Fondation du Risque (Institut Louis Bachelier, 28 place de la Bourse, 75002 Paris, France). All errors are, of course, mine.
of coping with climate change: Rich countries are responsible for most of the current stock of greenhouse gases in the atmosphere, but poor people in southern countries (and to a lesser extent, in northern ones) will be hit earliest and hardest. On this issue, the index for physical vulnerability to climate change provides an interesting, albeit perfectible, tool for measuring the exposure of poor countries to the consequences of global warming (Guillaumont 2013). Figure 7.1 illustrates the geographical distribution of physical climate risk, as estimated according to this index.

Even a country like France is acutely concerned, through its overseas geographies (Goujon, Hoarau, and Rivière 2015) of course, but also with respect to its metropolitan territory (Le Treut 2013). Hallegatte et al. (2016) estimate that about 100 million people in the world may be relegated to below the poverty line by 2030 because of climate change. Obviously, as stressed by FS, “mitigation, adaptation, and development are intertwined,” such that the “horse-race” between climate policy and development represents a “false dichotomy.” Some concrete experiences confirm that development and climate policy can— and actually ought to— be achieved at the same time. Many of the projects in which Agence Française de Développement (AFD) is involved reflect this conjugacy, from urban planning (in Porto Novo, Benin, or the Philippines) and addressing rising sea levels, to building the solar power plant near Ouarzazate (Morocco). Additional examples include agroecological micro-projects in Zimbabwe or sanitation programs in the slums of Santo Domingo’s Barquita district, aimed at children suffering from leptospirosis, a disease spread by alternating periods of drought and devastating typhoons. As a consequence, adaptation to global warming and resilience are of utmost importance for southern countries, whereas mitigation should be a priority for emerging and advanced economies. Unfortunately, this does not mean that developing countries could be exempted from any efforts regarding mitigation. Greenhouse gas emissions stemming from Sub-Saharan Africa today represent less than 3.4 percent of the world’s emissions. But Liousse et al. (2014) suggest that by 2030, this continent’s contribution could account for up to 20 percent of global emissions, or even more—at least in a business-as-usual scenario. Thus, even for some countries that have not yet emerged, a path toward emergence that would simply mimic Western “dirty” production modes and lifestyle should not be considered a valid option. This is particularly true in Asia, where the already planned coal-fired power plants—if they do indeed
Figure 7.1 Physical vulnerability to climate change

Source: Guillaumont (2013).
start operating in the near future—would absorb the entire carbon budget left available at world level, if we want the average planetary temperature increase to have reasonable chances of remaining below 2° C.

On this count, my feeling is that we urgently need more data on the regional and local impacts of climate change: Global integrated assessment models, however powerful they might be, will remain of middling help for the political agenda as long as we are not able to increase the granularity of our understanding of the consequences of global warming. Climatologists are devoting valuable efforts to this central issue: Vautard et al. (2014) and Le Treut (2013), among many others, show that, at least for some territories, it is possible to get a relatively clear picture of the consequences of climate change in the foreseeable future, provided a truly interdisciplinary methodology is adopted.

Reducing greenhouse gases is far from easy, but efficient adaptation is actually an even more challenging task, because resilience to climate change means shaping infrastructure and institutions so that they evolve according to a phenomenon that is itself dynamic and highly nonlinear. A single example can illustrate this point: The coast of Danang and Hoïan, in Vietnam, is heavily eroded by the rise of the sea level. One immediate answer that comes to mind—inspired, say, by the secular experience of Dutch polders—would involve building dikes so as to protect the coast. This, however, might prove to be a short-sighted and even counterproductive answer. Indeed, as the sea level rises, the direction of flows and waves might change in the coming decades. Being the result of complex turbulence phenomena related to the nonlinear Navier-Stokes partial differential equation, these changes are hard to predict. Dikes that would be efficient in the short-term might promote a disaster in the medium run. A smart answer therefore calls for some kind of adaptive process. It seems to me that we are just beginning to realize how demanding this challenge is.

Let me close this section on the physical risks arising from the coming increased frequency and severity of climate- and weather-related events by stressing one particularly important point that might well be overlooked in a hasty reading of the FS paper. Mentioning the celebrated debate about Malthusian pessimism, the authors rightly argue: “So far, Malthus and the resource pessimists have generally appeared to be wrong. Human ingenuity has mostly managed to outpace natural resource constraints.”
That the carefulness of this statement is not a mere rhetorical precaution is confirmed by the conclusions of the thirty-third report to the Club of Rome (Bardi 2014): Today, the world’s mining industry is already starting to show worrying signs of difficulty. The mineral resources that are the least expensive to extract and process have mostly been exploited and depleted.\(^1\) Whilst there are plenty of minerals left to extract, they will come at higher financial and energy cost and be increasingly difficult to extract. Thus, the depletion of minerals (in the economic rather than geological sense, meaning the unsustainable cost of today’s plundering of the planet) has to be weighed up when planning the path towards societies based on renewable energies (Vidal, Goffé, and Arndt 2013; Giraud 2014).\(^2\)

**Mobilizing Climate Finance**

Insurers are on the frontline of physical risks. This engagement is illustrated by the Insurance Development Forum—a partnership formed in 2015 between the UN Development Programme, the World Bank, and the insurance sector with the intention of using the industry’s expertise to insure people in developing countries who are unprotected but vulnerable to climate change risk. According to Bank of England’s Governor Mark Carney, “this protection gap currently represents 90 percent of the economic costs of natural disasters that are uninsured.”\(^3\)

But beyond the physical risk, and because of its very gravity, the financial stake should not be neglected. As argued by Carney, too rapid a movement toward a low-carbon economy could materially damage financial stability: “A wholesale re-assessment of prospects, as climate-related risks are re-evaluated, could destabilise markets, spark a pro-cyclical crystallisation of losses and lead to a persistent tightening of financial conditions: a climate Minsky moment” (Carney 2016). Conversely, insufficient adoption

---

1. To take the example of copper (a widely used mineral still difficult to substitute in many industrial applications), the density of copper resources exploited so far had been greater than 5 percent on average. That of today’s remaining resources is at most 1 percent (Vidal, Goffé, and Arndt 2013).
2. Depletion is not the only problem: pollution induced by mining takes many forms and produces many consequences, including the aggravation of climate change.
of adequate financial tools may prevent the world economy from investing at the required scale.

The strong warnings expressed by FS are in line with those of the Bank of England’s governor, as well as with the message put forward by the New Climate Economy (2014) report. According to the latter, US$90 trillion are needed at the world level over the next 15 years to fund clean infrastructures; US$2 trillion per year in high-income countries, and between US$3 and 4 trillion in low- and middle-income countries. These numbers prompt a daunting question: How will the world economy finance such monetary flows? The first difficulty lies probably in the huge Knightian uncertainty that plagues any cost-benefit analysis of the opportunity to devote costly efforts today to addressing climate change challenges.

FS rightly claim that the international community needs now to “get the big decisions right.” One could object, however, that given the pervasive deep uncertainty we are facing, big decisions might also lead to big mistakes. At the analytical level at least, this issue has been successfully tackled in the field of financial measures of risk. Value at risk, as is well known, provides a poor measure of the tail of a risk distribution. However, Artzner et al. (1999) laid the axiomatic foundation of a family of alternative coherent risk measures, whose essence is the following. In a situation where we do not even know with sufficient accuracy the probability distribution of risk, a rational approach consists of envisaging the worst distribution of risk and optimizing our expected outcome according to it. Thus it would not be fair, I believe, to claim that deep uncertainty prevents us from taking action along the lines advocated by FS.

That being said, the question as to how the international community is going to fund the required financial efforts remains open. The Green Climate Fund established at the Conference of the Parties (known as COP 16) in Cancun in 2011 is quite a promising tool but, in its current design, its size may not suffice to reach an adequate order of magnitude, even when due account is taken of the leverage effect of additional private capital markets. Thus, complementary solutions are called for. Two reports published before and after the Paris agreement (Canfin et al. 2015; Canfin, Grandjean, and Mestrallet 2016) consider some alternative proposals. Let me just mention two of them.

Canfin, Grandjean, and Mestralle (2016) make a strong case in favor of orienting international negotiations toward a corridor of carbon prices.
Indeed, the quest for a unique, universally relevant price is probably a dead end: Why should the (real) marginal costs of producing 1 ton of carbon be equal across countries? Beyond obvious cross-sectional differences between national industry and agricultural sectors, the lack of methodological robustness surrounding the purchasing power parity calculus and the long-standing noncoincidence of these rates with market exchange rates are well known. There is probably very little hope of ever being able to identify “the” market carbon price that would provide the right incentives for efficient decarbonization in Maputo, Buenos Aires, or Osaka, for example. Moreover, the financial transfers from northern to southern countries that would be required to compensate for the losses incurred by the latter seem to exceed the limits of any politically reasonable transaction. In contrast, the corridor approach requires the international community to agree on three variables: a cap, a floor, and the slope of the tubular neighborhood (i.e., the speed at which the median price would increase, keeping the cap-and-floor diameter constant). At the time these lines were written, a US$20–50 interval, together with a 5 percent yearly growth rate seem to be reasonable figures on which an international consensus would not be out of reach.

Next, Canfin et al. (2015) suggest setting up a financing tool that uses the ability of the International Monetary Fund to create new international reserve money in the form of Special Drawing Rights (SDRs). In contrast to some proposals dealing with SDRs (e.g., Bredenkamp and Pattillo 2010), the plan of Canfin et al. (2015) is not to create new and additional SDRs but rather to use already existing ones. In fact, in 2009, the International Monetary Fund “printed” about US$300 billion to sustain countries shackled by the financial turmoil of the 2008–2009 global financial crisis. A large fraction of this “money” is stored today as currency reserves and could be turned into full-blown money provided the countries that received this manna in 2009 would agree to convert it and thus pay the (low) interest due to the International Monetary Fund as soon as the SDR-option is exercised.4 This is admittedly quite an unconventional proposal, and more analysis is needed to understand its macroeconomic implications.5 It should never-

4. An SDR can indeed be viewed as a call on one of the four currencies into which SDRs are convertible—the US dollar, the euro, the pound sterling, and the yen—with an unspecified maturity.
5. See, however, the section on “The Trouble with Macroeconomics” in these comments.
theless be clear from FS’s paper that overcoming the climate challenge will not be cheap. As most countries currently confronted with huge public deficits are reluctant to spend money on medium-term climate-related issues, a genuinely effective climate policy to reduce global warming as much as still possible probably has to rely on unconventional tools.

Can Ethical Traditions Cooperate?

As pointed out by FS, when assessing financial risks associated with the transition to a low-carbon economy, ethical issues inevitably come to the fore. Indeed, due to the intergenerational gap between polluters and victims, standard incentives (e.g., carbon taxes) are key tools, as ever, but are probably insufficient to provide the right impetus. Some spiritual or moral resources are needed—at the cost, however, of having to face today’s proliferation of spiritual experimentations in our globalized postsecular societies (Giraud 2015). Could the rich diversity of ethical traditions prevent these efforts from unifying on the front of the climate change “tragedy” (Carney 2016), and therefore from providing a clear call to action?

On this aspect of the climate change problem, social choice theory can be helpful. In fact, at least to a first analytical approximation, modern consequentialist theories of distributive justice can be encapsulated in two extremal points. On the one hand is the utilitarian viewpoint, which claims that justice consists of maximizing the average welfare of people’s normalized utility functions (see, e.g., Dhillon and Mertens 1999); on the other is the Rawlsian (maximin) approach, which asserts that fairness is best captured by optimizing the fate of the less advantaged citizens (Fleurbaey and Maniquet 2008). A continuum of intermediate theories of justice can be conceived, lying somewhere between these two extreme standpoints.

6. One could also add the geographic gap that prevailed until recently between polluters (mostly in the north) and their contemporaneous victims (mostly in the south). But the magnitude of this second gap is currently shrinking, as emerging economies are now contributing more to greenhouse gas emissions than countries from the Old World, as FS remind us.

7. Citizens’ utility functions need to be normalized in some way or other, because otherwise, the arbitrariness of the cardinal representation of ordinal preferences potentially leads to distortions in the respective weight of each individual utility. In a broad sense, Dhillon and Mertens (1999) essentially offer a quite general axiomatic that leads to a unique, well-defined normalization procedure.
(Giraud and Gupta 2016). With each of these theories, a specific social welfare function can be associated, whose optimization (under standard constraints) potentially leads to diverging guidelines for action.

For the sake of concreteness, let us examine this point with respect to the specific (but decisive) issue of choosing the “right” discount rate with which future expected profits and losses can be valued. As argued by Sterner and Persson (2008), there actually is no reason to assume a priori that the discount rate must be constant across time. Let us nevertheless assume that it is, for the sake of simplicity (and because this is still the current practice in the financial industry today). Then, if one is utilitarian (in the sense of Jean-François Mertens’s relative utilitarianism), the discount rate, \( r \), that should be adopted ought to be equal to the real growth rate, \( g \), of the economy. In other words, the normalization of citizens’ utility functions boils down to the unitary normalization of the risk aversion premium (or, geometrically, the curvature of utility functions), \( \gamma \), in the “golden rule” formula, \( r = \theta + \gamma g \), with \( \theta \) being the normative exchange rate between the welfare of today’s generations and that of future generations (or, equivalently, the psychological rate of time preference). I assume here that \( \theta = 0 \).

Beyond warning that emissions are presumably going to be very high and, on top of that, that the economic damage from temperature change will presumably be much worse than most of the literature would so far admit, Fankhauser and Stern (2016, 23) argue that the economic models that have
been used to calculate the fiscal fallout from climate change are woefully inadequate and severely underestimate the scale of the threat: “This is why we call for a radical deepening of economic analysis, including a development economics that begins to understand and incorporate climate change. Standard growth theory, general equilibrium and marginal methods will, as ever, have much to contribute but they will be nowhere near sufficient. This is about immense risks and radical change where time is of the essence. We should seek a dynamic economics where we tackle directly issues involving pace and scale of change in the context of major and systemic risks.”

Indeed, several of the standard economic models used so far to assess the impact of global warming rest on assumptions that simply do not reflect current knowledge about climate change. The difficulty encountered today by the community of physicists in their dialog with the scientific tribe of economists (e.g., in the UN Intergovernmental Panel on Climate Change circles) is not new, however. It was already acknowledged by Wassily Leontief in the early 1980s “How long will researchers working in adjoining fields ... abstain from expressing serious concern about the splendid isolation in which academic economics now finds itself?” (Leontief 1982, 104).

FS’s call for a “radical deepening” is also in line with the even harsher considerations recently expressed by Narayana Kocherlakota (2016) on macroeconomics as such:

The premise of “serious” modelling is that macroeconomic research can and should be grounded in an established body of theory. My own view is that, after the highly surprising nature of the data flow over the past ten years, this basic premise of “serious” modelling is wrong: we simply do not have a settled successful theory of the macroeconomy. The choices made 25–40 years ago—made then for a number of excellent reasons—should not be treated as written in stone or even in pen. By doing so, we are choking off paths for understanding the macroeconomy.

The former president of the Federal Reserve of Minneapolis concludes that we should prefer toy models to “serious modeling.” The difference between the two lies in their relationships to data and their normative usage: “Users of toy models can often gauge the magnitude of key forces using simple calculations. (Mehra and Prescott 1985 is a nice example of what I have in mind.) But toy models are not designed to allow users to reach definitive quantitative answers to policy questions of interest” (Kocherlakota 2016).
The criticism expressed by Romer (2016) about what he calls “post-real macroeconomics” rather nicely complements Kocherlakota’s viewpoint. At the core of Romer’s critique lies the idea that “macroeconomists got comfortable with the idea that fluctuations in macroeconomic aggregates are caused by imaginary shocks, instead of actions that people take, after Kydland and Prescott (1982) launched the real business cycle (RBC) model.”

Regarding dynamic stochastic general equilibrium (DSGE) models, the harsh judgment recently formulated by Blanchard (2016) suggests that, despite being widely used in advising policy makers, this specific class of quantitative tools is not immune to the in-depth questioning of contemporaneous macroeconomics raised by the past decade of evidence. Even though, to the best of my knowledge, DSGE models are rarely used for assessing the economic impact of global warming, some of the critiques that Blanchard (2016) levels at them also hold for alternative (computable) equilibrium models—in particular, the difficulty of providing a convincing story for price inertia, the lack of robustness of certain Bayesian estimations, and the relative neglect of issues related to the distribution of wealth. These critiques suggest that FS’s call for a “radical deepening” is actually part of a larger revision of current macroeconomics. In this context, however, it raises specific challenges linked to climate and development economics. Which features should realistic macro models share if they are to be used for climate-related assessments?

First, they probably ought to be based on some nonlinear dynamics. Why dynamics? Because, as underlined by FS, the timing of mitigation is key: We need to find the correct speed at which our economies must transit toward low-carbon institutions. This issue can hardly be dealt with in a static framework. One might add a second reason: because economic resilience requires an adaptive process, as I suggested above. And a third reason: because fluctuation of most macroeconomic variables is a trivial matter of

---

9. By this, I mean an out-of-equilibrium dynamics in the sense given to this word in the mathematics of dynamical systems after Poincaré, or in recent developments of thermodynamics. Indeed, although the Boltzman-Gibbs law of classical thermodynamics is an equilibrium theory, out-of-equilibrium thermodynamical systems had only been understood, until recently, in the vicinity of an equilibrium, thanks to Onsager’s linear formalism. To the best of my knowledge, the first consistent theory of far-from-any-equilibrium (and therefore nonlinear) thermodynamics goes back to Mallick (2009) (see also the references therein).
fact and, as advocated by Romer (2016), should not be explained by imaginary shocks—which are assumed to temporarily perturb some otherwise stable fixed point—but rather by the interplay of endogenous forces.

Why nonlinear? Because, as also stressed by FS, we unfortunately need much more than marginal adjustments to address climate issues. The size of the shift required from our economies is potentially large. Although linearity is often a good proxy for small changes, we need to take due account of the full nonlinearity of the phenomena at stake when studying the possibility of large disruptions.

Second, we certainly need these models to make explicit the dynamics of debt—be it public or private. As already stated, the cost of the energy transition toward a post-carbon economy might reach US$90 trillion. Undoubtedly, this immense amount of wealth will require more debt in significant segments of the world economy. The potentially depressing consequences of this additional leverage need to be addressed if we want to have a realistic narrative of the energy shift. Moreover, given the nontrivial role played by money and debt, our models should be able to capture Fisherian debt-deflation (see Eggertsson and Krugman 2010; Giraud and Pottier 2016) and the Minskian instability hypothesis (Minsky 1992). This is important for at least two reasons. In the first place, because Japan, southern Europe, and possibly a larger number of advanced economies are stuck in a liquidity trap (mostly resulting from the financial crisis) or are on the verge of becoming so. This specific situation might impede the funding of the needed green investments alluded to in the third section above. Any analysis of the way in which the world economy might address the climate issue but which neglects the essence of today’s “new normal” (negative interest rates, saving glut, etc.) would indeed be of little help.

Third, despite its enormous influence on the literature over about four decades, we may have to give up the mathematical elegance of the rational expectations hypothesis. Why? Because of the huge (Knightian) uncertainty surrounding climate change issues. I have already touched on this topic in section 3 above, but because relaxing rational expectations is so controversial, let me illustrate it with a (well-known) example. As recalled by FS, there is still no consensus in the scientific community regarding the climate sensitivity that links the increase in CO₂ concentration in the atmosphere and the change in average temperature at the surface of the planet. The parameter capturing this sensitivity (economists would speak in terms
of elasticity) varies between 1 and 6, depending on the climate model we are referring to.\textsuperscript{10}

Today, there is no clear-cut indication as to which value is the most probable one. Nor do we have a meta-model that would provide the probability distribution telling us how likely it is that this parameter takes any given value. We just do not know.\textsuperscript{11} So how can prices publicly convey information that is held by nobody? As public transmission of privately held information is what rational expectations are all about (Dubey, Geanakoplos, Shubik 1987), this suggests that rational expectations cannot be the relevant concept for analyzing climate change issues.

Fourth, markets should not be assumed prima facie to clear automatically. As Joseph Stiglitz made evident in chapter 3 of this book, asymmetric information, hence price stickiness, may prevent markets from clearing instantaneously, the labor market in particular. Again, a simple example might help explain why this is crucial for the global warming issue. Some emerging countries ran large computable models to assess their intentional Nationally Determined Contribution (NDC) for the Paris summit by December 2015. By now, most of these contributions are no longer just intentional, but have become genuine NDCs. Almost all of the macro models that have been used for this exercise fail to specify private debts (often simply because they rely on the “representative consumer” assumption, despite ubiquitous emergence phenomena in economics; more on this below) and, moreover, assume full employment throughout. Now, what will happen if the path that one of these countries wants to follow to keep its promises requires its private debt to skyrocket up to, say, 400 percent of its GDP, together with a 70 percent rate of unemployment (which is hard to believe will be entirely voluntary)? This country will simply never put its NDC into practice, because the path that would lead to its fulfilment is simply politically infeasible. Thus, it is of utmost importance to check whether our narratives of the transition to low-carbon economies is compatible with actual political feasibility. This might require abandoning the elegance of

\textsuperscript{10} Snyder (2016) even recently argued that climate sensitivity could reach the catastrophic value of 9.
\textsuperscript{11} This contrasts even with quantum mechanics, where Heisenberg’s uncertainty principle goes hand in hand with a probabilistic theory of where and how fast particles move.
topological fixed-point theory (e.g., Giraud 2001), but it might be the price to pay for making economic science relevant to today’s climate challenges.

That said, we should certainly not throw the baby of general equilibrium theory out with the bathwater of unsatisfactory macroeconomics. Indeed—and this is my fifth point—we should probably not forget the wisdom of the old-fashioned Arrow-Debreu theory, namely, that economics does admit emergence phenomena—exactly in the same way as statistical physics does. “Emergence” should be understood here more or less as a synonym for complexity, that is, in the following, rather weak, sense: aggregate micro-behavior may lead to macro-behavior that cannot be reduced a priori to that of any “representative” creature. This was precisely the content of the celebrated results of Sonnenschein, Mantel, and Debreu, published in the 1970s (e.g., Sonnenschein 1972): Any inward-pointing continuous vector field on the positive part of the unit sphere (of normalized prices) can be viewed as the aggregate excess demand of some well-chosen economy. My viewpoint is that there are at least two escape routes from this quandary: the numerical simulations of agent-based models (see, e.g., Axelrod 1997) or a more phenomenological standpoint based on the empirical estimation of aggregate behavioral functions. I shall end these comments by briefly introducing this second perspective.

The Nonlinear Dynamics of Debt with Global Warming Economics

Giraud et al. (2016) introduce a toy model (in the sense of Kocherlakota; see above) based on some stock-flow consistent, nonlinear dynamics. Its basic building blocks are provided by a short-run Phillips curve relating the growth rate of nominal wages to underemployment (Mankiw 2001, 2014) and an aggregate investment function. The mere reduction of the aggregate investment function to a finite sum of individual outputs induced by some intertemporal profit-maximizing program would be problematic, because we know from Mas-Colell (1989) that the analog of a Sonnenschein-Mantel-Debreu theorem holds on the production side as well. Thus, one lets the data speak, and aggregate investment is empirically estimated. Of course, investment may happen to exceed current profits, and we know that this will presumably be the rule in the coming years for the required green investments. Private debt therefore finances investment in excess of profits. In the monetary sphere, sticky prices in the sense of Guillermo
Calvo (see chapter 4 in this book) dynamically relax along the (endoge-
nously determined) unitary production cost augmented by some markup, which reflects the imperfect competitiveness of the commodity market. Finally, the model is completed by adopting the UN median scenario for world population growth.

The model boils down to a three-dimensional nonlinear dynamics of the Kolmogorov type, where the wage share and underemployment rate play a key role. Thus, welfare issues—beyond the mere evolution of GDP—lie at the heart of the dynamics, as recommended by Blanchard (2016). Somewhat more precisely, the dynamical system can be paraphrased by the three following and hardly disputable statements:

1. Employment will rise (resp. decline) if output growth exceeds (resp. remains lower than) the sum of population plus labor productivity growth.

2. Wage share of output will rise (resp. decline) if wage rise exceeds (resp. remains lower than) growth in labor productivity.

3. Private debt ratio will rise (resp. decline) if the rate of growth of debt exceeds (resp. remains lower than) that of GDP.

The simplicity of this presentation of the core dynamics differs sharply from that of DSGE models, for example, which, in the words of Blanchard (2016), “are bad communication devices.” More importantly, its long-run analysis shows that, in general circumstances, it admits several locally stable equilibria whose basin of attraction can be geometrically described.

Depending on the initial conditions, and absent any exogenous shocks, the state of the economy will be trapped in one of these basins and ultimately converge toward its associated attractor (Grasselli and Costa Lima 2012; Bastidas, Fabre, and McIsaac 2016). This methodological simplicity stands in sharp contrast to the equilibrium literature of monetary economies, for which, as Guillermo Calvo reminds us in chapter 4 in this volume, multiple equilibria are also the rule, but where one is often at pains to explain how a static economy can switch from one equilibrium to the other. Next, the interaction between the monetary and the real spheres of the economy in Giraud et al. (2016) leads to endogenous monetary business cycles without relying on exogenous shocks. Furthermore, the good piece of news provided by the empirical estimation of the model at the world scale is that, absent climate change, the world economy would presumably
converge to some relatively safe long-run equilibrium. Simulations suggest, however, that the climate back-loop induced by global warming could drive the world economy out of the basin of attraction of this safe steady state, which is a scenario with disastrous consequences.

To grasp the circumstances under which this might happen, let us first assume that labor productivity grows exponentially at a rate of 1.5 percent per year, the climate damage function is quadratic, and climate sensitivity is 2.9 (its average estimation according to IPCC), as in Nordhaus and Sztorc (2013). We then get a reassuring view on the future of the planet as shown in figure 7.2: World real GDP grows exponentially and reaches 4.62 times its 2010 level by the end of this century. Inflation stabilizes at about 2 percent, the employment rate oscillates in the vicinity of 70–75 percent (close to its current value), and the private debt-to-GDP ratio converges slowly toward a stationary level slightly below 200 percent. By 2050, the average yearly CO$_2$e emission per capita is 5.6 tons. The temperature change in 2100 is $+4.95$ °C, and the CO$_2$ concentration is 732.8 ppm. Despite these last frightening numbers, the world economy seems to be doing rather well: Damages induced by global warming are reducing the final world real GDP

Figure 7.2
Scenario 1: exponential growth
Source: Giraud et al. (2016).
by only one quarter—a fraction higher than the 5 percent losses first envisaged by Stern (2007), but a much smaller relative loss than the one experienced, say, by Russia in the 1990s. As a consequence of this hardly credible scenario of exponential growth, CO$_2$e emissions peak only in about the middle of the twenty-second century, and the zero-emission level reached one century later!

The picture changes dramatically as soon as growth is made endogenous. Suppose, indeed, that the growth rate of labor productivity is affected by the rise in temperature, as empirically estimated by Burke et al. (2015): The hotter the planet becomes, the slower average productivity growth will be. Keeping all other parameters of the model unchanged, this endogenization of technological progress suffices to provoke a forced de-growth (figure 7.3): Around 2100, world real GDP peaks at 225 percent of its 2010 value and then inexorably declines. By the end of the twenty-second century, it becomes even lower than its 2010 value. As a counterpart, debt-to-GDP ratio explodes: It is already greater than 300 percent by 2100 and grows exponentially after that. Due to a lower pace of growth, the temperature increase in 2100 is lower than in the exponential growth scenario (+4.92°C). De-growth, however, has no disruptive effect on the labor market, because the employment rate only decreases slightly below 70 percent at the end of the twenty-second century. As for inflation, it remains wisely close to 2 percent. If such a scenario is considered a plausible outcome, it logically implies that, above a certain maturity, the long-term discount rate should be negative (cf. the discussion in section 4 above). Do the negative rates exhibited by financial markets today reflect the fact that investors are correctly forecasting the potentially disastrous consequences of the business-as-usual path most of the world economy is still following?

12. Of course, de-growth is an implausible scenario given the astonishingly innovative character of advanced economies and especially the ICT (Information and Communications Technology) revolution of the past two decades or so. The ongoing debate on secular stagnation initiated, among others, by Robert Gordon and Larry Summers does not, however, take climate change into account. That the coupling of a lack of substantial technological innovation in the coming decades and damages provoked by climate change might lead to de-growth (by disaster, not by design) should, at the least, sound like a warning.
So what happens if one takes due account of the probable strong convexity of the damage function, as advocated by Dietz and Stern (2015), together with a climate sensitivity equal to 6? This time, numerical simulations lead to a debt-deflationary collapse of the world economy starting not later than in the 2050s (figure 7.4). As for the employment rate, this fluctuates around 70 percent up to the middle of this century, and then plunges below 50 percent around 2100. Twenty years earlier, the world has entered a strongly deflationary phase, as the inflation rate stabilizes around $-5\%$ at the turn of the century. At this time, the debt-to-output ratio is above 800 percent. This disaster, however, is not even good news for the climate, as the peak of emissions around 2045 does not prevent the temperature from rising up to $+4.62^{\circ}\text{C}$ in 2100—essentially because of the strong inertia of the response of the world’s ecosystem to carbon emissions.

Again, such a breakdown might seem inconceivable, given the current prosperity of so many people, both in advanced and emerging economies.
And it is not the intention of Giraud et al. (2016) to claim that such a simulated scenario is even probable. But it could be used as a tool to better understand how the world economy is going to avoid such a collapse. In particular, the public sphere is absent from the model envisaged in Giraud et al. (2016). At the very least, this quite pessimistic perspective means that the funding of the US$90 trillion investment identified in New Climate Economy (2014) can presumably not rely solely on the private sector. The public sphere will have to be involved at some stage. Numerical simulations in Giraud et al. (2016) also suggest that a strongly increasing carbon price would be sufficient to allow an escape from a collapse—at least within the clearly narrow limits of this model. Converted into 2005 US dollars, a value of $74 per ton of CO₂e in 2015 and $306 in 2055 would suffice to drive the world economy onto a safe trajectory in the third scenario sketched above. Note that this implies a price of about $900 for a ton of carbon before the middle of this century.

Of course, Giraud et al. (2016) is definitely a toy model: It aims to gauge “the magnitude of key forces using simple calculations” and “is not designed to allow users to reach definitive quantitative answers to policy questions of
interest” (Kocherlakota 2016). It should not be perceived as a tool to forecast the path of the world economy in the twenty-first century. Not only because of its evident modeling limitations, but also because institutional changes, technological shocks, and political complications will most probably play a major role in the future, just as they have always done in the past. In this modest perspective, however, Giraud et al. (2016) undoubtedly confirm some of the points forcefully made by FS:

The business-as-usual scenario might look uglier than many of us believe. A “radical deepening” of macroeconomics may shed light on issues that, so far, have remained largely ignored by standard approaches, such as the role of private debt along the path toward resilient economies.

The “correct price of carbon”—or for that matter, the correct barycenter of the corridor of prices (see section 3 above)—is probably much higher than more standard simulations would suggest.
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In recent decades, behavioral economists have been incorporating empirical findings about human behavior into economic models (Kahneman 2011; Thaler 2015). Those findings have transformed our understandings of economic theory. They have also greatly affected our understandings of the role of economic incentives (Chetty et al. 2012) and the content of policy instruments. At the same time, they are providing instructive lessons about the appropriate design of “nudges”—low-cost, choice-preserving, behaviorally informed approaches to regulatory problems, including disclosure requirements, default rules, and simplification (Thaler and Sunstein 2008; Halpern 2015).

Economists have long emphasized the importance of incentives. Behavioral economists do not disagree that incentives matter, but they emphasize the need to see that choice architecture, understood as the background against which decisions are made, can have major consequences for both decisions and outcomes (Thaler 2015). Small, inexpensive policy initiatives, making modest design changes, can have large and highly beneficial effects in areas that include health, energy, the environment, savings, and much more. My main purposes here are to explore relevant evidence, to explore its implications for standard economic theory, to catalog behaviorally informed practices and reforms, and to discuss some lessons for policy. In the United States, numerous policies have been directly informed by behavioral findings, and behavioral economics has played an unmistakable role in countless domains (Sunstein 2013).

The relevant initiatives enlist such tools as disclosure, warnings, norms, and default rules, and they can be found in multiple areas, including fuel economy, energy efficiency, consumer protection, financial regulation, environmental protection, health care, and obesity prevention (Sunstein...
2013). As a result, behavioral findings have become an important reference point for regulatory and other policy making in the United States (Sunstein 2016).

In the United Kingdom, then–Prime Minister Cameron created a Behavioural Insights Team with the specific goal of incorporating an understanding of human behavior into policy initiatives (Halpern 2015). The team has used these insights to promote initiatives in numerous areas, including smoking cessation, energy efficiency, organ donation, consumer protection, and compliance strategies in general (Halpern 2015). A great deal of money is being saved. Other nations have expressed keen interest in the work of the team, and its operations are expanding (Halpern 2015).

Behavioral economics has drawn attention in Europe more broadly. The Organisation for Economic Development and Co-operation has published a consumer policy toolkit that recommends initiatives rooted in behavioral findings (OECD 2010). In the European Union, the Directorate-General for Health and Consumers has also shown the influence of behavioral economics (DG SANCO 2010). A report from the European Commission, called “Green Behavior,” enlists behavioral economics to outline policy initiatives to protect the environment (European Commission 2012; iNudgeYou.com n.d.). Private organizations are making creative use of behavioral insights to promote a variety of environmental, health-related, and other goals (see iNudgeYou.com n.d.).

It is clear that behavioral findings have greatly affected economic theory (Thaler 2015) and are having a large impact on regulation, law, and public policy all over the world (Sunstein 2016). With increasing global interest in low-cost tools, that impact will inevitably grow over the next decades. In these circumstances, it is particularly important to have a sense of what we know, what we do not know, and how emerging understandings can inform sensible policies and reforms.

What We Know

Findings
Consider a simple view: Human beings try to maximize utility. To understand their behavior, two questions are important. (1) What do they care about? (2) What incentives do they face? On one view, if you can answer those questions, that is all ye need to know on earth (more or less).
Behavioral economics has cast serious doubt on that view. Even if analysts have full information about (1) and (2), they may have little or no idea about what people will choose. At a minimum, there are two more questions. (3) How do people deviate from full rationality? (4) What is the relevant choice architecture? Without answers to (3) and (4), we might be at sea, or make predictions that go badly wrong.

For purposes of policy, the central findings of behavioral economics fall into four categories. What follows is not meant to be a comprehensive account; the focus is on those findings that have particular importance to what governments do.

**Inertia and procrastination**

*a) Default rules often have a large effect on social outcomes.*  Both private and public institutions often establish “default rules”—rules that determine the result if people make no affirmative choice at all (Sunstein 2015). According to a well-known view in economics and the economic analysis of law, default rules have no effect, at least when transactions costs are zero: People will bargain their way to the efficient result, and that result will be the same, whatever the content of the default.

That view is not correct. In part because of the power of inertia, default rules can be extremely important, because they tend to stick. If the goal is to affect behavior, the right advice is often simple: Create a default rule that puts people in the situation that you favor. Where they start will often be where they end up.

In the domain of retirement savings, for example, the default rule has significant consequences. When people are asked whether they want to opt in to a retirement plan, the level of participation is far lower than if they are asked whether they want to opt out. Automatic enrollment significantly increases participation (Thaler 2015). Something similar is true in the environmental context. If people are automatically enrolled in green energy, there can be major effects on pollution levels (Sunstein 2016).

More generally, people may decline to change from the status quo even if the costs of change are low (or essentially zero) and the benefits substantial. In the context of energy and the environment, for example, we might predict that people might neglect to switch to fuel-efficient alternatives even when it is in their interest to do so (Sunstein 2015). It follows that complexity can have serious adverse effects by increasing the power of inertia, and that ease and simplification (including reduction of paperwork
burdens) can produce significant benefits. These benefits include increased compliance with law and greater participation in public programs. Often people do not act in advisable ways, not because they do not want to do so, but because the best path is obscure or difficult to navigate. Behavioral economists suggest that people will often use a GPS device, even when rational people might be expected not to need one.

b) **Procrastination can have significant adverse effects, even when it is in people’s interest not to procrastinate.** According to standard economic theory, people will consider both the short term and the long term. They will take account of relevant uncertainties; the future may be unpredictable, and significant changes may occur over time. They will appropriately discount the future; it may be better to have money, or a good event, a week from now than a decade from now. In practice, however, some people procrastinate or neglect to take steps that impose small short-term costs but that would produce large long-term gains (Thaler 2015). They may, for example, delay enrolling in a retirement plan, starting to exercise, ceasing to smoke, or using some valuable, cost-saving technology.

When procrastination is creating significant problems, automatic enrollment in relevant programs might be helpful. Moreover, complex requirements, inconvenience, and lengthy forms are likely to make the situation worse and perhaps unexpectedly so.

c) **When people are informed of the benefits or risks of engaging in certain actions, they are far more likely to act in accordance with that information if they are simultaneously provided with clear, explicit information about how to do so** (Leventhal, Singer, and Jones 1965; Nickerson and Rogers 2010). On one view, such information should not matter, at least if it is easy to find. People will consider the costs of search, of course, but if those costs are low and the potential benefits are high, they will search.

But not always. For example, those who are informed of the benefits of a vaccine are more likely to become vaccinated if they are also given specific plans and maps describing where to go (Leventhal, Singer, and Jones 1965). Similarly, behavior has been shown to be significantly affected if people are informed, not abstractly of the value of “healthy eating,” but specifically of the advantages of buying 1 percent milk as opposed to whole milk (Heath and Heath 2010). In many domains, the identification of a specific, clear, unambiguous path or plan has an important effect on social
outcomes; complexity or vagueness can ensure inaction, even when people are informed about risks and potential improvements. What appears to be skepticism or recalcitrance may actually be a product of ambiguity.

**Framing and presentation**

*a) People are influenced by how information is presented or “framed”* (Levin, Schneider, and Gaeth 1998). According to standard theory, “frames” should not matter. What matters is expected value. But psychologists and behavioral economists have found otherwise (Kahneman 2011).

If, for example, people are informed that they will gain a certain amount of money by using energy efficient products, they may be less likely to change their behavior than if they are told that they will lose the same amount of money by not using such products. When patients are told that 90 percent of those who have a certain operation are alive after 5 years, they are more likely to elect to have the operation than when they are told that after 5 years, 10 percent of patients are dead (Redelmeier, Rozin, and Kahneman 1993). It follows that a product that is labeled “90 percent fat-free” may well be more appealing than one that is labeled “10 percent fat.” It also follows that choices are often not made based solely on their consequences; assessments may be affected by the relevant frame.

*b) Information that is vivid and salient usually has a larger impact on behavior than information that is statistical and abstract.* With respect to public health, vivid displays can be more effective than abstract presentations of statistical risks. This point bears on the design of effective warnings. Attention is a scarce resource, and vivid, salient, and novel presentations may trigger attention in ways that abstract or familiar ones cannot.

In particular, salience greatly matters—far more so than standard economic theory has predicted. Why, for example, do people pay bank overdraft fees? One of the many possible answers is that such fees are not sufficiently salient to people, and the fees are incurred as a result of inattention or inadvertent mistakes. One study suggests that limited attention is indeed a source of the problem, and that once overdraft fees become salient, they are significantly reduced (Stango and Zinman 2011). When people take surveys about such fees, they are less likely to incur a fee in the following month, and when they take multiple surveys, the issue becomes sufficiently salient that overdraft fees are reduced for as much as 2 years. In many areas, the mere act of being surveyed can affect behavior by, for
example, increasing the use of water treatment products (thus promoting health) and the take up of health insurance; one reason is that being surveyed increases the salience of the action in question (Zwane et al. 2011).

A more general point is that many costs (or benefits) are less salient than purchase prices; they are “shrouded attributes,” to which some consumers do not pay much attention. Such add-on costs may matter a great deal but receive little consideration, because they are not salient.

c) People display loss aversion; they may well dislike losses more than they like corresponding gains  (Thaler, Kahneman, and Knetsch 1991; McGraw et al. 2010; Card and Dahl 2011). Standard economic theory emphasizes the importance of expected value. A 90 percent chance of gaining $500 is not any more good than a 90 percent chance of losing $500 is bad. But human beings turn out to be loss averse; they much dislike losses, and they will do a great deal to avoid them (Kahneman 2011).

Whether a change counts as a loss or a gain depends on the reference point, which can be affected by mere description or by policy decisions, and which is often the status quo. A small tax—for example, on grocery bags—can have a large effect on behavior, even if a promised bonus has no effect at all; one reason is loss aversion. It follows that very small charges or fees can be a surprisingly effective policy tool. Partly as a result of loss aversion, the initial allocation of a legal entitlement can affect people’s valuations. Those who have the initial allocation may value a good more than they would if the allocation were originally elsewhere, thus showing an endowment effect (Thaler 2015).

Social influences

a) In multiple domains, individual behavior is greatly influenced by the perceived behavior of other people  (Hirshleifer 1995). With respect to obesity, proper exercise, alcohol consumption, smoking, becoming vaccinated, and much more, the perceived decisions of others have a significant influence on individual behavior and choice. The behavior of peers has been found to have a significant effect on risky behavior among adolescents, including tobacco smoking, marijuana use, and truancy (Bisin, Moro, and Topa 2011; Card and Giuliano 2011).

In particular, food consumption is greatly affected by the food consumption of others, and indeed, the body type of others in the relevant group can affect people’s responses to their food choices, with a greater effect from those who are thin than from those who are heavy (McFerran et al. 2011).
Behaviorally Informed

Perception of the norm in the pertinent community can affect risk taking, safety, and health (Sunstein 2015; Thaler 2015). The norm conveys significant information about what ought to be done; for that reason, those who lack private information may follow the apparent beliefs and behavior of relevant others, sometimes creating informational cascades.

In addition, people care about their reputations. Thus they may be influenced by others so as not to incur their disapproval. In some contexts, social norms can help create a phenomenon of compliance without enforcement—as, for example, when people comply with laws forbidding indoor smoking or requiring buckling of seat belts, in part because of social norms or the expressive function of those laws. These points bear on the value and importance, in many domains, of private–public partnerships.

b) In part because of social influences, people are more likely to cooperate with one another, and to contribute to the solution of collective action problems, than standard economic theory predicts (Camerer 2003). People's willingness to cooperate is partly a product of an independent commitment to fairness, but it is partly a product of a belief that others will see and punish a failure to cooperate or to act fairly. Norms of reciprocity can be exceedingly important. In many contexts, the result is a situation in which people cooperate on the assumption that others are cooperating as well—and might punish those who fail to do so.

Difficulties in assessing probability

a) In many domains, people show unrealistic optimism (Jolls 1998; Sharot 2011). Standard economic theory does not see human beings as having systematically skewed probability judgments. But there is a systematic tendency toward optimism (Sharot 2011). The “above average” effect is common (Weinstein 1987); many people believe that they are less likely than others to suffer from various misfortunes, including automobile accidents and adverse health outcomes. One study found that although smokers do not underestimate statistical risks faced by the population of smokers, they nonetheless believe that their personal risk is less than that of the average smoker (Slovic 1998). Unrealistic optimism has neurological foundations, with people incorporating good news far more readily than bad news (see Sharot (2011) for an overview). A predictable result of unrealistic optimism is a failure to take appropriate precautions.

b) People often use heuristics, or mental shortcuts, when assessing risks (Kahneman and Frederick 2002; Kahneman 2011). For example, judgments about
probability are often affected by whether a recent event comes readily to mind (Tversky and Kahneman 1973). If an event is cognitively “available,” people may well overestimate the risk. If an event is not cognitively available, people might underestimate the risk. In short, “availability bias” can lead to inaccurate judgments about the probability of undesirable outcomes.

c) People sometimes do not make judgments on the basis of expected value, and they may neglect or disregard the issue of probability, especially when strong emotions are triggered (Loewenstein et al. 2001). When emotions are strongly felt, people may focus on the outcome and not on the probability that it will occur (Loewenstein et al. 2001). (This point obviously bears on reactions to extreme events of various sorts.) Prospect theory, which does not depend on emotions at all, suggests that for low and moderate changes, people may be risk averse with respect to gains but risk seeking with respect to losses; for very large changes, people may be risk seeking with respect to gains but risk averse for losses (Kahneman and Tversky 1979; Kahneman 2011).

Incentives and Choice Architecture

These various findings are hardly inconsistent with the conventional economic emphasis on the importance of material incentives; actual and perceived costs and benefits certainly matter. When the price of a product rises, or when it becomes clear that use of a product imposes serious health risks, the demand for the product is likely to fall (at least, and this is a significant qualification, if these effects are salient). But apart from strictly material incentives of this kind, evidence suggests the independent importance of (1) the social environment and (2) prevailing social norms. If, for example, healthy foods are prominent and easily accessible, people are more likely to choose them; one study finds an 8 to 16 percent decrease in intake simply by making food more difficult to reach (as, for example, by varying its proximity by 10 inches or altering the serving utensil; Rozin et al. 2011). The problem of childhood obesity is, at least in part, a result of the easy availability of unhealthy foods. The same point bears on smoking and alcohol abuse.

In fact, small nudges can have surprisingly large effects (Halpern 2015; Thaler 2015). For example, automatic enrollment in savings programs can have far larger effects than significant economic incentives do—a clear testimonial to the potential power of choice architecture and its occasionally
larger effect than standard economic tools (Chetty et al. 2012). Some evidence suggests that if people are asked to sign forms first rather than last—an especially minor change—the incidence of honesty increases significantly (Shu et al. 2012).

Markets, Government, and the Vexing Problem of Paternalism

It is natural to wonder whether an understanding of the findings outlined above justify paternalism or operate as a defense of more regulation (Conly 2013). With respect to paternalism in particular, it is true that some of the relevant findings supplement the standard accounts of market failures, suggesting that in some settings, markets may fail, in the sense that they may not promote social welfare even in the presence of perfect competition and full information. We are now in a position to identify a series of behavioral market failures, and these do appear to justify regulatory controls (Sunstein 2016). Responses to behavioral market failures might be counted as paternalistic.

If, for example, people focus on short-term costs and neglect long-term benefits, it is possible that disclosure policies that specifically emphasize the long term, or even regulatory requirements (involving, for example, energy efficiency), may be justified. It is also possible to identify “internalities”—problems of self-control and errors in judgment that produce within-person harms, as, for example, when smoking behavior leads to serious risks because of the victory of short-term considerations over the longer view. These too count as behavioral market failures, and responses may be paternalistic in character.

Richard Thaler and I have argued in defense of “libertarian paternalism” (Thaler and Sunstein (2008); see also Sunstein (2013)), understood as approaches that preserve freedom of choice while also steering people in directions that will make their lives go better (by their own lights). And it would be possible to think that at least some behavioral market failures justify more coercive forms of paternalism.

It should not be necessary to emphasize that public officials are subject to error as well. Indeed, errors may result from one or more of the findings traced above; officials are human and capable of error, too. Behavioral public choice explores this problem. The dynamics of the political process may or may not lead in the right direction. It would be absurd to say that behaviorally informed regulation is more aggressive than regulation that is
not so informed, or that an understanding of recent empirical findings calls for more regulation rather than less. The argument is instead that such an understanding can help inform the design of regulatory programs.

**Behaviorally Informed Disclosure**

**Actually Informing Choice**

**Examples** Many statutory programs recognize that information disclosure can be a useful regulatory tool, replacing or complementing other approaches. Recent initiatives have drawn directly from behavioral economics, emphasizing the importance of plain language, clarity, and simplicity.

*a*) **Credit cards.** The Credit Card Accountability, Responsibility, and Disclosure Act of 2009 (Credit CARD Act 2009) is designed in large part to ensure that credit card users are adequately informed. Among other things, the Act prohibits an increase in annual percentage rates without 45 days’ notice, prohibits the retroactive application of rate increases to existing balances, and also requires clear notice of the consumer’s right to cancel the credit card when the annual percentage rate is raised.

The Act also requires several electronic disclosures of credit card agreements. Specifically, it requires that (1) “each creditor shall establish and maintain an Internet site on which the creditor shall post the written agreement between the creditor and the consumer for each credit card account under an open-end consumer credit plan”; (2) “each creditor shall provide to the Board, in electronic format, the consumer credit card agreements that it publishes on its Internet site”; and (3) the “Board shall establish and maintain on its publicly available Internet site a central repository of the consumer credit card agreements received from creditors pursuant to this subsection, and such agreements shall be easily accessible and retrievable by the public” (Credit CARD Act 2009). The overall effect of the CARD Act has been extremely impressive, with more than $20 billion in annual savings for consumers (Agarwal et al. 2013).

*b*) **Nutrition.** In the domain of nutrition, various disclosure requirements are in place. To take just one example, a final rule has been issued by the US Department of Agriculture (USDA), requiring provision of nutritional information to consumers with respect to meat and poultry products. Nutrition facts panels must be provided on the labels of such products. Under the
rule, the panels must contain information with respect to calories and both total and saturated fats (9 CFR § 317.309).

The rule clearly recognizes the potential importance of framing. If a product lists a percentage statement such as “80% lean,” it must also list its fat percentage. This requirement should avoid the confusion that can result from selective framing; a statement that a product is 80 percent lean, standing by itself, makes leanness salient, and may therefore be misleading.

c) Health care. The Patient Protection and Affordable Care Act of 2010 (Affordable Care Act) contains many disclosure requirements designed to promote accountability and informed choice with respect to health care. Indeed, the Affordable Care Act is, in significant part, a series of disclosure requirements, many of which are meant to inform consumers and to do so in a way that is alert to behavioral findings. Under the Act, a restaurant that is part of a chain with twenty or more locations doing business under the same name is required to disclose calories on the menu board. Such restaurants are also required to provide in a written form (available to customers on request) additional nutrition information pertaining to total calories and calories from fat, as well as amounts of fat, saturated fat, cholesterol, sodium, total carbohydrates, complex carbohydrates, sugars, dietary fiber, and protein (Affordable Care Act 2010). Early results suggest significant effects from calorie labels, concentrated among people who are overweight (Deb and Vargas 2016).

How, not only whether As social scientists have emphasized, disclosure as such may not be enough; regulators should devote care and attention to how, not only whether, disclosure occurs. Clarity and simplicity are often critical. In some cases, accurate disclosure of information may be ineffective if the information is too abstract, vague, detailed, complex, poorly framed, or overwhelming to be useful. If disclosure requirements are to be helpful, they must be designed to be sensitive to how people actually process information.

A good rule of thumb is that disclosure should be concrete, straightforward, simple, meaningful, timely, and salient. If the goal is to inform people about how to avoid risks or to obtain benefits, disclosure should avoid abstract statements (such as, about “healthy eating” or “good diet”) and instead clearly identify the steps that might be taken to obtain the relevant goal (by specifying, for example, what specific actions parents might take to reduce the risk of childhood obesity).
In 2010, the Department of Health and Human Services emphasized the importance of clarity and salience in connection with its interim final rule titled “Health Care Reform Insurance Web Portal Requirements,” which “adopts the categories of information that will be collected and displayed as Web portal content, and the data we will require from issuers and request from States, associations, and high risk pools in order to create this content.” (Department of Health and Human Services 2010). That web portal can be found at http://www.healthcare.gov/.

**Behavioral economics, cognitive illusions, and avoiding confusion**

If not carefully designed, disclosure requirements can produce ineffective, confusing, and potentially misleading messages. Behaviorally informed approaches are alert to this risk and suggest possible improvements. For instance, automobile manufacturers are currently required to disclose the fuel economy of new vehicles as measured by miles per gallon (MPG). This disclosure is useful for consumers and helps promote informed choice. As the Environmental Protection Agency (EPA) has emphasized, however, MPG is a nonlinear measure of fuel consumption (Environmental Protection Agency 2009). For a fixed travel distance, a change from 20 to 25 MPG produces a larger reduction in fuel costs than does a change from 30 to 35 MPG, or even from 30 to 38 MPG. To see the point more dramatically, consider the fact that an increase from 10 to 20 MPG produces more savings than an increase from 20 to 40 MPG, and an increase from 10 to 11 MPG produces savings almost as high as an increase from 34 to 50 MPG.

Evidence suggests that many consumers do not understand this point and tend to interpret MPG as linear with fuel costs. When it occurs, this error is likely to produce inadequately informed purchasing decisions when people are making comparative judgments about fuel costs. For example, people may well underestimate the benefits of trading a low-MPG car for one that is even slightly more fuel efficient. By contrast, an alternative fuel economy metric, such as gallons per mile, could be far less confusing. Such a measure is linear with fuel costs and hence suggests a possible way to help consumers make better choices.

Recognizing the imperfections and potentially misleading nature of the MPG measure, the Department of Transportation and EPA proposed in 2010 two alternative labels that are meant to provide consumers with
clearer and more accurate information about the effects of fuel economy on fuel expenses and on the environment (Environmental Protection Agency 2009). After a period of public comment, the Department of Transportation and EPA ultimately chose a label that borrows from both proposals (Environmental Protection Agency 2009). This approach calls for disclosure of the factual material included in the first option but adds a clear statement about anticipated fuel savings (or costs) over a 5-year period.

In a related vein, the USDA has abandoned the “Food Pyramid,” used for decades as the central icon to promote healthy eating. The Pyramid has long been criticized as insufficiently informative; it does not offer people any kind of clear “path” with respect to healthy diet. According to one critical account (Heath and Heath 2010, 61),

its meaning is almost completely opaque....To learn what the Food Pyramid has to say about food, you must be willing to decipher the Pyramid’s markings....The language and concepts here are so hopelessly abstracted from people’s actual experience with food...that the message confuses and demoralizes.

In response to these objections, and after an extended period of deliberation, the USDA replaced the Pyramid with a new, simpler icon, consisting of a plate with clear markings for fruit, vegetable, grains, and protein (Sunstein 2013).

The plate is accompanied by straightforward guidance, including “make half your plate fruits and vegetables,” “drink water instead of sugary drinks,” and “switch to fat-free or low-fat (1%) milk.” This approach has the key advantage of informing people what to do, if they seek to have a healthier diet.

In some circumstances, the tendency toward unrealistic optimism may lead some consumers to downplay or neglect information about statistical risks associated with a product or an activity. Possible examples include smoking and distracted driving. In such circumstances, disclosure might be designed to make the risks associated with the product less abstract, more vivid, and salient. For example, the Family Smoking Prevention and Tobacco Control Act of 2009 requires graphic warnings with respect to the risks of smoking tobacco, and the Food and Drug Administration has finalized such warnings for public comment, with vivid and even disturbing pictures of some of the adverse outcomes associated with smoking.
Behaviorally Informed Tools: Summary Disclosure and Full Disclosure

Disclosure requirements of this kind are designed to inform consumers at the point of purchase, often with brief summaries of relevant information. Such summary disclosures are often complemented with more robust information, typically found on public or private websites. For example, the EPA offers a great deal of material on fuel economy online, going well beyond the information that is available on stickers, and the nutrition facts label is supplemented by a great deal of nutritional information on government websites. Approaches of this kind provide information that private individuals and institutions can adapt; reassemble; and present in new, helpful, imaginative, and often unanticipated ways. Some of the most valuable and creative uses of full disclosure are made by the private sector.

Other disclosure requirements are not specifically directed at consumers or end users at all. They promote public understanding of existing problems and help produce possible solutions by informing people about current practices. One example is the Emergency Planning and Community Right-to-Know Act (1986). At first, this law seemed to be largely a bookkeeping measure, requiring a “Toxic Release Inventory,” in which firms reported what pollutants they were using. But available evidence indicates that it has had beneficial effects, helping spur reductions in toxic releases throughout the United States (Hamilton 2005). One reason involves public accountability: Public attention can help promote behavior that fits with statutory purposes.

To be sure, mandatory disclosure can impose costs and burdens on both private and public institutions, and to the extent permitted by law, those costs and burdens should be considered when deciding whether and how to proceed. Empirical evidence on the actual effects of disclosure policies is indispensable (Greenstone 2009; Sunstein 2010; Schwartz et al. 2011).

Default Rules and Simplification

Social science research provides strong evidence that starting points, or “default rules,” greatly affect social outcomes. Default rules are one way of easing people’s choices, and they are used in countless domains by both public and private institutions.
Behaviorally Informed

Automatic Enrollment and Default Rules: Examples

Savings In the United States, employers have long asked workers whether they want to enroll in 401(k) plans; under a common approach, the default rule is nonenrollment. Even when enrollment is easy, the number of employees who enroll, or opt in, has sometimes been relatively low (Madrian and Shea 2001; Gale, Iwry, and Walters 2009). In the United States, some employers have responded by changing the default to automatic enrollment, by which employees are enrolled unless they opt out. The results are clear: Significantly more employees end up enrolled with an opt-out design than with opt-in (Gale, Iwry, and Walters 2009). This is so even when opting out is easy. Importantly, automatic enrollment has significant benefits for all groups, with increased anticipated savings for Hispanics, African Americans, and women in particular (Chiteji and Walker 2009; Orszag and Rodriguez 2009; Papke, Walker, and Dworsky 2009).

The Pension Protection Act of 2006 (Pension Protection Act 2006) draws directly on these findings by encouraging employers to adopt automatic enrollment plans. The Pension Protection Act does this by providing non-discrimination safe harbors for elective deferrals and for matching contributions under plans that include an automatic enrollment feature, as well as by providing protections from state payroll-withholding laws to allow for automatic enrollment. Building on these efforts, then-President Obama asked the Internal Revenue Service and the Treasury Department to undertake initiatives to make it easier for employers to adopt such plans (Internal Revenue Service 2009; Obama 2009).

School meals The National School Lunch Act (Healthy, Hunger-Free Kids Act 2012) takes steps to allow “direct certification” of eligibility, thus reducing complexity and introducing what is a form of automatic enrollment. Under the program, children who are eligible for benefits under certain programs will be “directly eligible” for free lunches and free breakfasts and hence will not have to fill out additional applications (Healthy, Hunger-Free Kids Act 2012). To promote direct certification, the USDA has issued an interim final rule that is expected to provide up to 270,000 children with school meals (Department of Agriculture 2011). In total, the program is enrolling more than 12 million children in the relevant program.
Payroll statements The Department of Homeland Security has changed the default setting for payroll statements to electronic from paper, thus reducing costs (Orszag 2010). In general, changes of this kind may save significant sums of money for both the private and public sectors.

Automatic Enrollment and Default Rules: Mechanisms and Complexities
A great deal of research has attempted to explore exactly why default rules have such a large effect on outcomes (Carroll et al. 2009; Dinner et al. 2009; Gale, Iwry, and Walters 2009). There appear to be three contributing factors. The first involves inertia and procrastination. To alter the effect of the default rule, people must make an active choice to reject the default. In view of the power of inertia and the tendency to procrastinate, people may simply continue with the status quo.

The second factor involves what might be taken to be an implicit endorsement of the default rule. Many people appear to conclude that the default was chosen for a reason; they believe that they should not depart from it unless they have particular information to justify a change.

Third, the default rule might establish the reference point for people’s decisions; the established reference point has significant effects, because people dislike losses from that reference point. If, for example, the default rule favors energy-efficient light bulbs, then the loss (in terms of reduced efficiency) may loom large, and the tendency will be to continue with energy-efficient light bulbs. But if the default rule favors less efficient (and initially less expensive) light bulbs, then the loss in terms of upfront costs may loom large, and the tendency will be to favor less efficient light bulbs. In a significant number of domains, it might be possible to achieve regulatory goals, and to do so while maintaining freedom of choice and at low cost, by selecting good default rules and avoiding harmful ones (Sunstein 2015).

Some default rules apply to all of the relevant population, subject to the ability to opt out. Other default rules are personalized, in the sense that they draw on available information about which approach best suits individuals in the relevant population. A personalized default might be based on geographical or demographic variables; for example, income and age might be used in determining appropriate default rules for retirement plans. Alternatively, a personalized default might be based on people’s own past choices to the extent that they are available.
An advantage of personalized default rules is that they may well be more accurate than “mass” default rules. As technology evolves, it should be increasingly possible to produce personalized defaults, based on people’s own choices and situations; such rules are likely to be far more accurate than more general ones. There will be excellent opportunities to use default rules to promote people’s welfare (Sunstein 2016). To be sure, any such rules must respect the applicable laws, policies, and regulations involving personal privacy and should avoid unduly crude proxies.

**Simplification**

Where it is not possible or best to change the default, a similar effect might be obtained merely by simplifying and facilitating people’s choices. Complexity can have serious unintended effects (including indifference, delay, and confusion), potentially undermining regulatory goals by reducing compliance or by decreasing the likelihood that people will benefit from various policies and programs (Sunstein 2013).

For example, a series of steps have been taken recently toward simplifying the Free Application for Federal Student Aid (FAFSA), reducing the number of questions through skip logic (a survey method that uses previous responses to determine subsequent questions) and allowing electronic retrieval of information (Office of Management and Budget 2010). Use of a simpler and shorter form is accompanied by a pilot initiative to permit online users to transfer data previously supplied electronically in their tax forms directly into their FAFSA applications.

These steps are intended to simplify the application process for financial aid and thus to increase access to college; there is good reason to believe that such steps will enable many students to receive aid for attending college when they previously could not do so. Similar steps might be taken in many other domains. And indeed, there is reason to believe that imperfect take-up of existing benefit programs, including those that provide income support, is partly a product of behavioral factors, such as procrastination and inertia. It follows that efforts to increase simplicity, including automatic enrollment, may have substantial benefits.
Well Beyond Incentives

My goals here have been to outline some of the key findings in behavioral economics, to show how they depart from standard economic theory, and to sketch some lessons for policy. A general conclusion is that although material incentives (including price and anticipated health effects) greatly matter, outcomes are independently influenced by choice architecture, including (1) the social environment and (2) prevailing social norms.

Because complexity can often have undesirable or unintended side effects—including high costs, noncompliance with law, and reduced participation in useful programs—simplification helps promote regulatory goals. Indeed, simplification can often have surprisingly large effects.

Reduced paperwork and form-filling burdens (as, for example, through fewer questions, use of skip patterns, electronic filing, and prepopulation) can produce significant benefits, not merely by reducing burdens but also by making programs more readily available. It is thus desirable to take steps to ease participation in such programs by increasing convenience and by giving people clearer signals about what, exactly, they are required to do.
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I.
I have long been intrigued, and occasionally maddened, by certain idiom-atic crazes or fads that seem constantly to break out and spread through American society. Advertisers now hawk “solutions,” for example, rather than goods and services. And of course, it has been decades by this point that we have been bringing past conversations up into the present by saying “I’m like…,” not “I said….”

A recent development along these lines that I find especially amusing is the now oft-heard expression, “a thing.” Each of “Benghazi” and “the 47 percent,” for example, for a time was said to have become “a thing.” Likewise Hillary Clinton’s emails and Donald Trump’s “Tweets.” Pretty much every new entrant to the Grand Guignol theater of public consciousness and conversation these days is a “thing” in the requisite sense. By this criterion, I suppose that “a thing” is itself now a thing—perhaps a sort of recursive, reflexive, or self-referential thing.

II.
In the academy, behavioralism seems to have become “a thing” by the late 1970s or early 1980s at latest, notwithstanding the fact that discoveries such as the Allais and Ellsberg “paradoxes,” then Herbert Simonian “bounded

Comment: Robert Hockett

rationality,” evidenced certain systematic departures from orthodox models of choice behavior much earlier.

In my own case, I think behavioralism became something of “a thing” with the reading of two authors during the late 1990s: first, a man who later became one of my dissertation advisors, Bob Shiller at Yale; and second, the man on whose vast and still growing body of work I am to comment today—the phenomenal Cass Sunstein.

Bob first got me to thinking about the work of Dick Thaler in particular—especially what I call “endowment psychology” (not to mention Cornell coffee mugs),2 which I thought a helpful way of explaining my own long-standing intuition that what is now coming to be called “predistribution” might prove more politically stable than redistribution as a means of redressing distributive injustice.3 This in turn harmonized well with what had drawn me to Bob as a mentor in the first place, for my aim was to develop means of financially engineering justice-improving predistributive schemes, the ultimate upshot of which is a book now forthcoming from Yale University Press.4

Cass came into the picture for me with what I suppose was then merely his eight-hundredth book—Free Markets and Social Justice, published in 1998. I virtually devoured this rich, rich collection of previously published essays and articles, and learned much from it. But what I think stuck with me most was Cass’s emphasis on the endogeneity of preferences, as well as his patient tracing of normatively interesting consequences therefrom.

Now of course, I’d been aware of preference-endogeneity as an objection to certain attempts at theorizing justice, thanks to Amartya’s celebrated “tame housewife” objection, and Jerry Cohen’s cognate “Tiny Tim” objection, to certain assumptions that figured centrally in liberal accounts of justice.5 (John Roemer and Jerry were, like Bob Shiller, very patient mentors.) And I’d been aware of Gary Becker’s work on tastes in micro theory. But it

1. See Allais (1953), Ellsberg (1961), and Simon (1991). It should be noted that Ellsberg’s paradox effectively appears earlier in Keynes (1921, 75–76, n. 2).
was Cass and his reflections that most aided me in thinking comprehensively, in both a broadly transdisciplinary and a more systematically programmatic manner, about preference-endogeneity and its implications. So my remarks here will be one part encomium, one part elaboration, and one part halfway provocative suggestion for further work—perhaps in the direction of what I’ll call a sort of “behavioral macro” or “liberal collectivism.”

III.

Let me begin, then, by noting a certain family resemblance between classical liberalism in political theory and the classical choice model in welfare-economic theory. If we take Rawlsian justice theory as emblematic of liberalism in the modern era, then in liberalism we find a political ideal that is essentially indifferent to the origins or nature of preferences and is concerned instead with what Rawlsians call “the basic structure” in which preference-satisfactions or “lifeplans” are pursued or executed. This concern finds partial—though, as I shall claim, misleading—programmatic expression in the Rawlsian doctrine’s commitment to what Rawls called “the priority of the right over the good.”

Analogously, in classical welfare theory, we find preferences to be likewise bracketed—placed outside of—the field of disciplinary inquiry. They are, that is to say, treated as exogenous—no more subject to rational critique than Rawlsian life plans are subject to normative political critique. Discussion and disputation accordingly center on the formal properties of the social welfare function or functional that aggregates preferences. The social welfare function aggregation rule, pursuant to the dominant research program, accordingly plays a role here analogous to “basic structure” in normative liberal political theory à la Rawls.

Now, as is well known, Rawlsian liberalism came under sustained scrutiny and critique during the 1970s and after. One grounds for criticism was the account’s implausibly denuded conception of the choosing liberal self behind the Rawlsian (or should we say Harsanyian) veil of ignorance. The

---

6. See, for example, Hockett (2013a).
7. See generally Rawls (1971).
9. For more on this link, see Hockett (2008b, 2009).
“unsituated self,” as Michael Sandel later canonically dubbed it, became something of an albatross for liberal justice theory, both for reasons of normative attractiveness (cf. Cohen 1897; Sen 1995) and for reasons of theoretic intelligibility (cf. Sandel (1982) and others). So-called communitarians and, more broadly, communicative action theorists, actuated by critiques of this general form, in consequence steadily wrought a manner of “contextualizing” revolution in justice theory—a revolution whose best-known exponents at present are probably Jürgen Habermas, Axel Honneth, and Rainer Forst.

Against this backdrop, I think, one helpful way of viewing the behavioralist revolution in normative economics and economic analysis of law—particularly as systematized, interpreted, and further developed by Cass—is as a thoroughly and programmatically-minded choice-theoretic analog to the “communitarian” revolt against liberal justice theory. Situating the Rawlsian unsituated self is, perhaps, best and most thoroughly done by first comprehensively endogenizing the classical choice-theoretic chooser.

This is, in part, precisely what Cass’s thoroughly cataloging, systematizing, and further advancing of behavioralist learning does. For what are careful attention to choice-inertia, framing, salience-attending, loss-aversion, social influences, heuristics, implicit probability assumptions, and so forth if not ways of thoroughly endogenizing preferences and, therefore, more fully situating actual choosing selves? And if, with Cass and his co-authors, we can do this both comprehensively and with an eye to normative significance, then we stand to develop both better positive and better normative microeconomic, welfare economic, and justice theory. Pretty exciting stuff!

IV.

But now here is what I think might be most exhilarating of all in Cass’s recent work: His achievements, although they began as theoretic advances, have rapidly opened the door to more practical, “applied” advances as well.

12. My colleague Steve Shiffrin often says that “children are the Achilles Heal of liberalism.” This seems to me nicely to capture both preference-endogeneity and intelligibility objections in a single slogan.
13. See, for example, Habermas (1996), Forst (2002), and Honneth (2014).
By attending to the whole of the “choice architecture,” as Cass dubs it, which the many forms of preference-shaping he studies jointly constitute, we soon spot a novel way to skirt a particularly vexed clash of values in modern Western and, especially, US intellectual and political history.

I allude to the clash between what Rawls would call “liberalism and perfectionism,” and what Cass and Thaler call “libertarianism and paternalism.”14 In effect, Cass and Thaler note, we can, by carefully studying and incrementally improving choice architecture, both improve aggregate welfare—something like what Rawls would call “the good”15—and avoid any serious, non de minimus affront to individual freedom—what Rawls would call respect for “the priority of liberty.”16

We can, in other words, act on a sort of commonsense, nonperfectionist and nondogmatic view of the collective good while still allowing for individual opt-outs by those who, upon consideration, still prefer to choose as they would have done under an earlier architecture. In this way, we get to have a bit of our cake while eating it, too, sidestepping irresoluble conflicts over totalizing visions of “the Good,” rather as Cass recommended long ago, in a different context, under the rubric of what he called “incompletely theorized agreements.”

We encourage or facilitate the making of choices that most would think wise, in other words, without outright coercing them. This is an achievement on par, in my view, with Lock’s classic work on toleration and Mill’s on liberty many decades ago. And it is apt to be rather more effective, in my humble opinion, than Rawls’s late 1990s offering of a “political, not metaphysical” account of liberal justice.17

All right, so there’s the encomium. Now for a brief closing suggestion that might be a little—but I think only a little—provocative. I want to suggest that we might also encourage some socially beneficial choices without outright coercing them through means additional to Cass’s style of

15. Though Rawls himself of course tends not to aggregate, since he brackets “the good.” (A possible exception comes in the form of “the good of the worst-off,” whose lot Rawls’s “difference principle” aims to optimize. If the “worst-off” embraces a class rather than a person—Rawls doesn’t tell us which—then of course there is aggregation at least with respect to the good of this class.)
choice-architecture reconstruction. Here I allude to work I’ve been doing in recent years, some with my colleague Saule Omarova, on what I call “private means to public ends.” In particular, I have in mind making more thoughtful, deliberate use of certain market-acting roles that government instrumentalities often play in our macroeconomy.

Here’s what I mean. I’ve worked on and off at the Federal Reserve Bank of New York (or “New York Fed”) in the past, and I am struck by how few people seem to know anything about what is, by any measure, the most critical function discharged by this remarkable institution each day. I mean the actual implementation of monetary policy, on a literal day-by-day basis, by the New York Fed trading desk in lower Manhattan. By transacting in massive quantities of (mainly) US Treasury securities with private dealer banks each morning, this desk injects money into, or retracts money out of, our banking and broader financial markets each day, thereby determining borrowing costs and, we hope, the pace of activity throughout the broader economy.18

Now, one way to conceive and then generalize from this literally quotidian quasi-governmental activity is to think of it as something that I call “market-moving.” A particularly important variable—what in other work I call a “systemically important price or index,” or “SIPI”—is deliberately “moved” by a government instrumentality that acts pursuant to the same modalities as do other, nongovernmental actors in the very same markets. All that differs is the object of the activities in question.

Once we recognize that prevailing interest rates are but one of many publicly cognizable SIPIs out there in our markets, it is easy to imagine why and how we might wish to generalize from the New York Fed’s open market operations to something that I call “open market operation plus” in connection with other SIPIs.19 We might wish to move particularly important commodity prices (e.g., foodstuffs or fuel) during a period of dangerous volatility,20 for example, or prevailing wage rates during a deflationary slump.21 Or we might have acted to put downward pressure on secondary credit or mortgage markets during the junk bond and mortgage-backed

18. See, for example, Hockett and Omarova (2014).
security (MBS) hyperinflations of the late 1980s and early 2000s, respectively, or on health insurance prices right now through a “public option” add-on to “Obamacare.”

Once you start thinking about it, broadly welfare-enhancing market-moving strategies of this kind come quite rapidly to mind. But my taxonomy includes other modalities additional to what I call “market-moving.” One such I call “market-making,” in the sense meant by financial market participants. This is partly what Fannie Mae was established to do in 1938—to make a secondary market in mortgage loans so as to lower credit costs in the primary markets and thereby stabilize Depression-era real estate markets and the home construction industry while raising home ownership rates. That was a system that worked wonderfully for nearly 60 years until underregulated private investment banks got into the act and blew everything up. The New York Fed’s Maiden Lane funds, specially created for the purpose, acted similarly in connection with MBSs to stem an individually rational but collectively irrational run on MBSs from 2008 into 2012, in what I call a “market-preserving” role that was effectively taken over by the Fed Board itself via the third round of quantitative easing in October 2012.

V.

These are but a few of the many examples that I elaborate elsewhere. I won’t bore you with more of them here; those who are interested can take a look at the works I cite in the footnotes. My object for present purposes is simply to suggest that in some cases, there might be other avenues, additional to Cass’s style of choice architecture, through which to influence preferences in what nearly all would agree to be socially desirable ways, without outright coercing them.

It is true that my “big market actor” strategy might, if used for some conceivable purposes, edge closer to coercion than do Cass’s strategies, inasmuch as it imposes higher costs on contrarians than do Cass’s default-switches from opt-ins to opt-outs. But these seem to me differences of

degree rather than of kind. And because most (if not all) entries on my proposed menu of market actor roles aim to solve what I call “recursive collective action problems” that everyone can plausibly be presumed to wish to solve, rather than systematically to coerce choice, it might even be the case that my proposals “impose” no more on individual choosers than do Cass’s.

We have barely begun to explore these proposals’ potentials. I suspect now that once we do, we shall see quickly that they can both complement and supplement the impressive array of entries on Cass’s proposed menu.

VI.
And with that I shall close. To the vanishingly few of you here who might not be familiar with Cass’s vast oeuvre—astonishing, proceeding as it does from one still so young—I’ll say no more at present than please take a look! And to Cass himself, I say one more time: Thank you, and please keep it coming!
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Nudging Goes Global

All over the world, policy making is being nudged. A partial list of governments that have begun, systematically, to use behavioral economics in their policies and programs comprises the United Kingdom, the United States, Chicago, New York, Washington, DC, Rio de Janeiro, New South Wales, New Zealand, the Western Cape, Guatemala, the Netherlands, France, Peru, Canada, Denmark, Indonesia, Lebanon, the UAE, Poland, Latvia, Moldova, Japan, Germany, Singapore, and India. World Bank teams, including the Mind, Behavior, and Development Unit (eMBeD), are involved in dozens of ongoing projects that incorporate social and behavioral insights. Cass Sunstein’s work, crystallized in his book *Nudge* with Richard Thaler, has been seminal; it has genuinely changed policy making the world over.

As the use of behavioral economics has moved from the periphery to the mainstream, it is worth reflecting on some of the outstanding questions and criticisms that confront the practice. Sunstein’s essay in this volume is, like his work more broadly, not only thorough (in the sense that it successfully organizes a wide range of theory and evidence), but also thoughtful (in the sense that it rewards close reading). In what follows, I use excerpts from Sunstein’s essay as a point of departure to raise, in a preliminary way, four issues related to the behavioral economics and policy making agenda. It is also the case, as I will make clear, that Sunstein’s own work has anticipated the pathways through which one can make advances on some of these questions.

Comment: Varun Gauri
For Which People Are Nudges Liberty Preserving?

Suppose, for example, that a particular default rule would place a strong majority of the relevant population in the situation that they would favor if they made an informed choice. If so, there is a legitimate decision reason to adopt that default rule (with the understanding that for those who differ from the majority, it remains possible to opt out).

— Cass Sunstein, (forthcoming)

Because most people are myopic and/or otherwise inattentive, because they view default savings plans as authorized or as important reference points, automatic enrollment in a retirement savings plan increases mean retirement savings. Subsequently allowing people to opt out preserves their liberty to make significant choices regarding their own lives. Because there must be a default rule of some sort—either individuals are not enrolled and can opt in, or they are enrolled and can opt out—why not choose the default rule that increases savings? This is the logic of libertarian paternalism.

Notice, however, that the formulation trades on two different understandings of liberty: positive and negative (Berlin 1969). Automatic enrollment appeals to positive liberty: Myopia and inattention are external sources of “control or interference,” to use Berlin’s language, that affect what people do. Automatic enrollment helps them achieve their true objectives. But the power to opt out, once one is automatically enrolled, is a negative liberty: Factors external to the will, such as myopia or inattention, still limit the capacity of an automatically enrolled saver to opt out. These enrolled savers are free in the negative sense that they can choose to disenroll without any obstruction by other persons.

Although space is insufficient to spell out the argument in detail, it seems to be the case, then, that automatic retirement savings is not “liberty preserving” in a simple way. Elsewhere, Sunstein (2012) comes to a similar conclusion by referencing a continuum between soft and hard paternalism, which is scaled by the sum of material and psychic costs imposed. He describes most “nudges” as a kind of soft (if not entirely liberty-preserving) paternalism and argues that most people in fact opt out of defaults that are welfare-decreasing (Beshears et al. 2010).

But the paternalism challenge to the long-term “nudge” agenda, particularly in developing countries, will require further elaboration on the part
of those of us engaged in it. To take up just two points. First, it will not be enough to say that most people opt out of bad defaults. We also need to know who opts out, and much more about how the capacity to identify welfare-improving choices and take advantage of information disclosure is related to poverty (Mani et al. 2013), as well as to gender and other normatively important social categories.

Second, as nudging goes global and begins to work in cultural environments very different from the United States and the United Kingdom, where it began, it may be that in many contexts, what is ethically salient is not the extent to which a behavioral intervention constrains liberty, understood as the sum of material and psychic costs imposed by a policy, but the intrinsic ethical value of the program itself. Indeed, informal conversations suggest that policy makers in many countries are not particularly troubled by the paternalism question, because liberalism is not the assumed background of ethical evaluation. Other goals—such as “development” or “harmony” or “social justice”—are often more prominent. Indeed, it might be helpful if policy makers were more troubled than they are by nudging policies. Those working in the field might make a contribution to democratic policy making around the world by insisting that nudgers disclose and debate their nudge policies.

How Social Norms Change

Consider as well the problem of distracted driving. On October 1, 2009, the president issued an executive order that bans federal employees from texting while driving. Such steps can help promote a social norm against texting while driving, thus reducing risks.

—Cass Sunstein, (forthcoming)

We know that social norms are crucial drivers of behavior, but how can policy makers shift them? One approach has been to activate existing social norms, particularly empirical knowledge or expectations regarding modal behavior in a group. Interventions in that vein have reduced road accidents (Habyarimana and Jack 2011), increased tax compliance (Hallsworth et al. 2014), and successfully promoted energy conservation (Allcott and Rogers 2014).

Sunstein’s interpretation of the White House order on texting while driving, however, is more ambitious. It is about creating a new social norm,
not merely activating an existing one. One analogy in developing countries is a law requiring candidates for village council elections in Haryana, India, to have a functioning toilet in their homes.¹ The idea, as in the texting law, is that public officials can serve as role models or otherwise inspire a shift in the behavior in the general population. But social norms operate in reference groups, and if public officials are not in the reference group of the target population, their behavior might not motivate people to behave differently, or may even backfire. For instance, villagers in Haryana might come to think that toilets are just for government workers and other important people, not for ordinary folk.

Another analogy is early legislation in American states that made it illegal for anyone who had engaged in a duel from holding public office (Lessig 1995). Those laws, though not successfully enforced, were intended to allow a gentleman to decline a challenge to a duel by appealing to, rather than shrinking from, the honor code—he could say that because honor required him to serve the public, and dueling would make public service impossible, he had no choice but to decline.

The target of the antidueling rules was elite behavior, but duels were highly visible events, so it was possible that their disappearance would promote democratic sensibilities and the ethos of nonviolence more generally. In contrast, texting is not easily observed; even if public officials stop texting, the general public may not realize it.

The general point is that scholars have taught us some things about social norms (Sunstein 1996), and policy makers are coming to recognize the value of activating them. But we know much more about the comparative statics of social norms, and about norm unraveling through bandwagon effects and pluralistic ignorance, than about norm emergence and creation.

¹. The law also requires minimum educational qualifications, not having defaulted in cooperative loans or having outstanding dues on rural domestic electricity connections, and not having been charged by a court for a grave criminal offense. The Supreme Court of India upheld the law in December 2015. See http://www.livemint.com/Politics/KTRLW56xYd6OlSK3C3SRHL/Supreme-Court-upholds-Haryana-law-on-Panchayat-polls.html.
Outcomes

If people learn that they are using more energy than similarly situated others, their energy use may decline—saving money while also reducing pollution.
—Cass Sunstein, (forthcoming)

A full assessment of the effects of home energy reports includes, in addition to lower pollution and savings, the expenditures associated with efficiency-improving capital investments (as when a homeowner purchases new appliances or windows) and, to the extent it can be accurately measured, the hedonic cost of tolerating a hotter or colder living environment in the home (Allcott and Kessler 2015). Although everyone might agree that in theory, those factors should also be included when evaluating the overall effects of a behavioral intervention, they are not usually included in practice. Too often, evaluations of behavioral policies focus almost exclusively on the intended behavioral change. When possible, assessments of behavioral policies should focus on the effects on overall well-being, and not just on behavior itself. Similarly, although there are good reasons to think that some behavioral interventions can have long-term impact (Madrian and Shea 2001; Yeager and Walton 2011), practitioners would like to know more about the kinds of interventions and circumstances under which long-term as opposed to ephemeral effects are achieved.

Nudging the Nudgers

It should not be necessary to emphasize that public officials are subject to error as well.
—Cass Sunstein, this volume

Although the potential value of behavioral insights in developing countries is substantial (World Bank 2014), one concern is that the successful formulation and implementation of all policies, behaviorally informed or not, requires the capacity to recruit, motivate, and supervise an effective bureaucracy. Opt-out retirement savings plans, for example, are built on financial, regulatory, and informational infrastructure that cannot be taken for granted in many countries. More generally, few now question the negative impact of government failure—and not just market failure—on economic
Behaviorally Informed development (Bardhan 2015). Bureaucrats are subject to many of the cognitive biases that everyone else is, including sunk cost bias, cultural cognition, and inaccurate assessment of risks (Banuri, Dercon, and Gauri 2016). Can social and behavioral insights improve governance? Some preliminary evidence suggests that they can. For instance, unexpected payments can motivate workers, even if the money is not tied to performance (Hossain and List 2012); peer effects seem to improve productivity (Mas and Moretti, 2009); and social recognition can improve performance (Ashraf, Bandiera, and Lee 2014).

There remains to be developed an extremely interesting and potentially very useful agenda related to the use of social and behavioral insights to promote professional norms, bureaucratic identities, impartial and sound decision making, and productivity in the public sector. As elsewhere, Sunstein’s writings have anticipated this line of research (Sunstein and Hastie 2015). With luck, this commentary will nudge him to expand it.
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9 Morality: Evolutionary Foundations and Policy Implications

Ingela Alger and Jörgen W. Weibull

Act only according to that maxim whereby you can, at the same time, will that it should become a universal law.
—Immanuel Kant, *Groundwork of the Metaphysics of Morals*, 1785

One general law, leading to the advancement of all organic beings, namely, multiply, vary, let the strongest live and the weakest die.

The academic discipline of economics has over many years provided policy makers all over the world with a powerful toolbox. Conceptual, philosophical, and methodological disagreements are relatively rare, and the discipline is not torn by fights between disparate schools of thought. Whether this monolithic character of the field is a sign of strength or weakness is not easy to say, but this methodological unity and power has, arguably, given the discipline great influence on policy. The strong methodological core of economics—in the 1950s–1960s epitomized by general equilibrium theory and later incorporating game theory—has enabled positive and normative analysis of a wide range of economic and social issues.

So what, more exactly, does this core consist of? In a nutshell, it has two main components. The first is that it views economic agents—who may be individuals, households, firms, or organizations—as goal-oriented,
as if they each had some goal function that they strive to maximize under the constraints they face, given the information they have, and given their beliefs about relevant aspects of the world they live in. The second component is that interactions between these economic agents are taken to meet certain consistency requirements, formalized as equilibria, that is, collections of action plans, one for each agent, such that no agent can unilaterally improve the expected value of her goal function (usually profit or utility).

Both components can and have been contested. Individuals may not be so systematic and consistent, and interactions may be chaotic and volatile. Having a theoretically well-founded and empirically accurate understanding of human motivation is, arguably, in any case of utmost relevance for analysis and policy recommendations.

Among the more noticeable new methodological developments in economics is the emergence of behavioral and experimental economics, where the first strand endows economic agents with richer motivations than in traditional economics, usually in the form of prosocial or other-regarding preferences. The second strand tests such models, old and new, in controlled laboratory experiments and in randomized field experiments. The external validity of laboratory experiments can be questioned, and field experiments may depend on local and historical factors with little generality, but this development of the discipline of economics toward becoming an empirically founded science appears to be essentially very healthy. It was not long ago that economics was thought of as similar to meteorology and astronomy: All it could do was to observe what is happening, without the possibility of experimenting. Moving away from mere observation of data that happen to come about to carefully designed controlled experiments is reminiscent of how Galileo Galilei once lead the way from Aristotelean scholastic discourse to modern science.

Behavioral and experimental economics no doubt will improve the predictive power and the usefulness of economics, but further improvements could certainly be made if the underlying factors that shape human motivation were better understood. The literature on the evolutionary foundations of human motivation aims at providing such understanding by asking: What preferences should humans be expected to have if these are transmitted in society from generation to generation? If certain prosocial or antisocial preferences, or moral values, give their carriers on average better material outcomes than other preferences or values (all else being equal),
then one would expect the former to spread in the population (be it by biological or cultural mechanisms). Our aim in this chapter is to discuss a recent theoretical result concerning such evolutionary preference selection and to examine its implications for a range of social and economic issues.

Milton Friedman (1953, 22) claimed that “unless the behavior of businessmen in some way or other approximated behavior consistent with the maximization of returns, it seems unlikely that they would remain in business for long.” In a similar vein, one may claim that unless the behavior of an individual is consistent with the maximization of own material payoffs, other, materially more successful behaviors will take over in the interacting population. Economists have shown that this claim is theoretically valid when (1) the population at hand is very large, (2) interacting individuals do not know each other's goal functions, and (3) interactions are perfectly random in the sense that each encounter is just as likely (Ok and Vega-Redondo 2001; Dekel, Ely, and Yilankaya 2007).

In reality, however, populations are not always large, and interacting individuals sometimes know or learn about each other's preferences (for instance, think of the great number of interactions that take place in families or small communities). It has been shown that in such settings, preferences or goal functions can usually serve as effective commitment devices, and evolution will almost always favor goal functions that differ from own material payoffs.¹ Furthermore—and this is what we will focus on here—encounters are only rarely perfectly random; geographic location, language, culture, and religion often have an impact on the likelihood of specific encounters. For example, business partners may know each other from college, and neighbors may have chosen to live in the same place because they share socioeconomic or cultural backgrounds or have similar location preferences and so forth. In such structured populations, some encounters are more likely than others, even if the overall population is large. In two recent theoretical studies (Alger and Weibull 2013, 2016), we show that such assortative matching makes evolution favor individuals who are not purely self-interested but who attach some value to “doing the right thing,” even though the population is large, and interacting individuals

¹. Seminal articles on preference evolution, or indirect evolution, are Frank (1987) and Güth and Yaari (1992). See also Banerjee and Weibull (1995); Heifetz, Shannon, and Spiegel (2007), and Alger and Weibull (2010).
do not know one another’s preferences. This (for us, initially surprising) finding suggests an evolutionary foundation for a psychologically plausible form of morality, in line with Immanuel Kant’s categorical imperative.

In the next section, we describe this novel class of preferences and their evolutionary foundations. In the second section, we discuss the implications of such preferences for some much-studied social and economic behavior and policy issues, including public goods provision and behaviors that affect the environment. The third section discusses other social preferences and contrasts morality with altruism. The final section concludes.

Evolution and Kantian Morality

Imagine a population that has evolved for many generations in a stationary environment and that in each generation, individuals engage in some social or economic interaction. For instance, in a population of self-subsistence farmers, the interaction could be teamwork in the fields, the extraction of resources from a commonly owned lake or piece of land, lending activities, or the maintenance of institutions. In Alger and Weibull (2013, 2016), we propose a theoretical model of precisely such populations. We formalize the interaction by assuming that individuals are now and then randomly matched into groups of arbitrary (but fixed and given) size $n$ to interact with each other in the group. (There are no interactions between groups and hence no group selection takes place.) The interaction may involve elements of cooperation and/or conflict, asymmetric information, repetition or interaction of arbitrary duration, possibility of helping, rewarding and/or punishing others, and so forth. Essentially only two restrictions are imposed on the interaction. First, the material payoff consequences for a participant depend only on the participant’s own actions and on some aggregate of other group members’ actions (not on who of them does what). In game theory, such interactions are called aggregative games. Examples are market competition where only competitors’ aggregate output or lowest price matters, contributions to public goods where only the sum of others’ contributions matters, some environmental externalities, and the like. Second, the material payoff function is the same for all individuals.

We follow standard economic theory by assuming that each individual acts so as to maximize some goal function. Different goal functions may be present in the population where each goal function represents some
preference. Depending on the preference distribution and the process by which interaction groups are formed, individuals may end up in more or less homogeneous groups. For a given material interaction, a given preference distribution, and a given group formation process, the average material payoff consequences for individuals with a particular goal function are well determined in each equilibrium. In our evolutionary stability analysis, we ask: What kind of goal function, if any, would be favored by natural selection? Specifically, we determine which such functions are evolutionarily stable in the sense that, if almost all individuals in the population have such preferences, these individuals would materially outperform individuals with other preferences. Thus, the material payoffs are taken to be the drivers of evolution.

This approach is a generalization of the work of Maynard Smith and Price (1973), from the notion of an evolutionarily stable strategy (ESS), to that of an evolutionarily stable goal function.2 A major challenge arises with this generalization. In any population state—the preference distribution in the population—there may be multiple equilibrium behaviors, and hence several possible material payoff allocations. We define a goal function to be evolutionarily stable against another goal function if in every population state where the latter goal function is rare, individuals equipped with the former goal function outperform those with the latter in terms of the resulting material payoffs in all equilibria.3 Conversely, a goal function is evolutionarily unstable if there exists another goal function such that, no matter how small its population share, there is some equilibrium in which the latter goal function materially outperforms the former. In both definitions, the test scenario is to let in a small population share of “mutants,” who may be migrants or carriers of spontaneously and randomly arising alternative goal functions, into the population of incumbents or residents. We impose minimal constraints on the nature of potential goal functions. They are not required to take any particular parametric form or even to depend on the material payoffs. Hence, individuals may be selfish, altruistic, spiteful,

---

2. In our approach, it is thus as if “mother nature” delegates to individuals to choose their actions, and instead equips them with goal functions that will guide their choice of action.
3. By “equilibrium” we mean Bayesian Nash equilibrium under incomplete information.
fairness-minded, inequity averse, environmentalists, moralists, and the like. Our only assumption is that each individual’s goal function is continuous in all group members’ courses of action.

A second key feature of our approach is that it allows the random matching to be assortative. Geographic, cultural, linguistic, and socioeconomic distances impose (literal or metaphorical) transportation costs, which imply that (1) individuals tend to interact more with individuals in their (geographic, cultural, linguistic, or socioeconomic) vicinity,\(^4\) and (2) cultural or genetic transmission of types (say, behavior patterns, preferences, or moral values) from one generation to the next also has a tendency to take place in the vicinity of where the type originated.\(^5\) Taken together, these two tendencies imply that individuals who interact with each other are likely to be of the same type. We formalize such potential assortativity in the random matching process in terms of a vector we call the assortativity profile. This vector consists of probabilities for the events that none, some, or all individuals in a vanishingly rare mutant’s group also are mutants.\(^6\)

Our analysis delivers two main results. First, although we impose virtually no restrictions on permissible utility functions, evolution favors a particular class of utility functions, which we call Homo moralis. Individuals with preferences in this class attach some weight to their own material payoff but also to what can be interpreted as a probabilistically generalized version of Kantian morality. In his Grundlegung zur Metaphysik der Sitten, Immanuel Kant ([1785] 2002, 37) wrote: “Act only according to that

\(^4\) Homophily has been documented by sociologists (e.g., McPherson, Smith-Lovin, and Cook 2001; Ruef, Aldrich, and, Carter 2003) and economists (e.g., Currarini, Jackson, and Pin 2009, 2010).

\(^5\) In biology, the concept of assortativity is known as relatedness, and the propensity to interact with individuals locally is nicely captured in the infinite island model, originally due to Wright (1931). Hamilton (1964) provided a first formalization of what is now known as Hamilton’s rule: Evolution will select for behaviors whereby the external effects on others are internalized at a rate provided by the relatedness (see also Dawkins (1976), for a popular account of this idea, as well as Roussel (2004), for a comprehensive treatment). In an article on the evolution of behaviors in interactions among siblings, Bergstrom (1995) was probably the first to bring Hamilton’s rule into the economics literature.

\(^6\) This concept generalizes Bergstrom’s (2003) definition of the index of assortativity for pairwise encounters. See also Bergstrom (2012) and Alger and Weibull (2013) for further discussions of assortativity under pairwise matchings.
maxim whereby you can, at the same time, will that it should become a universal law.” Similarly, paraphrasing Kant, *Homo moralis* attaches some weight to the goal of acting according to that maxim whereby you can, at the same time, will that it should become a universal law, even if followed only probabilistically by others. More precisely, a *Homo moralis* individual in a group of arbitrary size $n$ maximizes a weighted average of equally many terms, indexed $j=0, \ldots, n−1$, where each term is the material payoff that she would obtain if, hypothetically, she could replace the strategies of $j$ other individuals in the group by her strategy. We call the vector of these probability weights the individual’s *morality profile*.

The class of *Homo moralis* preferences has two extremes: *Homo oeconomicus*, who considers only her own material payoff,7 and *Homo kantiensis*, who considers only the material payoff that she would obtain if all others were to act like she does. In between these two extremes is a whole range of *Homo moralis* preferences with different morality profiles, whereby an individual examines what would happen if some but not all the others were to act like him- or herself. *Homo moralis* partly evaluates her own actions in this probabilistic Kantian sense. In other words, she is to some extent concerned with the morality of her own acting, irrespective of what others do. She asks herself, before taking her action, what action she would prefer if, hypothetically, others would also probabilistically choose the same action in her situation.

Our first main result is that *Homo moralis* with a morality profile identical to the assortativity profile is evolutionarily stable. The intuition behind this result is not based on group selection, an old argument (appearing already in Charles Darwin’s writings; see also Alexander (1987)) that essentially says that evolution will lead to behaviors that enhance the survival of the group. Quite on the contrary; the intuition is that natural selection will lead to utility functions that preempt entry into the population in the sense that the best a potential rare mutant can do, if striving for material payoff, is to mimic the residents.

7. Note that we define *Homo oeconomicus* as individuals who always seek to maximize their own material payoff. Some writers define *Homo oeconomicus*, or “economic man,” more generally as an individual who always acts in accordance with some goal function, whether this be pure self-interest or not. All agents in the present study are varieties of *Homo oeconomicus* in this broad sense.
Our second main result is that any preferences that are behaviorally distinct from those of *Homo moralis* with the stable morality profile are evolutionarily unstable. Hence, although we made no parametric or structural assumption about utility functions, it appears that natural selection—as represented by evolutionary stability in our abstract and simplified framework—favors the utility function of *Homo moralis*. In particular, our results imply that *Homo oeconomicus*—pure material self-interest—is evolutionarily unstable under any random matching process with positive assortativity. Rare mutants may indeed garner a higher material payoff than *Homo oeconomicus*, on average, by behaving somewhat prosocially, because when there is positive assortativity, the benefits of this prosocial behavior are sometimes bestowed on other mutants, whereas the residents almost never benefit from it.

*Homo moralis* is easily defined for pairwise interactions, \( n = 2 \). Let \( \pi(x, y) \) denote the material payoff to an individual who plays strategy \( x \) when the opponent plays strategy \( y \). Then the utility function of *Homo moralis* is

\[
U_\kappa(x, y) = (1 - \kappa) \cdot \pi(x, y) + \kappa \cdot \pi(x, x),
\]

where \( 0 \leq \kappa \leq 1 \) is the individual’s *degree of morality*. The two extreme degrees of morality represent *Homo oeconomicus* (\( \kappa = 0 \)) and *Homo kantiensis* (\( \kappa = 1 \)), respectively, and intermediate degrees of morality correspond to individuals who attach some weight to their own material payoff, \( \pi(x, y) \), and some weight to “the right thing to do if everyone were to choose the same behavior,” \( \pi(x, x) \).

For \( n > 2 \), the precise definition of *Homo moralis* is fairly involved,\(^8\) but it is analytically straightforward in the special case where the random matching is such that the types of any other two group members are statistically independent, given the member’s own type. The morality profile is then a binomial distribution, and the utility function of a *Homo moralis* individual \( i \) is the expected value of \( i \)'s material payoff if, hypothetically, other members of the group would randomly and statistically independently switch to use \( i \)'s strategy with probability \( \kappa \), which is then \( i \)'s degree of morality. At one end of the interval of such *Homo moralis*, \( \kappa = 0 \), we find *Homo oeconomicus*; at the other end, \( \kappa = 1 \), we find *Homo kantiensis*.

---

\(^8\) The general definition of *Homo moralis* is given in Alger and Weibull (2016).
Moreover, in large groups, the share of mutants in a mutant’s group is, by the de Moivre–Laplace theorem, approximately normally distributed with mean value $\kappa$ and variance $\kappa(1 - \kappa)/(n - 1)$. Hence, the share of other mutants is then almost deterministic and is equal to $\kappa$. A *Homo moralis* with degree of morality $\kappa$ then acts (approximately) as if she hypothetically assumed that her behavior were to become, if not a “universal law,” then a “random law” applying to a randomly sampled share of size $\kappa$ out of her group’s other members.\(^9\)

It is worth noting that the utility function of *Homo moralis* differs sharply from any utility function that only depends on the payoffs to all participants, such as altruism, inequity aversion, or a concern for social efficiency. We illustrate this by way of a simple example at the end of the third section.

Morality and ethics in connection with economics have been discussed at great length by many economists and philosophers, including Smith ([1759] 1976), Edgeworth (1881), Rawls (1971), Arrow (1973), Sen (1977), and Harsanyi (1980), to mention a few. But to the best of our knowledge, *Homo moralis* preferences have not been previously studied, or even known, with one exception. Bergstrom (1995) shows that evolutionary stability of strategies in interactions between siblings induces behavior that he calls “semi-Kantian,” which corresponds to $\kappa = 1/2$ in our equation (1).\(^{10}\)

**Kantian Morality and Economics**

Economists’ policy advice traditionally relies on models in which individuals have *Homo oeconomicus* preferences. What if economists’ models instead were populated by the more general *Homo moralis*? In this chapter, we will merely scratch the surface by studying only a few examples.

---

9. This claim is not fully general and deserves further analysis, because even small perturbations of continuous (utility) functions may lead to “jumps” in behavior.
10. Bergstrom thus differs from us in studying stability of strategies rather than of utility functions. However, in Alger and Weibull (2013, corollary 5), we establish a link between these approaches by showing that *Homo moralis* equilibrium strategies are stable under strategy evolution. For a discussion of several ethical principles in relation to strategy evolution, see Bergstrom (2009).
Trust

There is variation across countries in the extent to which people are trusting, and trust is correlated with economic growth (Algan and Cahuc 2010). In economics, the so-called trust game has been used extensively in controlled laboratory experiments as a way to measure trust and trustworthiness in different countries and cultures. This literature was pioneered by Berg, Dickhaut, and McCabe (1995) and has received a lot of attention among behavioral economists and experimentalists. The trust game is succinctly described by Cesarini et al. (2008, 3721):

Many mutually beneficial transactions involve an element of interpersonal trust and may fail to materialize in the absence of an expectation that trust will be reciprocated. The prevalence of trust in a society has therefore been assigned primacy in a number of domains, for instance empirical and theoretical studies of economic growth. In recent years, the trust game has emerged as a favorite instrument to elicit an individual’s interpersonal trust and willingness to reciprocate trust. More generally, the game has been widely used to study cooperative behavior. In a trust game, an individual (the investor) decides how much money out of an initial endowment to send to another subject (the trustee). The sent amount is then multiplied by some factor, usually three, and the trustee decides how much of the money received to send back to the investor. The standard game-theoretic prediction for a single anonymous interaction between two purely self-interested individuals is for the investor to send nothing, rationally anticipating that the trustee will not reciprocate. Yet, experiments consistently show that cooperation flourishes in the trust game; the average investor sends a significant share of her endowment, and most trustees reciprocate.

What will Homo moralis do in such an interaction? Consider a situation in which two ex ante identical individuals are randomly paired. With equal chance, one of them is offered an endowment and an investment opportunity as described above. The other individual then has to act in the role of

---

11. A situation where trust is key is that of informal personal lending. In many developing countries, large fractions of the populations are still shut out from formal credit markets; see, for example, Kendall, Mylenko, and Ponce (2010). Then informal lending, in the form of not legally binding loans between individuals, can sometimes be enforced by the threat of future nonrenewal of lending (Ghosh and Ray 2016), social disapproval, or both. Evidence from laboratory experiments suggests that such informal lending may in fact even take place in one-shot interactions (Charness and Dufwenberg 2006). The trust game we analyze here can be interpreted as informal lending.
the trustee. A strategy for an individual in such a symmetric interaction then has two components. First, if given the endowment, what share \( s \in [0, 1] \) of it is to be invested? Second, if not given the investment opportunity, what “payback rule” \( p \in [0, 1] \) is to be used? Here, such a payback rule prescribes for any invested share \( t \in [0, 1] \) chosen by the other party what share \( p \) of the gross return to pay back. Let \( u(c) \) be an individual’s hedonic utility from own consumption \( c \), and take this to represent the material payoff in our evolutionary framework. In the standard version of the trust game, the material payoff from using a strategy \( x = (s, p) \) when the other individual uses strategy \( y = (t, q) \) is then

\[
\pi(x, y) = \frac{1}{2} u(1 - s + 3sq) + \frac{1}{2} u(3t - 3tp). \tag{2}
\]

In an interaction between two Homo oeconomicus, no party is trustworthy; they will choose \( p = q = 0 \) for all \( s, t > 0 \). Thus, if each party knows the other’s type, no investment is made in equilibrium (\( t = s = 0 \)). The resulting expected material payoff to each party is \( u(1)/2 \), the probability of being given the initial endowment times the utility from keeping it. If instead both parties were Homo kantiensis, then they would each invest all the money if given the opportunity (\( t = s = 1 \)) and return half of the gross return (i.e., use payback rules \( p \) and \( q \) such that \( p = q = 0.5 \)). The resulting expected material payoff to each party is then \( u(1.5) \), much higher than what Homo oeconomicus obtains.

Full morality is not necessary to induce full investment, however. For a pair of equally moral Homo moralis, full investment (\( t = s = 1 \)) obtains in equilibrium for any sufficiently high degree of morality, although as soon as morality is less than full (\( \kappa < 1 \)), the trustee pays back less than half the gross returns from investment, in which case the trustee ends up being better off than the investor. As the degree of morality \( \kappa \) falls, the amount paid back decreases, and it eventually falls short of the amount originally invested, in which case the investor makes a material loss; nonetheless, morality makes the investor accept this loss and invest anyway, up to some point.\(^{12}\)

\(^{12}\) Indeed, for sufficiently low degrees of morality, the investor invests

---

12. To see this, note that the derivative of \( U_\kappa(x, y) \) with respect to \( s \), where \( x = (s, p) \) and \( y = (t, q) \), and evaluated when \( t = s = 1 \), is positive even for \( p < 1/3 \) for \( \kappa < 1 \) large enough.
less than his full endowment, and eventually, when morality drops below a certain level, he invests nothing.

Public Goods
Many situations that are important for economic growth may be represented as situations in which people can make voluntary contributions to a public good, including the generation and dissemination of knowledge, and institution building. We examine the behavior of individuals in a community of $n$ members, each of whom is in a position to make a voluntary contribution to a public good (the contribution may be monetary or in kind). A standard concern in economics is that free riding is enhanced as groups become larger, so our aim here is to analyze how group size affects the behavior of Homo moralis.

Suppose, then, that individual $i$ obtains material payoff

$$\pi(x_i, y) = B(x_i + \sum_{j \neq i} y_j) - C(x_i)$$

if she makes the contribution $x_i$ and the sum of the contributions from the other community members is $\sum y_j$. Here $B$ is a production function for the public good; and $C$ a cost function for a contributing individual, representing forgone private consumption, income, or leisure. We take the marginal cost of making a contribution to be increasing, and the marginal benefit of the aggregate contribution to be decreasing.

Consider first the socially optimal individual contribution, $x^*$. With a conventional production function of the power form $B(X) = X^a$, where $0 < a < 1$, the necessary first-order condition for the sum of all members’ material payoffs to be maximized,

$$nB'(nx^*) = C'(x^*)$$

implies that the socially optimal individual contribution $x^*$ is increasing in $n$. By contrast, in a community of Homo oeconomicus, the first-order condition for the unique Nash equilibrium contribution, $\hat{x}_0$, is

$$B'(n\hat{x}_0) = C'(\hat{x}_0),$$

which implies that in communities with more members, each individual contributes less. As a consequence, free riding—the tendency for people to under-provide public goods—is exacerbated when group size increases. The intuition is that if all contributions were to remain unchanged, then the marginal benefit from each contribution would fall. Thus, each individual will have a weaker incentive to contribute.
Suppose now instead that everyone in the community is a $Homo\ moralis$ with the same degree of morality $\kappa \in [0, 1]$. Then their unique individual equilibrium contribution, $\hat{x}_\kappa$, can be shown to satisfy

$$[1 + (n - 1)\kappa \cdot B'(n\hat{x}_\kappa)] = C'(\hat{x}_\kappa),$$

(6)

For any positive degree of morality, group size has two counteracting effects on the individual contribution. The negative effect is, as before, due to the decreasing marginal productivity. The positive effect is that in larger groups, each individual’s contribution benefits a larger number of individuals. The “right thing to do,” as the group increases, is thus to increase one’s contribution. The positive effect may outweigh the negative.

To see this, consider again the conventional production function used above, and note that for purely Kantian individuals ($\kappa = 1$), the individual contribution always increases with $n$. For intermediate values of $\kappa$, the individual contribution decreases with $n$ when small but increases with $n$ when large. See figure 9.1, which shows the equilibrium contribution of $Homo\ moralis$ with degree of morality $\kappa$ as a function of community size $n$, with higher curves for higher degrees of morality (when $B(X) = \sqrt{X}$ and $C(x) = x^2$).
These predictions may potentially help explain observations made in laboratory experiments, in which group size sometimes has a positive effect and sometimes a negative effect on individual contributions (see Nosenzo, Quercia, and Sefton (2015) for a review).

Does the extent of free riding increase or decrease as group size increases? In the parametric specification used in figure 9.1, the individual contribution relative to the first-best contribution is

\[
\frac{\hat{x}_\kappa}{x^*} = \left(\kappa + \frac{1-\kappa}{n}\right)^{2/3}, \tag{7}
\]
a ratio that decreases as group size \(n\) increases (for any given degree of morality \(\kappa < 1\)). A smaller ratio indicates more free riding, so this equation shows that as morality \(\kappa\) increases, the effect of group size \(n\) on the extent of free riding declines. Moreover, the extent of free riding is bounded from below; as seen in (7), the ratio \(\hat{x}_\kappa/x^*\) exceeds \(\kappa^{2/3}\) for all group sizes \(n\). Hence, compared to the outcome under Homo oeconomicus, an important policy implication is that, when \(\kappa\) is positive, the contributions from Homo moralis decline less with group size and remain positive even in infinitely large groups.

Environmental Economics

According to World Bank president Jim Yong Kim, “If we don’t confront climate change, we won’t end poverty.” Some instruments have been proposed to help mitigate climate change, such as a carbon tax, regulation of production technologies, subsidies to public transportation, and support for R&D concerning environmentally friendly technologies for different forms of green energy. Determining the “right” carbon tax requires knowing how it will affect behavior and welfare. Here we briefly analyze the behavior of Homo oeconomicus and more generally, Homo moralis, in a standard model of consumption that has an external effect on the environment (Musgrave 1959, Arrow 1970). In this model, the group is taken to be so large that each individual’s impact on the group’s environment is negligible.

More specifically, there is a continuum of consumers, indexed \(i \in I = [0, 1]\), and there are two consumption goods, goods 1 and 2, where good 1

---

13. Formally, \(d(\hat{x}_\kappa/x^*)/dn < 0\) when \(0 < \kappa \leq 1\).
14. Formally, \(d^2(\hat{x}_\kappa/x^*)/(dn dk) > 0\).
is environmentally neutral (that is, its consumption has no effect on the environment) and good 2 is environmentally harmful. Aggregate consumption of these goods are

\[ X_1 = \int_I x_1(i) \, d\mu \quad \text{and} \quad X_2 = \int_I x_2(i) \, d\mu \]

where \( x(i) = (x_1(i), x_2(i)) \) is the consumption bundle of individual \( i \), and \( \mu \) is a density on \( I \). Because all consumers are infinitesimally small, aggregate consumption is unaffected by any individual’s personal consumption.

We take the material payoff to each individual \( i \) to be that individual’s hedonic utility from own consumption, \( x(i) \), and from the quality of the environment, which in turn depends on aggregate consumption, \( X_2 \), of the environmentally harmful good. We write \( u(x_1(i), x_2(i), X_2) \) for this hedonic utility and assume that it is increasing in consumption of each good and decreasing in aggregate consumption of the environmentally harmful good. Using good 1 as the numeraire, writing \( p \) for the price of good 2, and assuming that all individuals have the same income, a socially efficient consumption bundle, \( x^* \), the same for all individuals \( i \), satisfies

\[ \frac{u_2(x_1^*, x_2^*, X_2^*)}{u_1(x_1^*, x_2^*, X_2^*)} = p \cdot \frac{u_2(x_1^*, x_2^*, X_2^*)}{u_1(x_1^*, x_2^*, X_2^*)}, \tag{8} \]

where subscripts on the personal utility function denote partial derivatives. The marginal rate of substitution between the environmentally harmful and environmentally neutral goods should thus equal the relative price of the harmful good net of the marginal rate of substitution between the utility from the quality of the environment and the neutral good. In other words, social efficiency requires that, at given prices, consumers consume less of a good the more harmful it is to the environment.

By contrast, in a population consisting entirely of \( \text{Homo oeconomicus} \), an (interior) equilibrium allocation in which everybody consumes the same bundle \( x^0 \) necessarily satisfies the first-order condition

\[ \frac{u_2(x_1^0, x_2^0, X_2^0)}{u_1(x_1^0, x_2^0, X_2^0)} = p. \tag{9} \]

Under decreasing marginal utility of consumption, this means that \( \text{Homo oeconomicus} \), not surprisingly, consumes more of the environmentally harmful good than required by socially efficiency.

As observed above, for interactions in infinitely large groups, the utility function of an individual \( \text{Homo moralis} \) with degree of morality \( \kappa \in [0, \]
is the material payoff that would obtain if a share $\kappa$ of the group would behave in the same way as the individual himself. In the present context, if an individual consumes the bundle $x=(x_1,x_2)$ and all the others consume some bundle $y=(y_1,y_2)$, then the utility to a *Homo moralis* with degree of morality $\kappa$ would be

$$U_{\kappa}(x, y) = u(x_1, x_2, (1-\kappa)y_2 + \kappa x_2),$$

where, in this expression, we have normalized the total mass of individuals in the group (which could be a village, region, country, continent, or the whole world) to unity. In a group consisting entirely of *Homo moralis* with the same degree of morality $\kappa$, an (interior) equilibrium allocation, everybody consumes the same bundle $x^e$, and this satisfies the first-order condition

$$\frac{u_2(x_1^e, x_2^e, x_2^e)}{u_1(x_1^e, x_2^e, x_2^e)} = p - k \cdot \frac{u_3(x_1^e, x_2^e, x_2^e)}{u_1(x_1^e, x_2^e, x_2^e)}.$$

Compared to *Homo oeconomicus*, for any positive degree of morality $\kappa$, each individual refrains somewhat from consuming the environmentally harmful good, although each individual—knowing that she is negligible—is fully aware that her own consumption has no effect on the overall quality of the environment! Hence, if people are in fact somewhat moral, then policy advice based on models inhabited by *Homo oeconomicus* may exaggerate the need for pecuniary incentives, such as carbon taxes. If people are more like *Homo moralis* with some positive degree of morality, then, in addition to some carbon taxes, it may be effective to provide individuals with information about how aggregate consumption (and production) creates carbon dioxide and what we know about how this affects the climate. By contrast, such information in this stylized example would have no effect at all on the behavior of *Homo oeconomicus*.17

16. Note that equations (8) and (9) are the special cases of (10) when $\kappa=0$ (*Homo oeconomicus*) and $\kappa=1$ (*Homo kantiensis*). Laffont (1975) considers these two extreme cases of self-interested individuals (our *Homo oeconomicus*) and “Kantian individuals” (our *Homo kantiensis*).

17. Note further that if good 2 does not cause any externality ($u_3=0$), then *Homo moralis* would behave precisely as the classical *Homo oeconomicus*; equation (10) would boil down to equation (9). For such goods, there is no “right thing to do,” and hence, morality has no bite.
Voting
Another class of situations in which Homo moralis may make a difference is collective decision-making by voting. By and large, countries with more developed economies tend to have more democratic political systems (see, e.g., Persson and Tabellini (2006) and Acemoglu et al. (2014)). For democracy to work, it is important that citizens participate in elections, committee work, and related activities; it is still much debated in economics and political science why and how people vote. As has been pointed out by economists, high participation rates in large elections appear incompatible with rational Homo oeconomicus behavior. The reason being that the act of voting usually has some personal cost, say, lost income or leisure, and this cost easily outweighs the expected benefit to the individual of participating in the election, because the probability of being pivotal is virtually nil. This is the well-known voters’ paradox. Despite this, the turnout in general and local elections in many countries is often impressive. So what then motivates people to participate in elections? Can Homo moralis provide an explanation?

A closely related and arguably equally important issue is participation and voting in committees, such as parliamentary bodies, company boards, court juries, and central bank boards. As shown by Austen-Smith and Banks (1996), when committee members have private information and are Homo oeconomicus, then voting may fail to aggregate information efficiently, even when the members have the same preferences. This observation challenges the so-called Condorcet jury theorem (Condorcet 1785), which states that democracy in the form of majority rule in such situations is a great institution, because it implies that the right decision is almost always taken if the electorate is large enough. How would Homo moralis vote in such committees?

Other Social Preferences
Theoretical work on the evolutionary foundations of human motivation provides insights about potential ultimate causes of human behavior—the forces in the environment that have shaped our preferences, not only for the foods that contain the nutrition that we need to survive but also for behaviors in social interactions. This line of research is complementary to behavioral economics, the branch of economics that investigates the explanatory power of richer motivations than mere self-interest. In the language of evolutionary biology, the focus in behavioral economics is
on the *proximate* causes of observed human behaviors—the neurological, hormonal, and psychological mechanisms and triggers that induce us to behave in certain ways. Here we briefly discuss how *Homo moralis* preferences compare with those considered in this literature, which is inspired by research in psychology and sociology.

In the 1970s and 1980s, altruistic preferences were proposed to explain intra-family transfers, transfers to the poor, and contributions to public goods (Becker 1974, 1976; Andreoni 1988; Lindbeck and Weibull 1988). However, altruism turned out to be insufficient to explain the data, and “warm glow” was then proposed to enhance the understanding of voluntary contributions to public goods (Andreoni 1990). In the 1990s, inequity aversion, or a preference for fairness, was introduced by Fehr and Schmidt (1999) as an explanation for why people have a tendency to turn down low offers in the ultimatum bargaining game (Güth, Schmittberger, and Schwarze 1982). Still other forms of human motivation that have been proposed, and sometimes tested, include conformity (Bernheim 1994), conditional altruism (Levine 1998), identity (Akerlof and Kranton 2000), and honesty and truth telling (Alger and Ma 2003; Alger and Renault 2006; Demichelis and Weibull 2008).

Although conceptually very different from *Homo moralis*, these preferences would be compatible with evolutionary stability if they gave rise to the same equilibrium behaviors as those of *Homo moralis*.¹⁸ For what class of material payoff functions such behavioral equivalence obtains remains to be analyzed. Here we limit ourselves to pointing out that *Homo moralis* preferences sometimes give rise to radically different behaviors compared to preferences that may appear to be similar. For example, consider altruistic preferences. An altruistic individual’s preferences are usually represented as a utility function that attaches unit weight to the individual’s own material payoff and a positive weight, less than 1, to other individuals’ material payoffs. An altruist hence internalizes some of the external effects of her behavior on others. Let the latter weight be denoted \( \alpha \), the individual’s *degree of altruism* toward the other party.¹⁹ For some material payoff func-

---

¹⁸. However, the preferences of *Homo moralis* are the only ones that are evolutionarily stable in the whole class of interactions analyzed in Alger and Weibull (2013, 2016).

¹⁹. For \( n = 2 \), an altruist’s utility is \( u_a(x, y) = \pi(x, y) + \alpha \pi(x, y) \). Note that this function can also be interpreted as the individual having a concern for efficiency, because it is a monotone transformation of \( v_a(x, y) = \pi(x, y) + \frac{\alpha}{1-\alpha} [\pi(x, y) + \pi(y, x)] \).
tions, an altruist with degree of altruism $\alpha$ behaves exactly like *Homo moralis* with a degree of morality $\kappa = \alpha$ (see Alger and Weibull 2013). Hence, in some interactions, one cannot discriminate between moralism and altruism as explanations for observed behavior. However, the two classes of preferences are conceptually quite distinct and induce radically different behaviors in some interactions. This difference is particularly striking in interactions with many participants and in coordination problems among few or many participants.

To illustrate the first case, consider again the environmental economics and the public goods examples. In the environmental example, morality induced consumers to reduce their consumption of the harmful good, even though the effect of each individual's consumption was negligible. In the public goods example, as the number of participants tends to infinity, the individual contribution to the public good tends to a positive amount for any positive degree of morality. By contrast, Andreoni (1988) has shown that in a population of altruists, the proportion of individuals who make positive donations shrinks to zero as the number of individuals grows infinitely large, because each individual donation then has a negligible effect on the total value of the public good. There is thus a sharp distinction between morality and altruism when groups are large. Even if an individual is highly altruistic and cares about the consequences of her behavior for others, she will behave very much like *Homo oeconomicus* if her impact is marginal. By contrast, *Homo moralis* cares directly about his own behavior, beyond the effects that this behavior has on his own material payoff, and this consideration for “the right thing to do” makes him behave differently from both selfish and altruistic individuals in these situations.

This observation may have important implications for other policy issues as well, such as tax compliance. It has been noted by some economists (see Sandmo 2005), that less tax evasion appears to occur in certain countries than would be compatible with *Homo oeconomicus*’s behavior. The risk of being caught is often small and the penalties mild, so maximization of expected personal utility would suggest rampant tax evasion. So why do people in those countries, and perhaps many in other countries, not evade taxes more? Because the marginal effect of any change in an individual’s tax payment is, with few exceptions, negligible, prosocial preferences such as altruism or inequity aversion may fail to explain why individuals evade taxes. However, as suggested by the analysis above,
*Homo moralis* may supply an explanation, because a *Homo moralis* may, to a certain extent, prefer to pay taxes, since she cares about the moral quality of her actions.

Let us now turn to the second situation in which *Homo moralis* preferences give rise to radically different behaviors compared to altruism, namely, coordination problems. Consider an example from Alger and Weibull (2013), a simple $2 \times 2$ coordination game in terms of material payoffs:

$$
\begin{array}{cc}
  & A & B \\
 A & 2,2 & 0,0 \\
 B & 0,0 & 1,1
\end{array}
$$

(12)

When individuals pair up to play this game, two alternative potential societal “conventions” are available: Either both parties take action A, or both parties take action B. Clearly, the first convention is Pareto superior to the second. However, under each convention, *Homo oeconomicus* has no incentive to unilaterally deviate. Granted that a sufficiently large population share act according to the going convention, an individual deviator would lose material payoff and, in addition, inflict a payoff loss on the unfortunate opponent. Therefore, an altruist would also stick to the going convention, even if this happened to be the socially inferior convention to always take action B. But not so a *Homo moralis* of high enough degree of morality. For suppose a *Homo kantiensis* were to visit a country where (by and large) every citizen takes action B in every encounter, and suppose that the visitor is indistinguishable from a citizen. Then *Homo kantiensis* would take action A in each encounter, because this would be “the right thing to do” if upheld as a universal law of conduct. This moralistic visitor will earn material payoff zero in each encounter, and so will the unfortunate citizens who meet him. The citizens would very much wish that the visitor instead had been a *Homo oeconomicus* or an altruist.

---

20. These are strict Nash equilibria in terms of material payoffs. The game also has a mixed equilibrium, in which each individual plays A with probability 1/3. However, this equilibrium is unstable in all plausible population dynamics. See Young (1993) and Myerson and Weibull (2015) for formal models of stable conventions in large populations.

21. Indeed, to take action A is optimal for all *Homo moralis* individuals with degree of morality $\kappa \geq 1/3$. 
A final point before concluding. Some researchers have developed models in which individuals care about norms, have a concern for their image (in the eyes of others and perhaps also in their own eyes), or a desire to avoid social stigma (Lindbeck, Nyberg, and Weibull 1999; Brekke, Kverndokk, and Nyborg 2003; Bénabou and Tirole 2006; Ellingsen and Johannesson 2008; Huck, Kübler, and Weibull 2012). In these models, individuals are assumed to have a baseline intrinsic wish to “behave well” and in addition a wish to be viewed favorably by others, image concerns that may strengthen the wish to behave well (Bénabou, Falk, and Tirole 2018). Evidently, we humans are very complex creatures, and our behavior is most likely driven by many motives (what biologists would call “proximate causes” for our actions). Biologists distinguish such proximate causes from ultimate causes, by which is meant the reasons we exist in the evolutionary race. Our derivation of Homo moralis was based entirely on such ultimate causes. A closer examination of relations between proximate and ultimate causes in human motivation is an avenue for future research. Eventually, evolutionary theory may help close the open-endedness of behavioral economics by providing testable predictions regarding which preferences are more likely to be sustained.

Conclusion

In this chapter, we have discussed the evolutionary foundations for human motivation, how evolution favors the class of Homo moralis preferences, and the implications for economics and policy of such preferences compared to other preferences. We have presented the following main points:

1. Economics possesses powerful analytical tools that enable positive and normative analyses of a wide range of social and economic phenomena. These tools should not be abandoned but instead brought to more general use.

2. The conventional assumption among economists, since the days of Adam Smith’s ([1776] 1976) Wealth of Nations, is that economic agents are purely self-interested and focused on their own consumption. Yet behavioral and experimental economics, insights from the other social and behavioral sciences, everyday observation, and introspection suggest that human motivation is much more complex, sometimes systematically deviating from narrow self-interest.
3. First principles in evolutionary biology, formalized in terms of evolutionary stability along the lines of Maynard Smith and Price (1973) suggest that, in our simple model framework, evolution favors human motivation in the form of *Homo moralis*, a generalization of *Homo oeconomicus* that allows for varying degrees of morality along with self-interest.

4. Applying the powerful analytical tools of economics to *Homo moralis* results in new predictions and policy recommendations. In particular, because *Homo moralis* is not only motivated by her material gains and losses, policy based on *Homo oeconomicus* may lead to exaggerated use of pecuniary incentives, such as distortionary taxes. If people do have a natural inclination for moral concerns, it may be more effective to provide the public with information about the consequences of our actions, for ourselves and others.

Our results being purely theoretical, empirical and experimental work will be necessary to determine the empirical validity of *Homo moralis*. To this end, further theoretical analysis is also needed: Even though we have here examined the behavior of *Homo moralis* in some common situations, we have only scratched the surface. Moreover, many fundamental questions have not been addressed at all. In particular, one fundamental issue that we have not (yet) addressed is welfare. For economic and social policy, this is a most important and philosophically nontrivial issue, especially when individuals have social preferences. If individuals have *Homo moralis* preferences, perhaps idiosyncratic degrees of morality, should welfare then be defined in terms of the material payoffs or in terms of individuals’ utility functions?

This philosophically and methodologically difficult issue may be related to that addressed by John Harsanyi in two wonderful essays that deal with game theory, utilitarianism and ethics (Harsanyi (1980, 1992). In these essays, he advocates what he calls “rule utilitarianism,” an approach we find also appealing for *Homo moralis*. Harsanyi distinguishes between an individual’s “personal preferences” and his or her “moral preferences.” He advocates that, when defining welfare in a society, one should only consider personal preferences. When individuals’ preferences can be represented by an additive utility function, where one term can be taken to represent “personal utility,” Harsanyi argues that welfare should be defined as the sum of all individuals’ expected personal utilities, behind the veil of ignorance as to
what societal position each individual will end up in. This appears to be in line with *Homo moralis*. If we take the material payoff function to represent personal utility, then welfare in a society consisting of *Homo moralis* individuals (each with his or her degree of morality) should be defined simply as the sum of their expected material payoffs, just as in ordinary utilitarian welfare theory.

To wit, suppose a parent has one selfish and one altruistic child, and has a cake to divide between them. Suppose also that both children have the same hedonic utility from consumption, and that this is increasing in the amount consumed, with decreasing marginal utility. Should the parent give a bigger slice to the selfish child, thus maximizing the sum of their altruistic and selfish utilities, or should the parent give them equally large slices, thus maximizing the sum of only their hedonic utilities? The second alternative undoubtedly seems more appealing. The same could be said with one selfish and one spiteful child; taking into account both children’s total utility, a bigger slice should be given to the spiteful child, but equal division is, arguably, more reasonable. By contrast, if one child is selfish, and the other instead is inequity averse or a *Homo moralis* (with any degree of morality), it makes no difference if the parent considers the children’s total or hedonic (personal) utilities; in every case, their joint welfare is maximized by equal division. Further study of the welfare economics of *Homo moralis* and other social preferences is a topic for future research.

A final point we make concerns the status of economics as a discipline, in the eyes of the general public and among the other behavioral and social sciences. Conventional economics textbooks may give the false impression that selfishness is part of economic rationality (see the discussion in Rubinstein (2006) and the references therein). This misreading of conventional economics probably hurts the reputation of economists. If economists would instead use partly morally motivated agents, such as *Homo moralis*, then such misunderstandings could be avoided, and the critique would fall flat to the ground. The economist’s analysis would then not be prejudiced in favor of either selfishness or morality. Instead it would allow for the whole spectrum of intermediate degrees of morality, spanning from pure self-interest to pure Kantian morality.

---

22. This example is due to Peter Diamond, discussed in a conversation many years ago with one of the authors.
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The topic of this chapter has been central to the research agendas of Ingela Alger and Jörgen Weibull. Both separately (Lindbeck, Nyberg, and Weibull 1999; Alger 2010) and together (Alger and Weibull 2012), they have made important contributions to the study of prosocial preferences and behavior. The Alger-Weibull research program on the social construction of other-regarding preferences (Alger and Weibull 2013, 2016, this chapter) is exciting both for its formal development of the foundations of evolutionary game theory and for its findings concerning a cultural evolution model of the development of other-regarding preferences. It is conventional to assume that individuals' preferences over social states are concerned only with their own material outcomes. This assumption makes possible the powerful duality between social optimality and market outcomes expressed in the “welfare theorems” and is the baseline environment in which social policy is examined. It is nonetheless naïve in its assumption that preferences are primitives, exogenous in a model of social behavior. The recognition that preferences are to some degree socially constructed challenges many fundamental findings of economic theory; in particular, anything having to do with welfare conclusions. Alger and Weibull have significantly enriched the literature on the social construction of preferences by examining the evolutionary foundations of preference relations.

Evolutionary Game Theory

The Alger and Weibull research program develops new evolutionary game theory tools to say something about the kinds of preferences that would persist in a social system. In the conventional noncooperative theory of
N-person symmetric games, a symmetric Nash equilibrium is a strategy that is a best response for any one individual if it is being used by all the other participants. The fundamental equilibrium concept of evolutionary game theory is that of an evolutionarily stable strategy (ESS).¹ Intuitively, an ESS is a strategy that cannot be “invaded” by another strategy. What does “invasion” mean? Suppose that a large population of individuals are matched at random to participate in the game. An ESS has the property that if a sufficiently large fraction of the population uses it while the remainder of the population uses any other strategy, the expected payoffs to the ESS players are greater than those of the residual population. Evolutionary game theory arose first in biology, and so the strategy alternative to the ESS is said to be invading, and the motivation for the concept is that payoffs measure fitness. Higher payoffs mean higher fitness, and the part of the population using the ESS will have higher average fitness and therefore will outreproduce the group using the invading strategy. To see how the two concepts of Nash equilibrium and ESS fit together, one can check that in any finite and symmetric game, every ESS is a Nash equilibrium of the game. The converse, however, is false.

Alger and Weibull’s program is in the tradition of Güth and Yaari’s (1992) indirect evolutionary approach.² Whereas in traditional evolutionary game theory, preferences are fixed and the evolution of the distribution of actions is governed by the distribution of utility payoffs, in indirect evolutionary models, selection pressure on actions causes the distribution of utilities to evolve. This is analogous to biological models in which selection on phenotypes regulates the distribution of genotypes. In the Güth and Yaari program, behaviors correspond to phenotypes and preferences to genotypes. Payoffs in the game correspond to reproductive fitness.

In the Alger-Weibull program, a strategic interaction is described by a material payoff function π that assigns to each strategy profile a material payoff, (e.g., profit in a model of firm competition).³ Players’ choices are

2. See also Güth and Kliemt (1998).
3. Material payoffs, like von Neumann-Morgenstern payoff functions, are linear in the distribution of pure strategy profiles. The present chapter mostly discusses symmetric two-person interactions, but Alger and Weibull (2016) considers multi-player interactions under an aggregative assumption that in the material payoff of an agent’s choices, the choices of others are exchangeable.
governed not by material payoff $\pi$, however, but by a payoff function $u$ that represents subjective expected utility preferences over outcomes.

Alger and Weibull repurpose the ESS solution concept from evolutionary game theory as an equilibrium concept for the distribution of von Neumann–Morgenstern payoff functions in the population rather than for the distribution of strategies. In the Alger-Weibull research program, a payoff function $u$ is an ESS if when a sufficiently large fraction of the population uses it while the remainder of the population uses any other payoff function, the expected material payoffs to those with the $u$ payoff function are greater than those of the residual population. A second feature of the Alger and Weibull program—and this is key for their results—is that matching is not random but assortative: Like tends to match with like.4

The indirect evolution of preferences with assortative matching produces novel results. The authors label a payoff function a *Homo moralis* payoff function if $u(x, y)$ is an average of $\pi(x, y)$, the material benefit of playing $x$ when others play $y$, and $\pi(x, x)$, the material benefit when everyone plays according to $x$. One end of this class is *Homo oeconomicus*, where the averaging weights puts all weight on $\pi(x, y)$, and the other end they label *Homo kantiensis*, where all weight is put on the material benefits assuming everyone plays the same.

Other work on the evolution of preferences is close in spirit to the Alger and Weibull program, but different assumptions lead to different outcomes. For instance, Ely and Yilankaya (2001) consider the evolution of preferences in a population using a static stability concept motivated much as is ESS. Because they consider only random matching, they find that outcomes are stable if and only if they are equilibria of the game described by material payoffs; that is, the stable preferences are those of *Homo oeconomicus*. The evolution of social behavior, as opposed to other-regarding preferences, is by now an old topic in evolutionary biology. Hamilton (1964) sees inclusive fitness as an explanation for prosocial behavior, and Grafen (1979) attempts to provide formal support for this idea by considering ESS with nonrandom matching. Bergstrom (1995) considers nonrandom matching for the evolution of altruistic play in a
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4. This is not simple to describe in depth, so following the Alger and Weibull essay in this chapter, I shall not attempt to describe it. It is clearly defined in Alger and Weibull (2016, 61).
explicitly biological context and derives *Homo moralis* preferences with $\kappa = 1/2$. He called these preferences “semi-Kantian.” There is also some support favoring antisocial preferences. Koçkesen, Ok, and Sethi (2000) introduce a class of payoff functions that depend increasingly on material returns and on relative material returns. Thus if everyone else’s material returns decline while mine do not, then my utility increases. They find that in every equilibrium in a class of games much like those considered by Alger and Weibull but with complete rather than incomplete information, those players with antisocial preferences do materially better than do players who maximize material returns. This is not an evolutionary analysis, but it suggests one. Finally, the Alger and Weibull results work because those with the “right” payoff function receive more material benefits than do others, and sometimes the “right” payoff function is not that of *Homo oeconomicus*. Bester and Güth (1998) and Eshel, Samuelson, and Shaked (1998) develop models where other-regarding preferences do materially worse than does *Homo oeconomicus*, and yet they survive because of group selection effects. The conclusion to draw from this is that details matter for the results of evolutionary models, and we are far from having a complete understanding of how different configurations of environmental characteristics collectively determine evolutionary outcomes. Thus conclusion 3 in the final section of the Alger and Weibull essay in this chapter is an overstatement. Natural selection does not “favor human motivation in the form of *Homo oeconomicus*.” Different models of natural selection favor different preference relations. *Homo moralis* and *Homo oeconomicus* are two. Nonetheless, Alger and Weibull are to be commended for filling in a new and important part of this landscape.

The promise of the indirect evolutionary approach goes far beyond selection over payoff functions. In evolutionary game theory as received from the biologists, selection forces act on payoffs, and the distribution of strategies evolve. A second level of selection is the indirect evolutionary paradigm. In this case, preferences (which is to say the game itself) evolve in some fashion. Mechanisms for preference evolution include such phenomena as social learning, imitation and other adaptive processes, and

---

5. p. 410.
the sorting of individuals across roles. These processes operate on a system level rather than at the level of the individual. For instance, Blume and Easley (1992, 2006) show how the redistribution of wealth through repeated trading can drive some kinds of traders from the market. Thus although there are nearly as many behavioral models of choice as there are behavioral economists, only some of them can pass the market survival test. Yet a third level has both strategy choices and the strategic environment coevolve through time. For instance, some papers look at evolution where the community structure, represented by a social network, coevolves with strategic choice and not payoff functions (e.g., Ely 2002; Goyal and Vega-Redondo 2005; Staudigl and Weidenholzer 2014). A novel paper by Sandholm (2002) applies the idea of coevolution of strategies and the game to mechanism design. Moving beyond the Alger and Weibull program, the coevolution of preferences and game forms could contribute much to central questions in political economy in particular and, more generally, the analysis of institutions.

**Symmetry**

One limitation of their current essay and indeed, the research program, is that Alger and Weibull have so far studied only symmetric environments; that is, for two-player games, those in which the roles of player 1 and player 2 are identical. This limitation is disappointing, because ESS can certainly be generalized to asymmetric games. Knowing that *Homo moralis* arises in symmetric models—a “one-population” model, one wonders what would emerge from a multiple-population model.

Alger and Weibull consider an asymmetric problem in the third section of their essay in this chapter. I am dissatisfied with their treatment for reasons that foreshadow issues I raise in the sections below having to do with the distinction between positive and normative claims. The strategic situation of their third section imagines a borrower and a lender; the lender has to decide whether to make the loan, and the borrower has to decide whether to pay it back. This is a great example (despite my qualms),
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because one can see the surprising power of the ESS in preferences. A more conventional analysis would consider repeated interactions between borrowers and lenders. Loans would be made and paid back, because in ongoing relations, reciprocity has value. The borrower understands that if he pays back today, he may be able to get a loan tomorrow. In equilibrium, the lender understands that the borrower understands this, and so she is willing to make the loan. Furthermore, it is her willingness to make future loans that validates the borrower’s belief. Alger and Weibull consider only one-shot interactions—there is no possibility of history-dependent behavior. Nonetheless, lending and borrowing can be sustained.

So what is wrong with this? To apply their tools, Alger and Weibull must symmetrize the situation. They state that a canonical way to do this is to initially cover the interaction under a “veil of ignorance” as to who will be in what role. They assume that these roles are contingent. At any moment, a given individual from a single population can either be a borrower or a lender; essentially determined by the flip of a coin. The justification for this move is hinted at by the phrase “veil of ignorance.” They call on the usual suspects—Harsanyi (1953), Rawls (1958), and Vickrey (1945)—who introduced this move in the analysis of social systems. However, the suspects introduced the veil of ignorance, the original position, ex ante randomness, for purposes of normative analyses. The original position, behind the veil of ignorance, is a counterfactual hypothetical that provides a frame outside the social system for evaluating the moral consequences of its outcomes. We do not pretend that individuals are actually randomized in such a way. The evolutionary model, however, is concerned with real environments rather than counterfactuals. Of course, there could be situations where roles really are random; a given individual could play one role today and another role tomorrow. But I do not believe that this is a useful way to think about the evolution of preferences where each individual’s role is known and certain, set in stone. The use of normative analyses to justify positive claims is one example of the conflation of positive and normative that, I believe, obscure the significance of Alger and Weibull’s findings.7

7. Their Kantian claims would be much more compelling if a given individual considered the situation of the other party even though she will never ever be in that role. This seems to be required by several of Kant’s expressions of his fundamental law.
Welfare Economics

Alger and Weibull have uncovered some powerful results in the positive theory of socially constructed preferences. Their treatment of normative questions, however, and the distinctly normative cast of their entire essay, raises some issues. For instance, how should we view *Homo moralis* preferences from the consequentialist perspective that is traditional in economics? The examples of their third section suggest that a *Homo moralis* world may be materially better than an *Homo oeconomicus* world. To see that this is not the case, consider a variant of the public goods game they discuss. In this variant, $N$ individuals can give, an outcome that is either 0 or 1. The material benefit of the public good is $\varrho$ to each person, the material cost of giving is $0 < c < 1$, and the public good will be provided if and only if the sum of the contributions is at least 1.

Thus, letting $y_{-i} = \sum_{j \neq i} x_{ij}$,

Suppose that $N\varrho > c$, so that the aggregate material benefit exceeds the cost of provision. It is socially optimal for one individual to provide the good, and the net benefit will be $N\varrho - c$.

The analysis breaks down into three cases (ignoring boundaries). If $\varrho > c$, one person on his or her own should be willing to give. At one extreme, *Homo kantiensis* chooses to maximize $\pi(x, x)$. The optimum is, $x = 1$, everyone gives, and the public good will be massively oversubscribed. If utilities are interpersonally comparable, the optimum achievable welfare is $N\varrho - c$, and *Homo kantiensis* society achieves $N(\varrho - c)$, for a material payoff loss of $(N-1)c$. At the other extreme, *Homo oeconomicus* can achieve efficiency in $N$ distinct asymmetric Nash equilibria. In each equilibrium, one and only one individual gives.

If $\varrho < c$, then *Homo kantiensis* gives zero. The asymmetric pure Nash equilibria of *Homo oeconomicus* also disappear, and *Homo oeconomicus* also gives zero. Both, then, are inefficient.

When $\varrho > c$, there is also a symmetric mixed Nash equilibrium in which the probability of choosing zero is $c^{1/(n-1)}$. In this case, the expected value of the equilibrium to an individual *Homo oeconomicus* is $\rho - c - (\rho - 1)c^{n/(n-1)}$. Comparing this payoff to that of *Homo kantiensis*, we see that it is materially worse when $\varrho > 1$ but materially better when $c/N < \varrho < 1$.

In summary, for $\varrho < c$, both preference types achieve the efficient outcome. For $c < \varrho < 1$, a *Homo kantiensis* society does materially worse than
every Nash equilibrium outcome of a *Homo oeconomicus* society. And for \( \varrho > 1 \), some *H. oeconomicus* equilibria are efficient, with higher material pay-off than that of the *H. kantiensis* society, but the symmetric mixed *oeconomicus* equilibrium is worse.\(^8\)

The general point is that there are problems that, despite being posed symmetrically, have optimal solutions that are asymmetric. Minority games and the related El Farol game provide further examples. This example serves as a caveat to conclusion 4 of the Alger and Weibull essay in this chapter that designing policies for *Homo oeconomicus* when individuals are in fact *Homo moralis* may overincentivize them. Yes, it can, but it may not.

Alger and Weibull’s examples in their third section raise the interesting question of how welfare economics should be conducted when preferences are other-regarding. They follow Harsanyi (1980, 1992) and argue that welfare should be measured as the sum of individual material utilities. I followed them in my preceding public good example for purposes of comparison, but this is controversial. To see why, ask: Why exactly is one’s desire for a drink of water for herself more necessary to the social welfare calculation than her desire to offer her companion a drink? I can think of two arguments in favor of this claim: one, that water is a necessity for life, and if anything is fundamental, survival needs should be; the other, that to count the companion’s welfare in her utility is to double count it. The first argument is nothing more than a statement about marginal rates of substitution at the boundary of the consumption set. At the survival boundary, water for one’s self is critical. The second argument says that the utility a decision maker gets from a drink is different from the utility she gets from giving someone else utility. If you take a drink of water, you get some utility. If I offer you that drink, the utility that I get does not count in the social calculation. But if I expend my own resources to do it, the opportunity cost
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\(^8\) One can derive similar results for the middle-ground cases. The treatment of mixing with *Homo moralis* preferences is unusual, except in the extreme *oeconomicus* case. In Alger and Weibull (2016), we are told that the set X on which \( \pi(x, x) \) is defined is the set of mixed strategies in the material game. I understand this to mean that if I were, say, *kantiensis* (just for clarity), and if I chose 1 with probability \( p \), then I assume everyone else is too, and when I consider what happens if I were to choose 1 with probability \( p' \) instead, I assume everyone else chooses \( p' \) too. This leads to a symmetric randomized equilibrium with an expected social net material benefit that converges upward to \( n(p - c) \) as \( n \) increases.
of providing the gift does again count. Apparently, only certain actions are allowed to generate utility for welfare purposes. In my view, neither of these arguments holds water.

Alger and Weibull adopt Harsanyi’s distinction between personal and social preferences, and they note that one might understand *Homo moralis* as an individual whose personal preferences are the material preferences \( \pi \) and whose social preferences are given by the *Homo moralis* utility function with its degree \( \kappa \) of morality. Ken Arrow famously wrote,\(^9\) “I am old-fashioned enough to retain David Hume’s view that one can never derive ‘ought’ propositions from ‘is’ propositions.” The findings of evolutionary game theory are “is” propositions. Alger and Weibull are eager to derive from them “oughts.” The conflation of “is” and “ought” perhaps undercuts the “is” exercise of their research program.

Alger and Weibull write:

> If we take the material payoff function to represent personal utility, then welfare in a society consisting of *Homo moralis* individuals (each with his or her degree of morality) should be defined simply as the sum of their expected material payoffs, just as in ordinary utilitarian welfare theory.

Harsanyi takes personal preferences to be those preferences that guide individuals’ choices, their “everyday behavior.”\(^{10}\) If this is what Alger and Weibull mean by personal preferences, then the *moralis* payoff function should represent personal preferences and not material payoffs, and Alger and Weibull’s and my welfare calculations are incorrectly done. Harsanyi’s description of personal preferences can certainly allow for externalities. If Alger and Weibull believe, following Harsanyi’s paradigm, that *moralis* preferences represent what he calls “moral preferences,” then I do not understand why they would appear in an evolutionary analysis; decisions are not made based on moral preferences, and so they cannot be selected on.\(^{11}\)

If *Homo moralis* preferences are the right preferences to undertake calculations with, then one cannot make welfare comparisons across populations with different degrees \( \kappa \) of morality. By analogy, we might consider two different production economies that differ only in consumers’ preferences.
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11. Harsanyi (1992, 671) says that “rational behavior is not a descriptive concept but rather is a normative concept.” So he is an odd partner for evolutionary game theory.
We might observe that one economy has a higher GDP than the other, but this gives no guide for comparing the welfare of the two economies, even if utility is interpersonally comparable.

_Homo moralis as a Moral Theory_

Alger and Weibull write that their work “suggests an evolutionary foundation for a psychologically plausible form of morality, in line with Immanuel Kant’s categorical imperative” (page 392, this chapter). Strictly speaking, they provide “an evolutionary foundation for” preferences that describe behavior consistent with “a psychologically plausible form of morality.” What kind of moral theory? They suggest it is “in line with Immanuel Kant’s categorical imperative.” Bergstrom (1995) uses the phrase “semi-Kantian” to describe _Homo moralis_ preferences with $\kappa = 1/2$. I believe this Kantian affiliation comes from a misreading of Kant. The idea of Kantian preferences exists outside evolutionary game theory. Roemer (2010) calls a strategy profile in a certain class of games “Kantian” if it is immune to simultaneous proportional deviations from all the players.

Broadly speaking, moral theories fall into one of three classes: consequentialist theories, deontological theories, and virtue theories. Consequentialism emphasizes the consequences of actions. Welfare economics is consequentialist. Deontological theories emphasize duties, rules, and obligations. Most philosophers, including Kant, consider(ed) Kantian theories to be deontological. Virtue ethics emphasizes virtues or moral character. To illustrate, suppose someone’s life is in danger and can be saved by my telling a lie. A consequentialist would lie, because he believes that saving a life is a good outcome. A deontologist would lie if he believed that saving a life when one can without doing injury to others is a universal law. However, if he believed “never lie” is a universal maxim, then he would not lie even to save a life. A virtue ethicist would lie because saving a life is benevolent; a virtue. I claim that _Homo moralis_ has much more to do with virtue ethics than with any deontological moral theory.

The fundamental moral principle, according to Kant, is a categorical imperative: imperative because it is a command, and categorical because it is required of us unconditionally. That moral principle is, “act only in accordance with that maxim through which you can at the same time will that it become a universal law,” or, in another formulation by Kant, to “act as if the maxim of your action were to become through your will a universal law of nature.” Where does this come from? Kant wrote:13

Everyone must admit that a law, if it is to be valid morally, i.e., as the ground of an obligation, has to carry absolute necessity with it; that the command “You ought not to lie” is valid not merely for human beings, as though other rational beings did not have to heed it; and likewise all the other genuinely moral laws; hence that the ground of obligation here is to be sought not in the nature of the human being or the circumstances of the world in which he is placed, but a priori solely in concepts of pure reason, and that every other precept grounded on principles of mere experience, and even a precept that is universal in a certain aspect, insofar as it is supported in the smallest part on empirical grounds, perhaps only as to its motive, can be called a practical rule, but never a moral law.

In other words, it is to be rationally derivable, assuming that every human were to heed it. The law is based entirely on reason and is not a consequence of any facts on the ground. In particular, moral propositions are to be independent of whom they are applied to; their preferences make no difference. These propositions are independent of our desires and uncoupled from the consequences that ensue. Clearly, however, the rules that one would derive from Homo moralis preferences depend on what the material payoffs are: Consequences matter. To put this somewhat differently, Kant’s categorical imperative has a game-theoretic nature: An assumption about the behavior of others enters into your calculation about how you should behave. But Homo kantiensis is not Kantian, because his evaluation of the act is independent of his preferences. If a given maxim survives the categorical imperative test, one is obliged to act according to it, even if it is preference minimal. Thus the moral theory for which Alger and Weibull “provide an evolutionary foundation” is not Kantian. Quite the opposite. Harsanyi (1980) calls individuals who maximize a class of utility functions

containing *Homo moralis* payoff functions rule “utilitarians.” It appears to be consequentialist.\(^{14}\)

To the extent that we use the language of choice theory to talk about moral choices of individuals, any such theory will appear to be consequentialist. One can read virtue ethics this way. Our preferences are shaped by our character. Thus in some situations, preferences of individuals who have internalized particular virtues will look different than those of individuals who have not. And so the choices of those of virtuous character—sympathetic, charitable, etc.—will reflect these virtues. These are moral choices. One school of modern virtue ethics, so-called agent-based ethics,\(^{15}\) “understands rightness in terms of good motivations and wrongness in terms of the having of bad (or insufficiently good) motives.” Alger and Weibull’s evolutionary account of preference evolution supports this view. They tell us that, as a consequence of the social condition, as a result of social interaction, preferences must in the long run take on a certain form, and that form is other-regarding.

Adam Smith ([1759] 2004, 1) begins *The Theory of Moral Sentiments* by claiming the universality of certain virtues:

> How selfish soever man may be supposed, there are evidently some principles in his nature, which interest him in the fortune of others, and render their happiness necessary to him, though he derives nothing from it except the pleasure of seeing it. Of this kind is pity or compassion, the emotion which we feel for the misery of others, when we either see it, or are made to conceive it in a very lively manner. That we often derive sorrow from the sorrow of others, is a matter of fact too obvious to require any instances to prove it; for this sentiment, like all the other original passions of human nature, is by no means confined to the virtuous and humane, though they perhaps may feel it with the most exquisite sensibility. The greatest ruffian, the most hardened violator of the laws of society, is not altogether without it.

He goes on to argue\(^{16}\)

> that this is the source of our fellow-feeling for the misery of others, that it is by changing places in fancy with the sufferer, that we come either to conceive or to

\(^{14}\) In fairness, I should say that the contrast between deontology and consequentialism is not as sharp as it is often made out to be and is somewhat contested. See Kagan (2002) and Cummiskey (1990).

\(^{15}\) Slote (2001, 14).

\(^{16}\) Smith ([1759] 2004, 4).
be affected by what he feels, may be demonstrated by many obvious observations, if it should not be thought sufficiently evident of itself.

This expression of sympathy is, for Smith, the source of our moral decision-making. In a passage that is reminiscent of *Homo moralis*, he states: 17

The principle by which we naturally either approve or disapprove of our own conduct, seems to be altogether the same with that by which we exercise the like judgments concerning the conduct of other people. We either approve or disapprove of the conduct of another man according as we feel that, when we bring his case home to ourselves, we either can or cannot entirely sympathize with the sentiments and motives which directed it.

Assuming others behave as x, how do we feel about x?

Finally, it is interesting to note that perhaps Smith in the *Theory of Moral Sentiments* would be sympathetic to the Alger and Weibull program. He writes: 18

It is thus that the general rules of morality are formed. They are ultimately founded upon experience of what, in particular instances, our moral faculties, our natural sense of merit and propriety, approve, or disapprove of. We do not originally approve or condemn particular actions; because, upon examination, they appear to be agreeable or inconsistent with a certain general rule. The general rule, on the contrary, is formed, by finding from experience, that all actions of a certain kind, or circumstanced in a certain manner, are approved or disapproved of.

Our moral views emerge from experience, a social process. It would be asking too much of the mid-seventeenth-century Smith to distinguish between social learning and social evolution, and even today, it is not clear that, as classes, these are observationally distinct. But Alger and Weibull need not commit to a mechanism for their ESS analysis beyond the fact that it is monotone in payoffs, and so they are not inconsistent with Smith.

**Conclusion**

Although I have reservations about Alger and Weibull’s (and many other economists) assertions about moral theory, the Alger and Weibull research program is among the most ambitious and promising to date on the exploration of the evolution of other-regarding preferences. The results are
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exciting both for what they find and for the extent of the environments in which they hold.\textsuperscript{19} Received game and market theory is of the take-all-comer’s variety; equilibrium exists no matter what preferences agents hold. But if preferences are socially constructed, the forces described by Alger and Weibull should limit the kinds of preferences that are prevalent. Game and market theory should take advantage of this fact to make sharper predictions about the behavior of social systems. Finally, Jörgen Weibull has contributed significantly to the literature on evolutionary dynamics, and so I look forward to seeing this program progress from the static analysis of ESS to the much harder (but potentially richer) dynamic analyses that have emerged in recent years.
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\textsuperscript{19} This is not apparent in the present chapter, but can be seen in Alger and Weibull (2016).


Comment: Xavier Giné

Morality: Evolutionary Foundations and Policy Implications

Positive economic theories typically model agents interacting in markets as self-interested individuals. This chapter summarizes the work of the authors in Alger and Weibull (2013, 2016), which questions this assumption by investigating the preferences that humans would exhibit if these preferences were transmitted from generation to generation.

In the case of interactions between two agents, the utility function of humans would be a linear combination of the material payoff of a *Homo oeconomicus* (or self-interested individual) and that of a *Homo kantiensis* (an individual who “does the right thing” by assuming the other agent will behave as he or she does). Facing a set of choices similar to that of the other agent, in practice, *Homo kantiensis* does not solve the Nash equilibrium but rather chooses the payoff with highest value from the diagonal of the matrix of the game. Remarkably, these preferences called *Homo moralis* preferences are the only ones that are evolutionarily stable when the matching protocol among agents is exogenous.

But where does the weight that defines the linear combination between the two payoff functions come from? Alger and Weibull (2013) argue that the weight, or the “degree of morality,” is related to the probability that individuals are matched with others of same type relative to the probability that they are matched with others of a different type. The model thus predicts that individuals will not behave as self-interested agents as long as this probability is positive and that everyone in a society will share same preferences (with the same degree of morality).
Taking Predictions to Data

The first prediction is consistent with experimental evidence showing robust deviations in behavior from the assumption of *Homo oeconomicus* agents. It is unclear, however, whether these deviations reflect universal social preferences or whether instead social preferences are shaped by the economic, social, and cultural environment. Henrich et al. (2004) set out to distinguish between these two hypotheses by conducting a large cross-cultural study of behavior using several standard experimental games in fifteen small-scale societies, ranging from foraging to sedentary agricultural societies.

The results confirm that there are violations of *Homo oeconomicus*, as individuals seem to care about fairness and reciprocity. In addition, there is dispersion across and within societies (of roughly equal magnitude) in the degree to which the assumption of *Homo oeconomicus* is violated. The dispersion across societies can be explained by the *Homo moralis* preferences if we assume that different societies exhibit different degrees of morality. But the dispersion within societies cannot be explained, because all individuals of a society share the same preferences.

Henrich et al. (2004) also suggest that prosocial behavior is correlated with market integration. *Homo moralis* preferences, however, are correlated with the degree of morality. It is unclear whether market integration is positively or negatively correlated with the degree of morality. One argument suggests they are negatively correlated: market integration may increase the probability of matching with individuals of another type, thus decreasing the degree of morality.

The findings from Henrich et al. (2004) should perhaps be taken with caution, as the relationship between market integration and values in the cross-section may suffer from endogeneity, because institutions and values may coevolve. For example, Alesina and Fuchs-Schündeln (2007) compare the attitudes toward redistribution of East and West Germans after the reunification. They find that communism instilled in people the view that the state was essential for their well-being. This suggests that institutions and political regimes can shape preferences, and therefore the degree of morality may change even if the matching protocol did not.

Falk and Szech (2013) run an experiment in which individuals choose between keeping money or saving a mouse. Decisions are made individually
(involving the simple choice of getting money or saving the mouse) or through a market mechanism involving many buyers and sellers. Sellers are endowed with the mice and buyers with money. The mouse was killed if a trade occurred, the seller kept the sale price, and the buyer the endowment minus the sale price. If no trade occurred, the mouse survived, and earnings for both players were zero. The authors find that the willingness to keep the money (and thus to kill the mouse) is higher when decisions are made through a market with many buyers and sellers compared to when the market only has one buyer and seller. Put differently, Falk and Szech (2013) suggest that market interaction may be negatively correlated with the degree of morality.

**Role of Institutions and Incentives**

Contracts, subsidies, taxes, and other public policy issues are designed to induce self-interested individuals to act in the common interest. David Hume, the Scottish philosopher and economist (and friend of Adam Smith), said it best when arguing that public policy should be designed for “knives” motivated by the private interest.¹ As Bowles (2008) puts it, the invisible hand needs a helping hand.

In this chapter, *Homo moralis* individuals are not knaves. But could institutions designed for knaves end up turning individuals into knaves? In other words, when individuals are not knaves, can incentives backfire? There is certainly a literature suggesting that this is the case. One example is the well-known study of six day-care centers in Haifa by Gneezy and Rustichini (2000). The day-care centers decided to impose a fine on parents who were late picking up their kids at the end of the day. Parents reacted to the fine by doubling the fraction of time they arrived late. More importantly, once the fine was removed, parents continued to be late when picking up the kids. In another example, Giné, Mansuri, and Sreshtra (2018) study the impacts of a monetary incentive given to the staff of a microfinance institution if
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¹ The quote is “in contriving any system of government […] every man ought to be supposed a knave, and to have no other end, in all his actions, than private interest. By this interest we must govern him, and, by means of it, make him, notwithstanding his insatiable avarice and ambition, co-operate to public good.” (David Hume 1777), http://oll.libertyfund.org/titles/hume-essays-moral-political-literary-lf-ed.
they achieved certain “social” goals related to the empowerment and well-being of their clients. For staff who worked in teams, such incentives led to a worsening of social outcomes.

The critical assumption when designing incentive schemes is that although other-regarding motives may be present, they are not affected by the schemes individuals face. This “separability” assumption fails in both examples above, as they underscore the fact that monetary incentives may diminish the intrinsic motivation of individuals to comply with social norms (Bowles 2008; Bowles and Hwang 2008).

The preferences of Homo moralis individuals discussed in this chapter maintain the separability assumption and therefore predict that policies designed for self-interested individuals will not backfire when applied to Homo moralis. But one cannot help but wonder whether the degree of regulation should be different across societies with different degrees of morality. Indeed, although regulation may be essential in a society of Homo oeconomicus, it may not be needed in a society of Homo kantiensis. This observation points to another hypothesis that could be tested in future empirical research.
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Many (though by no means all) of the questions that development economists and policy makers ask themselves are causal in nature: What would be the impact of adding computers in classrooms? What is the price elasticity of demand for preventive health products? Would increasing interest rates lead to an increase in default rates? Decades ago, the statistician Fisher proposed a method to answer such causal questions: randomized controlled trials (RCTs; Fisher 1925). In an RCT, the assignment of different units to different treatment groups is chosen randomly. This ensures that no unobservable characteristic of the units is reflected in the assignment, and hence that any difference between treatment and control units reflects the impact of the treatment. Although the idea is simple, the implementation in the field can be more involved, and it took some time before randomization was considered to be a practical tool for answering questions in social science research in general and in development economics more specifically.

About 20 years ago, the idea of randomized controlled trials was just starting to make its way into development economics. Starting in 1994, Glewwe, Kremer, and Moulin (2009) kick-started the use of randomized evaluations among development economists and practitioners (Kremer...
2003). In 1997, the PROGRESA randomized controlled trial began, marking the first evaluation of a large-scale policy effort in a developing country. With the launch of these randomized evaluations, we, perhaps naively, expressed the hope that RCTs would revolutionize social policy in the twenty-first century, much as they had revolutionized medicine in the twentieth century (Duflo and Kremer 2005; Duflo 2004; Banerjee et al. 2007). With the century less than 20 years old, it seems a little premature to evaluate this claim. Randomized evaluations clearly take a larger place in the policy conversation now than they did at the turn of the century, and they receive substantially more funding from donor organizations and local governments. Policy innovations that have been tested with RCTs have reached millions of people. However, the amount of money involved is still small. Development policy, moreover, is known for its twists and turns; many have predicted that RCTs are just the current fad and, soon enough, will have their comeuppance.

Something that we did not anticipate, however, has undoubtedly happened: Randomized controlled trials have, if not revolutionized, at least profoundly altered, the practice of development economics as an academic discipline. Some scholars applaud this change (we are obviously in that camp), while others rue it (Deaton 2010; Ravallion 2012), but the fact is not really in dispute. In this essay, we start by quantitatively documenting this remarkable evolution. Here we discuss the ways in which the field has been affected by the practice of RCTs and what we see as their main contributions to the practice of development economics.

The popularity of RCTs as a research tool has sometimes been seen as conflicting with their potential (or ambition) for changing the world. The view is that the “academic” desire to come up with the cleverest research design may not line up with the practitioners need to identify scalable innovations (the next cell phone), or change “systems” (health care) or reform institutions (democracy). Using the USAID Development Innovation Ventures (DIV) portfolio as a case study, we identify the policy innovations tested with DIV funding that have eventually led to large-scale reach (more than 100,000 people). The analysis suggests that the proposed opposition between interesting and important is not particularly pertinent. In practice, many of the interventions supported by DIV that have reached this scale started as small research projects driven by academics. These projects also had the greatest
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“bang for the buck” evaluated in terms of lives eventually reached per USAID initial funding dollars.¹ We conclude this essay by discussing what this tells us about the policy process and the role RCTs can have in it.

**Rapid Growth**

Over the past 15 years, the use of experiments has expanded in academia and in international organizations: The DIME group at the World Bank lists more than 200 studies, nearly all of them randomized, and Arianna Legovini, the head of DIME, estimates that if we take the World Bank as a whole, there are at least 475 RCTs going on (Legovini, personal communication). Tables 10.1 and 10.2 and the figures in the chapter summarize some trends in the use of experiments over time.

We start with a review of impact evaluations conducted by Cameron, Mishra, and Brown (2016; figures 10.1 and 10.2). They compiled a repository of 2,259 impact evaluation studies in development economics that were published between 1981 and 2012 by searching all major academic databases in health, economics, public policy, and the social sciences. They

---

¹. This does not necessarily imply they have the highest social return.
supplemented this with an online crowdsourcing effort, which offered a $10
gift certificate per qualifying paper that was not already in the database. They
then classified the papers by sector and by type. Overall, 66 percent (1,491)
of those evaluations are RCTs. Figure 10.1 shows that the number of RCTs has
grown rapidly over time.

Next, we look at the data compiled by Aidgrade (Vivalt 2015). Aidgrade compiles the results of impact evaluations of development interventions. According to Vivalt:

The evaluations included in the AidGrade database were carefully selected from a number of different databases and online sources, the detailed process for which is outlined in Vivalt (2015). AidGrade.org employees first chose 30 topics they felt were important development issues. Those lists were combined and made into one large list of topics. The list was then narrowed down based on whether or not there were likely to be enough evaluations for a meta-analysis. The search universe includes search aggregators, such as Google Scholar and EBSCO, but also includes the J-PAL, IPA, CEGA, and 3ie online databases.

Figure 10.3a shows the number of evaluations per year, and figure 10.3b shows how the evaluations are distributed over time among RCTs in economics, RCTs in other fields (e.g., medical trials), and non-RCTs. Both figures show a clear trend in both the number and the fraction of RCTs among the impact evaluations that are surveyed.
RCTs are particularly popular among younger researchers. Figures 10.4 and 10.5 show the number and the fraction of researchers who carry out RCTs among the fellows and associates of the Bureau for Research and Economic Analysis of Development (BREAD), the association of development economists, by the year in which they obtained their PhDs. The number clearly increases among the recent PhDs, and although this is in part driven
by a larger number of recent fellows and associates, the fraction of them who conduct RCTs increases as well.

The number of RCTs presented at development economics conferences grew rapidly until 2010 and then stabilized (or decreased) after that. At the annual conference of BREAD (the flagship conference in development economics), the fraction of papers featuring RCTs increased from 8 percent in
2005 to 63 percent in 2010, and hovered around 40–50 percent after that (except for the last conference, at Georgetown, where it was 28 percent). At the North East Universities Development Consortium Conference, a larger conference attended by many junior researchers, the fraction of RCTs has been fairly stable, ranging between 16 and 24 percent for the years 2012 to 2015 (the years for which we could get the papers) and showing no particular trend (table 10.1).

RCTs have made a clear entry in top academic journals. Looking at the *American Economic Review (AER)*, the *Quarterly Journal of Economics (QJE)*, *Econometrica*, *Review of Economic Studies*, and the *Journal of Political Economy (JPE)*, the number of RCT studies was 0 in 1990, 0 in 2000, and 10 in 2015 (table 10.2). At the same time, the number of development papers published in these journals almost doubled (from 17 in 1990 to 32 in 2015). Table 10.2 also provides the details by journal. This is not driven by any particular journal (except that *Econometrica* does not seem to contribute much). Note that this does not mean that RCT studies have supplanted other types of work: Nearly all published work on development is still non-RCT (if we look at lower-ranked journals), and even in top journals, the experiments have been in addition to the (limited number of) papers that were published on development.

Beyond the growth in the number of experiments and in the number of researchers who carry them out, what also stands out is the range and the ambition of the projects that are attempted: Few topics seem off limits, and scale does not seem to be a barrier.

Researchers work directly with governments to randomize aspects of their work. Finan, Olken, and Pande (2015) describe several of these ambitious experiments. For example, Dal Bó, Finan, and Rossi (2013) randomize the wages at which new government employees are hired; Khan, Khwaja, and Olken (2016) randomize incentives for tax collectors in Pakistan; and

---

**Table 10.1**

North East Universities Development Consortium conference papers

<table>
<thead>
<tr>
<th>Year</th>
<th>Total number of RCTs</th>
<th>Share of RCTs (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>40</td>
<td>18.20</td>
</tr>
<tr>
<td>2014</td>
<td>36</td>
<td>17.90</td>
</tr>
<tr>
<td>2013</td>
<td>49</td>
<td>24.30</td>
</tr>
<tr>
<td>2012</td>
<td>27</td>
<td>16.00</td>
</tr>
</tbody>
</table>

*Source: Data from neudc.org.*
Table 10.2
Papers in top journals

<table>
<thead>
<tr>
<th>Journal</th>
<th>Year</th>
<th>Total number of papers</th>
<th>Number of development papers</th>
<th>Number of which are RCTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Economic Review</td>
<td>2015</td>
<td>101</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>48</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>57</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Quarterly Journal of Economics</td>
<td>2015</td>
<td>40</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>43</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>52</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Journal of Political Economy</td>
<td>2015</td>
<td>36</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>51</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>65</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Restud</td>
<td>2015</td>
<td>48</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>36</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>40</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Econometrica</td>
<td>2015</td>
<td>46</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>37</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>64</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>2015</td>
<td>271</td>
<td>32</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>215</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>278</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Data from neudc.org.

Ashraf, Bandiera, and Lee (2015) work on how government health workers are recruited for their jobs. In experiments covering several districts and millions of workers, Muralidharan, Niehaus, and Sukhtankar (2016) and Banerjee et al. (2016) evaluate two separate process changes in the payment of wages of India’s major workfare program the Mahatma Gandhi National Rural Employment Guarantee Act (MGNREGS), while Banerjee et al. (2014) randomize reforms in the police department in India, and Duflo et al. (2013a, 2013b) randomize the enforcement of pollution regulation on industrial firms in India.

Researchers work at a scale that is sufficient to capture market equilibrium effects: Muralidharan and Sundararaman (2015) randomize a private school voucher at the school market level, while Muralidharan, Niehaus, and Sukhtankar (2016), in their aforementioned experiment, are able to look at the impact of MGNREGS on wages and productivity.
The range of topics keeps expanding. Development economists study alcohol addiction (Schilbach 2015), electoral fraud in Afghanistan (Callen and Long 2015), Cognitive Behavioral Therapy for ex-combatants (Blattman, Jamison, and Sheridan 2015), and early childhood stimulation and development (Attanasio et al. 2014).

In summary, randomized experiments have become not so much the “gold standard” as just a standard tool in the toolbox. Running an experiment is now sufficiently commonplace that by itself, it does not guarantee that the paper will get into a top journal or even the BREAD conference. However, researchers from all sorts of perspectives have come to consider RCTs as a feasible option for answering the questions they are interested in. This level of comfort is in part due to the growth of several entities that help researchers with their fieldwork, including by codifying and standardizing experimental practices, and training enumerators. The leader for this is Innovation for Poverty Action, with its vast network of country offices and experienced staff workers, but also J-PAL, CEGA, and the World Bank. There is also more funding available, from USAID (DIV in particular), the World Bank (SIEF and DIME), DFID, The Bill and Melinda Gates Foundation, The William and Flora Hewlett Foundation, The International Initiative for Impact Evaluation, in particular and, more recently, the Global Innovation Fund. But part of it also has to do with the appeal of the technique. In the next section, we reflect on the influence that RCTs have had on development economics research and why.

The Influence of RCTs on Development Economics Research

The remarkable growth in the number of RCTs, and more generally in the importance of empirical development economics as a field, are in themselves dramatic changes. The type of development research that is carried out today is significantly different from research conducted even 15 years ago. A reflection of this fact is that many researchers who were openly skeptical of RCTs, or simply belonged to an entirely different tradition in development economics (e.g., Daron Acemoglu, Derek Neal, Martin Ravallion, and Mark Rosenzweig) have become involved in one or more RCTs in a developing country.

Early discussions of the merits (or lack thereof) of randomization put a lot of emphasis on its role in the reliable identification of internally valid causal effects and the external validity of such estimates. We, and
others, have had these discussions in other places (Heckman 1992; Banerjee 2008; Duflo, Glennester, and Kremer 2007; Banerjee and Duflo 2009; Deaton 2010), and we will not reproduce them here. As we began to argue in Banerjee and Duflo (2009), we actually think that these discussions somewhat miss the point about why RCTs are really valuable and why they have become so popular with researchers.

**A Greater Focus on Identification across the Board**

The original motivation of randomized experiments, starting with Neyman ([1923] 1990; as a theoretical device) and Fisher (1925; who was the first to propose physically randomizing units), was a focus on the credible identification of causal effects. As Athey and Imbens (2017, 78) write in their chapter for *The Handbook on Field Experiments*:

> There is a long tradition viewing randomized experiments as the most credible of designs to obtain causal inferences. Freedman (2006) writes succinctly “experiments offer more reliable evidence on causation than observational studies.” On the other hand, some researchers continue to be skeptical about the relative merits of randomized experiments. For example, Deaton (2010) argues that “evidence from randomized controlled trials can have no special priority. … Randomized controlled trials cannot automatically trump other evidence, they do not occupy any special place in some hierarchy of evidence…” Our views align with that of Freedman and others, who view randomized experiments as playing a special role in causal inference. Whenever possible, a randomized experiment is unique in the control that the researcher has over the assignment mechanism, and by virtue of this control, selection bias in comparisons between treated and control units can be eliminated. That does not mean that randomized experiments can answer all causal questions. There are a number of reasons randomized experiments may not be suitable to answer particular questions.

For a long time, observational studies and randomized studies progressed on largely parallel paths: In agricultural science and then biomedical studies, randomized experiments were quickly accepted, and a vocabulary and statistical apparatus to think about them were developed. Despite the adoption of randomized studies in other fields, in the social sciences, most researchers continued to reason exclusively in terms of observational data. The main approach was to estimate associations and then to try to assess the extent to which these associations reflect causality (or to explicitly give up on causality). Starting with Rubin’s (1974) fundamental contribution, researchers started to use the experimental analog to reason about
observational data, which set the stage for thinking about how to analyze observational data through the lens of the “ideal experiment.”

Through the 1980s and 1990s, motivated by this clear thinking about causal effects, labor economics and public finance were transformed by the introduction of new empirical methods for estimating causal effects (matching, instrumental variables, difference-in-differences, and regression discontinuity designs). Development economics also embraced those methods starting in the 1990s, but unlike in labor economics and public finance, some researchers also decided that it may be possible to go directly to the “ideal” experiment or to go back and forth between experimental and nonexperimental studies. As a result, the two literatures developed in close relationship, constantly cross-fertilizing each other.

The nonexperimental literature was completely transformed by the existence of this large RCT movement. When the gold standard is not just a twinkle in someone’s eyes but the clear alternative to a particular empirical strategy and a benchmark for it, researchers feel compelled to think harder about identification strategies, and to be more inventive and rigorous about them. As a result, researchers have become increasingly clever at identifying and using natural experiments, and at the same time, much more cautious in interpreting the results from them. Not surprisingly, the standards of the nonexperimental literature have improved tremendously over the past few decades without necessarily sacrificing their ability to ask broad and important questions. For example, Alesina, Giuliano, and Nunn (2013) use suitability to the plow to study the long-run determinants of the social attitudes toward the role of women; Padró i Miquel, Qian, and Yao (2014) use a difference-in-difference strategy to study village democracy; and Banerjee and Iyer (2005) and Dell (2010) use a spatial discontinuity to look at the long-run impact of extractive institutions. In each of these cases, the questions are approached with the same eye for careful identification as other more standard program evaluation questions.

Meanwhile, the RCT literature was also influenced by work done in the nonexperimental literature. The understanding of the power (and limits) of instrumental variables allowed researchers to move away from the basic experimental paradigm of the completely randomized experiment with perfect follow-up and use more complicated strategies, including encouragement designs. Techniques developed in the nonexperimental literature offered ways to handle situations in the field that are removed from the
ideal setting of experiments (e.g., imperfect randomization, noncompliance, attrition, spillovers, and contamination). Structural methods were combined with experiments to estimate counterfactual policies (Todd and Wolpin 2006; Attanasio, Meghir and Santiago 2012).

More recently, machine learning techniques have also been combined with experiments to model treatment effect heterogeneity (see Athey and Imbens 2017 for a recent review of the econometrics of experiments).

Of course, the broadening offered by these new techniques comes at the cost of making additional assumptions on top of the original experimental assignment, and those assumptions may or may not be valid. Thus the difference in the quality of identification between a very well-identified, nonexperimental study and a randomized evaluation that ends up facing lots of constraints in the field or tries to estimate parameters beyond pure treatment effects is a matter of degree. In this sense, there has been a convergence across the empirical spectrum in terms of the quality of identification, mostly because experiments have pulled the remaining study designs up with them.

Assessing External Validity

In the words of Athey and Imbens (2017, 79): “External validity is concerned with generalizing causal inferences, drawn for a particular population and setting, to others, where these alternative settings could involve different populations, different outcomes, or different contexts.”

The question of the external validity of RCTs is even more hotly debated than that of their internal validity. This is perhaps because, unlike internal validity, there is no clear endpoint to the debate: Heterogeneity in treatment effects across different types of individuals could always occur, or heterogeneity in the effect may result from ever-so-slightly different treatments. As Banerjee, Chassang, and Snowberg (2016, 25) acknowledge: “External policy advice is unavoidably subjective. This does not mean that it needs to be uninformed by experimental evidence, rather, judgment will unavoidably color it.”

It is worth noting that very little here is specific to RCTs (Banerjee 2008). The same problem afflicts all empirical analysis with the one exception of what Heckman (1992) calls the “randomization bias.” “Randomization bias” refers to the fact that experiments require the consent of both the subjects and the organization that is carrying out the program, and these
people may be quite different. Glennerster (2017), in her chapter in the *Handbook of Field Experiments*, provides the list of the characteristics of the ideal partner, and they are clearly not representative of the typical nongovernmental organization (NGO). But it is worth pointing out that any naturally occurring policy that gets evaluated (i.e., not an RCT) is also selected: The evaluation requires that the policy did take place, and that was presumably because someone thought it was a good idea to try it out.

In general, any study takes place at a particular time and place, and that affects results. This does not imply that subjective recommendations by experts, based both on their priors and the results of their experiments, should not be of some use to policy makers. Most policy makers know how to combine the data that is presented to them with their own prior knowledge of their settings. From our experience, we have often observed that when presented with evidence from an RCT on a program of interest, the immediate reaction of a policy maker is to ask whether an RCT could be done in their own context.

There is one clear advantage that RCTs do offer for external validity, although it is not often discussed and has not been systematically exploited as yet. To assess any external validity issues, it is helpful to have well-identified causal studies in multiple settings. These settings should vary in terms of the distribution of characteristics of the units—and possibly in terms of the specific nature of the treatments or the treatment rate—in order to assess the credibility of generalizing to other settings. With RCTs, because we can, in principle, control where and over what sample experiments take place (and not just how to allocate the treatment in a sample), we can get a handle on how treatment effects might vary by context. By itself, this is not sufficient to say anything much, if we account for the infinite unstructured variation in the world. But there are several ways to make progress.

A first approach is to combine existing evaluations and make assumptions about the possible distribution of treatment effects. Rubin (1981) proposes modeling treatment effect heterogeneity as stemming from a normal distribution: At each site, the causal effect of the treatment is a site-specific effect drawn from a normal distribution. The goal is to estimate the mean and variance of the treatment effect, and the implied specific site effect, taking into account the fact that we have other effects, too. An interesting case study is the effect of microfinance programs. Meager (2016) analyzes
data from seven randomized experiments, including six published in a special issue of the *American Economic Journal: Applied Economics* in 2015. She finds remarkable consistency in the mean effects across these studies, but much more heterogeneity in their variance. Of course, to carry out this exercise properly, we need access to an unselected sample of studies, and because there is publication bias in economics, the sample of published studies may not be representative of all studies that exist. This is where another advantage of RCT kicks in: Because they have a defined beginning and end, they can in principle be registered. To this end, the American Economic Association recently created a registry of randomized trials (www.socialscienceregistry.org), which, as of June 1, listed 699 studies. The hope is that all projects will be registered, preferably before they are launched, and that results will be clearly linked to the study, so that in the future, meta-analysts can work from the full universe of studies.

A second approach is to conceive projects as multisite projects from the start. One recent example of such an enterprise is the “graduation” approach—an integrated, multifaceted program with livelihood promotion at its core that aims to “graduate” individuals out of extreme poverty and onto a long-term, sustainable higher consumption path. BRAC, the world’s largest nongovernmental organization, has scaled up this program in Bangladesh (Bandiera et al. 2013), and NGOs around the world have engaged in similar livelihood-based efforts. Six randomized trials were undertaken over the same period around the world (in Ethiopia, Ghana, Honduras, India, Pakistan, and Peru). The teams regularly communicated with one another and with BRAC to ensure that their local adaptations remained true to the original program. The results suggest that the integrated multifaceted program was “sufficient” to increase long-term income, where “long-term” is defined as 3 years after the productive asset transfer (Banerjee et al. 2015a). Using an index approach to account for multiple hypotheses testing, positive impacts were found for consumption, income and revenue, asset wealth, food security, financial inclusion, physical health, mental health, labor supply, political involvement, and women’s decision-making after 2 years. After a third year, the results remained the same in eight of ten outcome categories. There is country-by-country variation (e.g., the program was ineffective in Honduras), and the team is currently working on a meta-analysis to quantify the level of heterogeneity.
One issue is that there is little that the researcher can do ex post to reliably identify the source of differences in findings across countries. A third possible approach would be to take guidance from the first few sites to make a prediction on what the next sites would find. To discipline this process, researchers would be encouraged to use the results from existing trials to make some explicit predictions about what they expect to observe in other samples (or with slightly different treatments). These can serve as a guide for subsequent trials. This idea is discussed in Banerjee, Chassang, and Snowberg (2016), who call it “structured speculation.” They propose the following broad guidelines for structured speculation:

1. Experimenters should systematically speculate about the external validity of their findings.
2. Such speculation should be clearly and cleanly separated from the rest of the paper, maybe in a section called “speculation.”
3. Speculation should be precise and falsifiable.

Structured speculation has three advantages, according to Banerjee, Chassang, and Snowberg (2016, 27). First, it ensures that the researcher’s specific knowledge is captured. Second, it creates a clear sense of where else experiments should be run. Third, it creates incentives to design research that has greater externality. They write:

To address scalability, experimenters may structure local pilot studies for easy comparison with their main experiments. To identify the right sub-populations for generalizing to other environments, experimenters can identify ahead of time the characteristics of groups that can be generalized, and stratify on those. To extend the results to populations with a different distribution of unobserved characteristics, experimenters may elicit the former using the selective trial techniques discussed in Chassang, Padró-i-Miquel, and Snowberg (2012), and run the experiments separately for each of the groups so identified.

As this approach was just proposed recently, there are few examples as yet. A notable example is Dupas (2014). Dupas (2014) studies the effect of short-term subsidies on long-run adoption of new health products and reports that short-term subsidies had a significant impact on the adoption of a more effective and comfortable class of bed nets. The paper then provides a clear discussion of external validity. It first spells out a simple and transparent argument relating the effectiveness of short-run subsidies to: (1) the speed at which various forms of uncertainty are resolved and
the timing of user’s costs and benefits. If the uncertainty over benefits is
resolved quickly, short-run subsidies can have a long-term effect. If uncer-
tainty over benefits is resolved slowly, and adoption costs are incurred early
on, short-run subsidies are unlikely to have a long-term effect.

Dupas (2014) then answers the question: For what types of health prod-
ucts and contexts would we expect the same results? The paper does so by
classifying potential technologies into three categories based on how short-
run (or one-time) subsidies would change adoption patterns. Clearly, there
could be such discussions at the ends of all papers, not just ones featuring
RCTs. But because RCTs can be purposefully designed and placed, there is a
higher chance of follow-up in this case.

Observing the Unobservable

If the main benefit of randomization is not the identification of causal effect,
what is it? And what explains its remarkable success among researchers?

We agree with Athey and Imbens (2017, 78) that “a randomized experi-
ment is unique in the control that the researcher has over the assignment
mechanism,” and we would take the argument one step further: Random-
ization is also unique in the control that the researcher (often) has over
the treatment itself. In observational studies, however beautifully designed,
the researcher is limited to evaluating what has been implemented in the
world. In a randomized experiment, she can manipulate the treatment in
ways that we do not observe in reality. This has a number of advantages.
First, she can innovate (i.e., design new policies or interventions that she
thinks will be effective based on prior knowledge or theory) and test these
innovations, even if no policy maker is thinking about putting them in
practice yet. Development economists have many ideas, often inspired by
what they have read or researched, and many of the randomized experi-
ment projects come out of those ideas: They test in the field an interven-
tion that simply did not exist before (for example, a kilogram of lentil for
parents who vaccinate their kids; stickers to encourage riders to speak up
against a bad driver; free chlorine dispensers).

Second, the researcher can introduce variations that will help her estab-
lish facts that could not otherwise be established. The well-known Negative
Income Tax (NIT) experiment was designed with precisely that idea in mind:
In general, a raise in wages creates both income and substitution effects that
cannot easily be separated (Heckman 1992), but randomized manipulation
of the slope and the intercept of a wage schedule makes it possible to estimate both together. Interestingly, after the initial NIT and the Rand Health Insurance experiment, the tradition of social experiments in the United States, as Judy Gueron (2017) describes in her chapter in the Handbook of Field Experiments, has mainly been to obtain causal effects of social policies that were often fairly comprehensive packages. In contrast, development economists have worked both on evaluations of real policies (e.g., the PROGRESA evaluation, or, more recently, the evaluation of the graduation program) but also on what Congdon et al. (2017, 394) describe as “mechanism experiments”:

Broadly, a mechanism experiment is an experiment that tests a mechanism—that is, it tests not the effects of variation in policy parameters themselves, directly, but the effects of variation in an intermediate link in the causal chain that connects (or is hypothesized to connect) a policy to an outcome. That is, where there is a specified policy that has candidate mechanisms that affect an outcome of policy concern, the mechanism experiment tests one or more of those mechanisms. There can be one or more mechanisms that link the policy to the outcome, which could operate in parallel (for example when there are multiple potential mediating channels through which a policy could change outcomes) or sequentially (if for example some mechanisms affect take-up or implementation fidelity). The central idea is that the mechanism experiment is intended to be informative about some policy but does not involve a test of that policy directly.

In other words, mechanism experiments do not confine themselves to testing feasible (or desirable) policies. For example, cars with broken windows could be put in the street to test the broken window theory. Once we realize that we are not limited to a set of realistic policy options (though we are constrained by what is ethically acceptable), this opens up a wide range of possibilities.

Banerjee and Duflo (2009) discuss some examples of mechanism experiments. One prominent example in development is a project conducted by Karlan and Zinman (2008) in collaboration with a South African lender that makes small loans to high-risk borrowers at high interest rates. The experiment was designed to test the relative weights of ex post repayment burden (including moral hazard) and ex ante adverse selection in loan default. Potential borrowers with the same observable risk are randomly offered a high or a low interest rate in an initial letter. Individuals then decide whether to borrow at the solicitation’s offer rate. Of those who apply at the higher rate, half are randomly offered a new, lower contract interest rate when they are actually given the loan, whereas the remaining half continue
at the offer rate. Individuals did not know ex ante that the contract rate could differ from the offer rate. The researchers then compared repayment performance of the loans in all three groups. The comparison of those who responded to the high-offer interest rate with those who responded to the low-offer interest rate in the population that received the same low contract rate allows the identification of the adverse selection effect; comparing those who faced the same offer rate but differing contract rates identifies the repayment burden effect. The basic idea of varying prices ex post and ex ante to identify different parameters has since been replicated in several different studies (e.g., Ashraf, Berry, and Shapiro 2010; Cohen and Dupas 2010). The experimental variation was key here, and not only to avoid bias: In the world, we are unlikely to observe a large number of people who face different offer prices but receive the same actual price.

Experiments can also be devised to understand how institutions function. An example is Bertrand et al. (2007), who set up an experiment to understand the structure of corruption in the process of obtaining a driving license in Delhi. They recruited people who were aiming to get a driving license and set up three groups, one that receives a bonus for obtaining a driving license quickly, one that gets free driving lessons, and a control group. They found that those in the “bonus” group got their licenses faster, but those who received the free driving lessons did not. They also found that those in the bonus group were more likely to pay an agent to get the license (who, they conjecture, bribed someone). They also found that the applicants who hired an agent were less likely to have taken a driving test before getting a license. Although they did not appear to find that those in the bonus group who get licenses are systematically less likely to know how to drive than those in the control group (which would be the litmus test that corruption does result in an inefficient allocation of driving licenses), this experiment provides suggestive evidence that corruption in this case does more than “grease the wheels” of the system.

Such designs do not always directly lead to actionable policy, but they have allowed us to describe or understand how the world works. For example, in the seminal Bertrand and Mullainathan (2004) study, researchers sent resumes to prospective employers. The resumes are paired, such that there are identical resumes, except for the name of the job applicants, who can either be white sounding or African American sounding. They find that “applicants” with black sounding names are half as likely to be called back
as those with white sounding names. Furthermore, being highly educated does not help, which suggests that something other than statistical discrimination is at play. This design has been replicated hundreds of times in different settings, providing extensive evidence of discrimination against different people and in different markets. This large body of evidence does not necessarily point to a specific solution to this problem, or even help determine the root of this behavior, but, unlike the previous literature, it provides clear evidence that the phenomenon exists.

Data Collection
Experiments have also spurred creativity in measurement. In principle, there is no automatic link between careful and innovative collection of microeconomic data and the experimental method. And, indeed, it is a long tradition in development economics to collect data that is specifically designed to test theories: Both the breadth and the quantity of microeconomic data collected in development economics has exploded in recent decades, and not only in the context of experiments (see Udry 1995 for a prominent early example).

However, one specific feature of experiments that serves to encourage the development of new measurement methods is high take-up rates and a specific measurement problem. In many experimental studies, a large fraction of those who are intended to be affected by the program are actually affected. Thus, the number of units on which data needs to be collected to assess the impact of the program does not have to be very large, and the data are typically collected especially for the purpose of the experiment. Elaborate and expensive measurement of outcomes is therefore easier to obtain than in the context of a large multipurpose household or firm survey. By contrast, observational studies must often rely on variation for identification (e.g., policy changes, market-induced variation, natural variation, and supply shocks) that cover large populations, requiring the use of a large data set often not collected for a specific purpose. This makes it more difficult to fine tune the measurement to the specific question at hand. Moreover, even if it is possible ex post to do a sophisticated data collection exercise specifically targeted to the question, it is generally impossible to do it for the preprogram situation. This precludes the use of a difference-in-differences strategy for these types of outcomes, which again limits the incentives to collect them ex post.
Some of the most exciting recent developments in empirical development economics have to do with measurement. Researchers have turned to other subfields of economics, as well as entirely different fields, to borrow tools for measuring outcomes. Examples include soil testing and remote sensing in agriculture (see de Janvry, Sadoulet, and Suri 2017 for a review of agriculture); techniques developed by social psychologists for difficult-to-measure outcomes, such as audit and correspondence studies, implicit association tests, Goldberg experiments, and List experiments (see Bertrand and Duflo 2016 for a review of their use to measure discrimination); tools developed by cognitive psychologists for child development (Attanasio et al. 2014); tools inspired by economic theory, such as Becker-DeGroot-Marshak games to infer willingness to pay (see a discussion in Dupas and Miguel 2017)); biomarkers in health, beyond the traditional height, weight, and hemoglobin (cortisol to measure stress, for example); and wearable devices to measure mobility or effort (Kreindler 2018; Rao, Schilbach, and Schofield n.d.).

Specific methods and devices that exactly suit the purpose at hand have also been developed for experiments. Olken (2007) is one example of the kind of data that can be collected in an experimental setting. The objective was to determine whether audits or community monitoring were effective ways to curb corruption in decentralized construction projects. Getting a reliable measure of actual levels of corruption was thus necessary. Olken focused on roads and had engineers dig holes in the road to measure the material used. He then compared that with the level of material reported to be used. The difference is a measure of how much of the material was stolen or never purchased but invoiced, and thus is an objective measure of corruption. Olken then demonstrated that this measure of “missing inputs” is affected by the threat of audits, but not, except in some circumstances, by encouraging greater attendance at community meetings. Rigol, Hussen, and Regianni (n.d.) provide another example of clever data collection methods. For their experiment, they designed soap dispensers that could track when the pump was being pushed in order to accurately measure whether and when people wash their hands and hired a Chinese company to manufacture the dispensers. Similar “audit” methodologies are used to measure the impact of interventions in health, such as patients posing with specific diseases to measure the impact of training (Banerjee et al. 2016) or
ineligible people attempting to buy free bed nets (Dizon-Ross et al. 2017). Even a partial list of such examples would be very long.

In parallel, greater use is being made of administrative data, which are often combined with large-scale experiments. For example, Banerjee et al. (2016) make use of both publicly available administrative data on a workfare program in India and restricted expenditure data made available to them as part of the experiment; Khan, Khwaja, and Olken (2016) use administrative tax data; and Attanasio et al. (2017) use unemployment insurance data to measure the long-term effect of job training in Colombia.

The bottom line is that great progress has been made in our understanding of how to creatively and accurately collect or use existing data that go beyond the traditional survey, and these insights have led both to better projects and to innovations in data collection that have been adopted in nonrandomized work as well.

**Iterate and Build on Previous Research in the Same Settings**

The next methodological advantage of RCTs also relates to the control that researchers have over the assignment and, often enough, over the treatments themselves. Well-identified policy evaluations often leave us with many questions about why things turned out the way they did. For example, some papers using regression discontinuity designs find that the impact of “elite” schools on the marginal child who is admitted tends to be very low. These results seem to hold both in rich and in poor countries (Clark 2009; Abdulkadiroglu, Angrist, and Pathak 2014; Dobbie and Fryer 2014; Lucas and Mbiti 2014; Dustan, de Janvry, and Sadoulet 2015). But these results leave some questions pending: Does this mean that the impact is zero for all students or just the marginal student? Is it because peers don’t matter and curriculum doesn’t matter, or because they both matter but cancel out?

Although some progress can be made (e.g., Abdulkadiroglu, Angrist, and Pathak (2014) exploit the fact that students take two different tests to get a handle on the impact of the program for different types of students), one is necessarily limited by the type of policy variation that is actually available. The result from a single RCT often likewise raises more questions than it can actually answer. For example, when Duflo, Kremer, and Robinson (2008) found that the return to fertilizer appears to be very large, even
when used by the farmers themselves on their own fields (and not just on experimental plots), one possible policy response might have been to follow Jeff Sachs’s idea of distributing fertilizer for free. But this was not their next step. Instead, they started wondering why farmers are not using more fertilizer. This set them down a path that led them to set up experiments in the same setting: Some focused on learning and social networks, and some on the difficulty to save even over short periods of time. This latter inquiry led them down the path of designing and implementing a specific product, for which the household was offered the option of buying fertilizer in advance (Duflo, Kremer, and Robinson 2008). The social network interventions found surprisingly little diffusion of agricultural innovation to immediate friends, and this observation set the experimenters down another path: How could it be the case, given all we know about how much people talk about agriculture? To unpack this further, they introduced a simple device designed to address a problem that they noticed in their first set of experiments: Households tend to overuse fertilizer (conditional on using it), relative to what appears to be the profit-maximizing application rate. They then set up experiments to study in what conditions this device does spread, and what this tells us about how farmers decide whether to talk to and trust one another (Duflo et al. 2017).

Analyzing these results will no doubt spur new questions and experiments. All empirical science is of course iterative, with studies building on each other. But the ability to work in the same setting, with the same outcome and measurement, is extremely precious and is not available outside a controlled setting.

Unpacking the Interventions
Finally, RCTs, allow the possibility to “unpack” a program to its constituent elements. Here again, the work may be iterative. For example, all the initial evaluations of the BRAC ultra poor program were done using their “full package,” as were a large number of evaluations of the Mexican conditional cash transfer (CCT) program PROGRESA. But both for research and for policy, once we know that the full program works, it is clearly of interest to know why it works. In recent years, some papers have looked “inside” CCT, relaxing the conditionality, for example. Some work has been conducted on the role and the type of conditionality (see Baird, McIntosh, and
Özler 2011; Bursztyn and Coffman 2012; and Benhassine et al. 2015 for examples), followed by many papers experimentally varying other features (we return to the impact of this work below).

Similarly, the early results of the evaluation of the ultra poor program have set the stage both for a more theoretically grounded understanding of exactly which market failures led to a poverty trap, as well as for a more practically grounded understanding of whether all the interventions were truly necessary or if certain components could be removed. In the event that some components are unnecessary, costs could be lowered considerably, allowing the program to reach more people using the same budget. Hanna and Karlan (2017, 539–540) discuss how one could go from the initial “full package” evaluation to this greater understanding:

The ideal method, if unconstrained by budget and organizational constraints, is a complex experimental design that randomizes all permutations of each component.

The productive asset transfer, if the only issue were a credit market failure, may have been sufficient to generate these results, and if no other component enabled an individual to accumulate sufficient capital to acquire the asset, the transfer alone may have been a necessary component. The savings component on the other hand may have been a substitute for the productive asset transfer, by lowering transaction costs to save and serving as a behavioral intervention which facilitated staying on task to accumulate savings. Clearly it is not realistic in one setting to test the necessity or sufficiency of each component, and interaction across components: Even if treated simplistically with each component either present or not, this would imply $2 \times 2 \times 2 \times 2 = 16$ experimental groups.

Several studies have tackled pieces of the puzzle, and more are underway (see the review in Hanna and Karlan 2017). The way forward is clearly going to be the development of a mosaic, rather than any one definitive study that both tests each component and also includes sufficient contextual and market variations that it can help set policy for myriad countries and populations. More work is needed to tease apart the different components: asset transfer (addresses capital market failures), savings account (lowers savings transaction fee), information (addresses information failures), life-coaching (addresses behavioral constraints, and perhaps changes expectations and beliefs about possible return on investment), health services and information (addresses health market failures), consumption support (addresses nutrition-based poverty traps), among other possibilities. Furthermore, for several of these questions, there are key,
open issues about how to address them; for example, life-coaching can take on an infinite number of manifestations. Some organizations conduct life-coaching through religion, others through interactive problem solving, and others through psychotherapy approaches (Bolton et al. 2003, 2007; Patel et al. 2010). Much remains to be learned not just about the promise of such life-coaching components but also about how to make them work (if they work at all).

In some settings, particularly when working on a large scale with a government, it is actually possible to experiment from the beginning with various versions of a program. This serves two purposes: It gives us a handle on the theory behind the program; and it has operational value for the government, which can pick the most cost-effective combination. Banerjee et al. (2015b) is an example of this approach. The government of Indonesia was interested in reducing corruption in their rice distribution program (Raskin), which is infamous for reaching few of its intended beneficiaries and for not always being sold at the right price. They thought that delivering a card to the beneficiaries with the eligibility information might ameliorate this problem and lead to greater benefits. Working with the Government of Indonesia, the authors designed a set of field experiments to provide information directly to eligible households. In 378 villages (randomly selected from among 572 villages spread over three provinces), the central government mailed “Raskin identification cards” to eligible households to inform them of their eligibility and the quantity of rice that they were entitled to. To unbundle the mechanisms through which different forms of information may affect program outcomes, the government also experimentally varied how the card program was run along three key dimensions—whether an additional rule (the copay price) was also listed on the card, whether information about the beneficiaries was also made very public, and whether cards were sent to all eligible households or only to a subset of them. The researchers then collected data on eligible and ineligible rice purchases and prices paid for all villages. On net, they found that the card did lead to large increases in the amount of subsidies received by the households. Further, they found that the information on the card mattered: the price paid was lower when the price was indicated on the card. They also found that the card was more effective when the information was made public. Finally, public information was not sufficient on its own: The physical card also mattered.
Knowing all of this is important for understanding the mechanisms at play. It was also immediately actionable for the government, which proceeded to scale up the program and to provide cards with price information to all eligible households accompanied by posters. Cards were distributed to more than 65 million individuals. This is one occasion where the researchers’ and the government’s interests were exactly aligned. Is it more generally true?

**Have RCTs Become Too Academic to Lead to Any Real World Changes?**

RCTs have changed development economics, but have they also had significant influence in the world? If RCTs are pushing forward the frontiers of academic research by seeking to understand mechanisms and testing ideas generated by academics themselves, does this make them too academic and less useful for policy?

In this section, we argue that RCTs can contribute to policy not only by providing evidence on specific programs that can be scaled but also by changing the general climate of thinking about an issue. We then examine a case study of a funder, Development Innovations Ventures at USAID. Some of the innovations that it has funded were driven by social entrepreneurs without researcher involvement and some were tested using RCTs or had close involvement with development economics researchers. A review of this portfolio suggests that several programs involving development economics researchers and RCTs had substantial real-world influence.

**Are RCTs That Are More “Academic” Less Useful for Policy?**

Many studies seek not just to test a particular program but also to contribute to a body of literature that seeks to test different theories of human behavior. If citizens vote for candidates based on their ethnicity or caste, is that because of very strong preferences, clientelistic networks, or a combination of weak preferences and no alternative information on candidate quality? Do people only value what they pay for? How important are liquidity constraints, as opposed to lack of information or low human capital, in explaining poor child health and low business profitability in low-income families?

The studies that seek to answer these questions do not always test standard development programs, although some may become development
ideas. De Mel, McKenzie, and Woodruff (2012) gave cash to businesses in Sri Lanka without conditions, repayment requirements, or mentoring, something unheard of in finance programs at the time (of course, eventually, the idea of unconditional cash transfers caught on as a realistic policy option, as indicated by the success of GiveDirectly). As we have discussed above, a series of studies that focused on pricing of health goods first asked households whether they were willing to purchase a good at one price and then gave them the good at a lower price or for free, not something a regular program would do. Researchers pushed to test unconditional cash transfers (Baird, McIntosh, and Özl er 2011; Haushofer and Shapiro 2013; Benhassine et al. 2015; Blattman, Fiala, and Martinez 2014), even though at the time, the political consensus favored conditional transfers.

The reason this is potentially important for policy, and not just for academic curiosity, is that even where certain program specifics do not generalize, underlying patterns in human behavior may. The finding that small incentives are effective in encouraging people to take actions that have short-run costs but long-run benefits is more likely to generalize than the finding that lentils are a successful incentive for vaccination in Rajasthan (Banerjee et al. 2010). Kremer and Glennerster (2011) review more than seventy health economics RCTs and find strong similarities in consumer behavior across countries and products, including sharp reductions in take-up of nonacute care health products with small increases in price, big increases in take-up of nonacute products with small incentives (negative prices), and no evidence that paying for something makes people more likely to use it (Kremer and Miguel 2007; Ashraf, Berry, and Shapiro 2010; Cohen and Dupas 2010; Dupas 2014a).

This body of work on prices was taken up by advocates of free distribution of insecticide treated bednets (ITNs). For many years, there had been a fierce debate on the merits of free distribution, with free distribution advocates arguing that even small prices deter the poor, while others argued that small copayments were important to ensure ITNs were utilized. Armed with the evidence from RCTs, advocates of mass free distribution have successfully pushed this approach, resulting in a dramatic rise in ITN coverage across Africa from roughly 2009 to 2015. The World Health Organization reports that forty-three of forty-seven countries in sub-Saharan Africa with ITN distribution programs provide them for free (World Malaria Report, World Health Organization 2015). A recent article in Nature (Bhatt
et al. 2015) examines the sharp decline in malaria infections in sub-Saharan Africa and estimates that between 2000 and 2015, malaria interventions prevented 663 million malaria cases, most of which is attributable to the sharp rise in ITN coverage: 450 million cases of malaria and roughly 4 million deaths were prevented by ITNs from 2000 to 2015.

Beyond the specific example of malaria, the policy community is coming to a more general realization that higher prices for preventive health products can sharply decrease take-up and that price elasticity of demand can be very high (Kremer and Holla 2009; Kremer and Glennerster 2011; Dupas 2014b). These results are changing the entire approach to pricing of these products.

Another area where a body of evidence from RCTs has produced both specific policy changes and given rise to more general lessons that have profoundly changed the policy debate is on attitudes toward cash transfer programs. Arguably the biggest innovation in antipoverty and social protection policies in developing countries over the past 20 years is the growth of conditional cash transfer programs (CCTs). Beginning in Mexico, these programs have now spread to more than thirty countries, and they have arguably played an important role in the decline in poverty in Latin America (Attanasio et al. 2005; Barrera-Osorio et al. 2011; Alzúa, Cruces, and Ripani 2013; Galiani and McEwan 2013). Although many factors were at play in the spread of CCTs, we and many others think that the PROGRESA experiment (Gertler 2004; Schultz 2004) and the many subsequent experiments in other contexts\(^2\) played a significant role. These programs influenced Mexico’s decision to continue and expand CCTs after the inauguration of a new administration, the active promotion of CCTs by the Inter-American Development Bank and the World Bank, and the adoption of CCTs by many countries.

More recently, additional examination of how CCTs work is further changing the policy debate. CCTs have been shown by RCTs to not only increase the behavior on which the cash is conditional but to also improve outcomes, such as height, weight, and cognitive development (Barham, Macours, and Maluccio 2013) and reduce HIV infection (Baird,

\(^2\) See Glewwe and Olinto (2004), Maluccio and Flores (2005), Galiani and McEwan (2013), World Bank (2013), Benhassine et al. (2015), among others, as well as the review in Fiszbein and Schady (2009).
McIntosh, and Özler 2011). No evidence indicates that poor households spend increased cash on alcohol or other temptation goods (Haushofer and Shapiro 2013; Masterson and Lehmann 2014; Evans and Popova 2014). Indeed, the evidence suggests that the income elasticity of demand for food out of cash transfers is surprisingly high (see a review in Banerjee 2016), and food transfers do not improve nutrition more than cash transfers (Cunha 2014).

This evidence is causing a movement from a situation in which policy makers would almost never consider cash transfers to one in which cash transfers, conditional or not, are becoming an accepted tool in development policy. For example, as the world struggles to cope with refugees from war, groups such as the International Rescue Committee have drawn on RCTs of cash distributions in stable environments and with refugees (Masterson and Lehmann 2014) to strongly push for cash rather than in-kind support for refugees. In an IRC press release, David Miliband, IRC president and CEO, said:

> The spate of man-made and natural disasters enveloping innocent civilians raises profound questions not just for international politics, but for NGOs and the humanitarian sector, as well. If we keep doing “business as usual,” the gap between need and provision will continue to grow. Cash distribution—alongside clear humanitarian “floor” targets in the revised Millennium Development Goals, more sustainable local partnerships and better use of evidence overall—could be part of a vital renewal of the humanitarian sector.

Early in the introduction of RCTs, Lant Pritchett (2002) argued that RCTs would never become particularly popular with policy makers, because they have reason to prefer ignorance over rigorous knowledge to continue favoring their preferred program: “It pays to be ignorant.” Although in some cases policy makers may have incentives to preserve ignorance, in others they are aware of the holes in their knowledge and would like to learn more. They may have a strong attachment to a favorite program, either due to inertia or a political imperative. But the experience of running the program often persuades them that they could do it better, and they are surprisingly open to ideas about how to improve their programs. The Raskin and MGN-REGS programs mentioned above, where several teams of researchers have worked with the government, are good examples: although it was clear that the programs would continue, finding ways to make them work better was of interest.
The Influence of Randomized Controlled Trials

How to Assess the Policy Success (or Not) of the RCT Agenda

It is somewhat difficult to assess the causal effect of RCTs on policy adoption. Interventions subject to RCTs are not themselves randomized, and many factors influence whether and when a particular intervention is adopted. When a program is taken up after an RCT showed it has worked, it is not always because of the RCT, and it is never just because of the RCT. Nevertheless, some have argued that the influence of RCTs on policy is actually quite low, compared to the volume of RCTs. For example, Shah et al. (2015) point out that despite the 489 completed evaluations by J-PAL affiliated researchers, there were only nine scale-up or policy influence stories on J-PAL’s website at the time. But this number per se is not particularly informative: for example, it is not a census of the studies that have some impact. Not all RCTs conducted by J-PAL affiliated researchers are systematically followed up. These stories are chosen precisely because of the size of their impact and because they can be documented clearly. The absolute number of lives reached by them is quite significant—the J-PAL website tells us that more than 400 million people were reached by these programs. But the main concerns with any statistic like this are conceptual:

1. The J-PAL website does not carry statistics on studies conducted by researchers outside the J-PAL network for the very good reason that, based on our experience collecting information from DIV and J-PAL, it is far from straightforward to collect information on the extent to which RCTs have influenced policy. For example, the number does not include the hundreds of millions of people who have been reached by CCTs.

2. Many RCTs are fairly recent. Taking these to the policy level requires a lot of care, especially given the external validity issues. (Would it work in government? Would it work in a different place?) The process is therefore often slow, again for good reasons. Therefore, we should not expect a lot of these to be scaled as yet.

3. Many of the most valuable RCTs are those that test popular and highly touted policies that already exist in the world on a large-scale and show that they are in fact much less effective than previously claimed or believed. Microfinance and improved cook-stoves are two obvious examples. In such cases, success would be to slow down the spread of such policies. In such cases, one would not expect something to appear on the J-PAL scale-up page, but these are two cases where the work has probably been quite influential.
4. In some cases, the primary purpose of an RCT is not to directly affect policy, but instead to investigate an underlying theoretical mechanism, which may, in turn, indirectly influence policy. However, such cases would not appear on a list of scale-ups, even though the knowledge they have provided has impacted, albeit indirectly, a large number of people. For example, the orthodoxy in development economics had long been that the poor are “poor but rational.” The accumulating evidence from RCTs has undoubtedly hastened the diffusion of the idea into development economics and development policy that poor people are not always rational. This idea is reflected for example, in both the content and the number of RCTs in the *World Development Report 2016* (World Bank 2016) on psychology and poverty. In turn, publications like this and the associated discussions influence the design of policies.

5. It is not clear what the right benchmark for success should be. We suspect that if one looked at other areas of economics, one would find that research projects influenced policy at a much lower rate than RCTs have in development policy in recent years. Moreover, one would not want to say that rapid policy influence is the sole or even the major metric by which the worth of economic research should be assessed—think of the idea of congestion pricing for road use (Vickrey 1969), which is only beginning to find real world applications.

6. Perhaps most importantly, it is worth realizing that the payoff to RCTs is likely to be the average of a highly skewed distribution. Looking at the fraction of RCTs that scale, rather than the average payoff, is therefore as misleading as looking at the fraction of any research and development effort that succeeds in terms of, say, generating a successful marketed product, because the payoff to research and development in general is typically very highly skewed. As is well known, citations across scientific disciplines appear to follow a power law distribution, with a small fraction of papers accounting for the majority of citations. This peak is followed by a steep decay, as a large portion of research papers are never cited (Radicchi, Fortunato, and Castellano 2008). As we mentioned, the

3. For instance, in the social sciences in general, papers receive on average 0.5 citations in the first 2 years after publication, including self-citations (Klamer and Dalen 2002), whereas in mathematics, medicine, and education, the number is estimated to be less than 1 (Mansilla et al. 2007). The skewed distribution implies that the median
nine policy innovations that were listed on the J-PAL website in 2015 reached more than 200 million people, and this did not include the more than 100 million people who have been reached through India’s most recent round of deworming, the millions of people who have received free bed nets (since J-PAL lists it as policy influence but does not provide a count), and the 60 million people whose water and air is less polluted because of the statewide adoption of better regulation of industrial pollution in Gujarat (again, not counted).

7. For this reason, pointing out that many R&D efforts yield low payoffs does not suggest that these are bad investments ex ante. The correct analytical question to ask is whether the expected average or marginal payoff to R&D effort in RCTs is positive or greater than that in other areas of research if one takes overall research budgets as fixed. Of course, measuring the payoff to research is inherently a difficult exercise for all sorts of conceptual reasons. There is also the added statistical difficulty that a large amount of data is needed to accurately measure the mean of a fat-tailed distribution.

**What Have We Learned from the DIV Experience?**

Keeping all of this in mind, we now turn to one particular example, the experience of the investments made by USAID’s DIV between 2010 and 2012.

DIV holds a year-round grant competition for innovative solutions to a range of development challenges, pilots and tests them using analytical methods, and scales solutions that demonstrate widespread impact and cost-effectiveness. DIV supports novel business or organizational models; operational, behavioral or production processes; and products or services that can help address development challenges. DIV’s tiered-funding model provides small grants to pilot innovations in development; medium-sized grants to rigorously test for impact and cost-effectiveness (often using RCTs) or ability to pass a market test; and larger-scale grants to help transition innovations to scale that have passed a market test or that have rigorous evidence of impact and cost effectiveness.

---

paper is never cited. Similarly, most new patents have extremely low value with a small fraction of patents accounting for much of the overall value of patents.
When DIV was established, two targets were set for the program: (1) a 15 percent social rate of return on investment, and (2) a reach of at least 75 million people worldwide, through direct investment and through broader influence on the rest of USAID. Preliminary work by DIV staff suggests that the 2010–2012 portfolio easily met the first goal, even under the conservative assumptions that all innovations supported by DIV yielded no further benefits, and even looking at only a subset of innovations that yielded financial benefits or health benefits that could be valued in terms of DALYs. Although social return is a more conceptually comprehensive measure for evaluating DIV, it is difficult to measure. By considering social returns we do not seek to evaluate DIV, but rather to look at the narrower question of whether RCTs can have real world influence. We therefore focus on examining the number of people reached by innovations supported by DIV (as well as by later adapted versions of these innovations). (Note that substantial reach is a necessary but not sufficient condition for high social return because the total social benefit of an innovation equals the net benefit per person reached times the number of people reached.) This exercise is inherently limited, so readers will have to make their own judgements about the likely impact per person reached, the likely future reach of these innovations (sustainability), and the extent to which DIV funding played an important role in the reach achieved by innovations in the DIV portfolio. What we are doing here is rather the descriptive exercise of systematically tracking a portfolio. Nevertheless, following the entire 2010–2012 DIV portfolio is interesting for a paper that explores the influence of RCTs, because the premise of DIV is specifically to fund innovations in development that have the potential to cost-effectively reach a large number of people through either the public or the private sector.

In particular, whereas many other programs have a top-down approach in which program staff identify problems in advance, choose sectors on which to focus, or set strategy in sectors, DIV follows a bottom-up approach that is deliberately open across sectors: supporting innovations that will scale commercially, innovations designed to scale through the public sector, and startups and organizations proposing to change behavior within existing large organizations. Although the bulk of DIV’s outreach effort has been oriented toward traditional social entrepreneurs, DIV has also made an effort to be open to proposals from development
economics researchers. To balance this openness, DIV employs a staged finance approach in which innovations only receive larger-scale support after they have passed rigorous tests. DIV provides large-scale support (stage 3) only for innovations that have rigorous evidence of impact and cost effectiveness or have demonstrated market viability. At the piloting (stage 1) and testing stages (stage 2), however, DIV has historically been open to proposals that have the potential to scale based on their cost-effectiveness, for example, even if they do not necessarily already have a management team in place capable of scaling internally or written commitments from scaling partners. 4

This combination of approaches thus helps us ask whether the engagement with the development economics research community, and the willingness to consider early-stage investments even without a fully proven capacity to scale, came at the cost of scaling success. We can shed light on these questions by comparing the scaling record across types of projects, stages of funding, and of course by looking at the scaling record of DIV.

In the online Appendices, we provide a list of all the DIV awards from this period and a description of the innovations that have, subsequent to DIV’s funding, reached more than 100,000 people. Table 10. 3 shows the results of this exercise.

Here are some key insights:

1. DIV has been relatively successful in supporting innovations that scale. A relatively high fraction of DIV awards, and an even higher fraction of DIV total investment, has gone to projects that have already reached more than 100,000 people (and a smaller but still high fraction of the awards went to projects that reached more than a million people). Thirty percent of DIV awards (13/43) have so far reached more than 100,000 people within 3–5 years. 5 These awards account for 57 percent of the total value of DIV awards in this period, or $10.98 million in total funding. Fourteen percent of DIV awards (5/43) have so far reached more

4. Although DIV does not require a proven pathway to scale at stages 1 or 2, a promising pathway to scale through the public or private sector (or a hybrid of the two) and strong potential demand is one of its main selection criteria, particularly at stage 2.

5. Two innovations (that reached over 100,000 people) received both a stage 1 and a stage 2 award. Thus, these twelve awards support ten separate innovations.
than 1 million people. These awards account for 33 percent of the total value of DIV awards in this period, or $6.38 million in total funding.

Why do we say that 30 percent is “relatively successful”? A rule of thumb in the venture capital world is that 10 percent of investments yield modest success, and 1 percent yield large successes. Although we have not yet identified other funders that publish data that would allow for computation of comparable statistics, our reading of the literature and our examination of websites of some other organizations suggests that these rates compare well with those achieved over a much longer time frame by other impact-investing organizations. These results are all the more striking because, although some organizations provide funding only after a certain level of scale is reached (e.g., Acumen, Skoll Foundation), DIV often supported innovations at an early stage (as well as tests to know whether they were worth scaling up), rather than waiting until innovations had already reached a certain scale and had attracted earlier support before investing.

2. Stage 1 and stage 2 awards have a particularly low DIV expenditure per person reached and account for more than 90 percent of people reached by innovations supported by DIV during this period.

One of these early stage innovations (Consumer Action and Matatu Safety) recently received a stage 3 DIV award, but in general, stage 1 and

<table>
<thead>
<tr>
<th>Award Stage</th>
<th>Number of Awards</th>
<th>Total Awarded Value</th>
<th>Fraction Reaching more than 100,000 people</th>
<th>Fraction Reaching more than 1,000,000 people</th>
<th>People Reached*</th>
<th>DIV Expenditure per Person Reached</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1 (&lt;$100,000)</td>
<td>23</td>
<td>$2,353,136</td>
<td>17% (4/24)</td>
<td>8% (2/24)</td>
<td>6,723,733</td>
<td>$0.35</td>
</tr>
<tr>
<td>Stage 2 (&lt;$100,000,000)</td>
<td>19</td>
<td>$9,557,926</td>
<td>44% (8/18)</td>
<td>11% (2/18)</td>
<td>16,931,044</td>
<td>$0.56</td>
</tr>
<tr>
<td>Stage 3 (&lt;$15 million)</td>
<td>1</td>
<td>$5,516,606</td>
<td>100% (1/1)</td>
<td>100% (1/1)</td>
<td>1,750,000</td>
<td>$3.15</td>
</tr>
</tbody>
</table>

*Two innovations (Voter Information Report Cards and CommCare) that reached more than 100,000 people received both stage 1 and stage 2 awards. In both cases, people reached by those innovations are counted as people reached by stage 2 awards.
stage 2 innovations attained high levels of reach because other funders/entities provided support based in part on the information generated from the DIV-funded project.

3. Although the estimated DIV expenditure per person is lower for earlier stage grants, it is fairly low across the board. This is because most of the reach of DIV-supported innovations was attained without the applicants returning to DIV for additional financial support.

Though many past awardees apply for additional funding, only 7 percent of DIV’s 2010–2012 portfolio of grantees received follow-on funding after the initial period of performance. More than 40 percent of DIV’s 2010–2012 grantees received follow-on funding from either the public or private sector after DIV’s investment. DIV’s capacity to be catalytic of course partly derives from the rich funding ecosystem in which it operates, where other entities (governments, NGO, private sector firms) can adopt innovations.

4. Cost was a key determinant of which innovations scaled. The largest scale was achieved by innovations with very low costs per person.

In some cases, the innovations involved the provision of information by media or phone (including voter report cards, election monitoring), or provided behavioral “nudges” in large, existing systems (e.g., Zambian community health workers). Of course, it’s important to recognize that total impact depends on the benefit per person reached times the number of people reached, and some innovations with moderate cost per person (e.g., Vision Spring) and moderate reach may generate high total social benefit because the benefit per person is very high.

5. Although some innovations reached more than 100,000, or in one case, more than 1,000,000 people through the creation and growth of a new organization designed to scale the innovation, the vast majority of reach was delivered through adoption by existing large organizations, including large firms, NGOs, and governments.

Four of the DIV-supported innovations that reached 100,000 or more consumers involved the creation of new organizations that scaled from scratch. Seven involved adoption of the innovation by existing entities that already had high levels of reach.

Of the six innovations that reached more than one million people, one was scaled by an NGO that constructed and built operations around
the innovation (Evidence Action in the case of chlorine dispensers), and four did so by adoption by existing organizations (an insurance company and the Kenyan National Transport and Safety Authority in the case of stickers in matatus, the Government of India in the case of biometric monitoring, political campaigns in the case of real-time efforts to send polling station outcomes to central locations by mobile phones, and newspapers in the case of voter report cards). Existing organizations with large reach that adopted DIV-supported innovations or modified versions of these innovations included private sector firms, NGOs, and governments.

6. Innovations tested with RCTs scale not only through adoption by governments, but also through adoption by private sector firms and NGOs.

Of the ten DIV awards for innovations with RCTs that have reached more than 100,000 people, there were two clear cases in which developing country governments played the lead role (scaling of an improved approach to community health worker recruitment by the government of Zambia and biometric monitoring in India). The Kenyan government seems likely to play an important role alongside the insurance industry in scaling the Kenyan matatu safety program. Donors played a key role in provision of Potential Energy’s improved cookstoves in Darfur. NGO partners played a role in a number of projects. A major lesson of this analysis is that large private firms played a major role as well (e.g., an insurance company played a key role in the matatu stickers project and newspapers published the free content when an NGO provided them with voter report cards).

7. Innovations involving RCTs or developed in part by researchers (often working in close conjunction with implementers), reach 100,000 or 1,000,000 users at a particularly high rate.

Forty-three percent (10/23)\(^6\) of awards for which an RCT was used for evaluation or development economics researchers were involved in

---

6. Projects were coded as having development economics researchers involved if the initial proposal that was funded by DIV explicitly included the efforts of researchers. Although d.light’s initial proposal included an RCT on the impacts of their products, this RCT did not take place and funding strictly supported the development of a new solar home system as well as an ex post impact evaluation of these systems. Due to these circumstances, we have not included d.light in our calculation of projects.
design of the innovation reached more than 100,000 people.⁷ Twenty-six percent (6/23) of these awards supported innovations that had reached more than one million people in the original or adapted form (including voter report cards, election monitoring, stickers in matatus, chlorine dispensers, and biometric attendance verification). In contrast, among the innovations not including an RCT component or a strong role for development economics researchers, only 16 percent (3/19) reached 100,000 people (Vision Spring, Mera Gao, d.light), and none reached more than one million people.⁸

One could imagine multiple hypotheses for this difference in the rates of success. First, it might be easier to reach many people by persuading large organizations and governments to adopt the innovation, and in this process, the evidence from the RCTs might have played an important role. By contrast, those innovations that did not come from the academic RCT side tried to scale by directly implementing or selling their product, which may be harder, as these innovations do not have large preexisting policies, programs, or institutions as initial partners. Second, it is often argued that academic researchers mainly want to publish, and this conflicts with their incentives to get involved in projects that are socially useful but not as creative (e.g., replication, tinkering with design). But it is also argued that journals have a strong publication bias, and it is easier to publish ideas that have worked. Ergo, development economists should have strong incentives to develop and test innovations that have a reasonable chance of success.

devolved in part by researchers in this point. If we were to include d.light, this figure would be 11/24, or 46 percent.

7. Voter information report cards (two awards), election monitoring technology, digital attendance and medical information systems in primary health care centers, mobile tools for community health care workers (two awards), consumer action on Matatu safety, bringing safe water to scale, improved cookstoves, and recruiting community health workers.

8. Twenty-four awards incorporated an RCT component or were based on an RCT. This excludes two cases in which the initial proposal included an RCT but the ultimate actual project funded by DIV did not include an RCT: Psychometric Analysis for Entrepreneurs (AID-OAA-F-13–00028) and Affordable Access to Energy for All: Innovative Financing for Solar Systems (AID-OAA-F-13–00007). Note that because there is a lot of overlap between researcher-led projects and projects with an RCT, we cannot easily separate their impact.
Moreover, perhaps economics actually gives them some useful insights into the design of projects. Third, it may also be that the recent focus on information and behavioral economics makes them particularly interested in innovations with a low cost per user (“nudges”), which seems to be a strong predictor of success. Fourth, when researchers were involved, they were typically not just evaluators: They were fully involved in the development of the innovation (e.g., voter report cards, chlorine dispensers, a monitoring project in Afghanistan), worked closely with implementing organizations, and remained closely involved in the details of the implementation. They were in fact “researcher-entrepreneurs.” Many of the ideas developed by researchers drew on the latest ideas in the field, and the data suggest that the researchers who developed these ideas were then relatively successful in working with others to scale these innovations.

8. Innovations that had already been tested through RCTs and found to have impact and potential for cost effectiveness prior to applying for DIV support accounted for three of the five innovations that reached more than one million people.

Three of the five innovations that reached more than one million people (voter report cards, Consumer Action and Matatu Safety, and Chlorine Dispensers for Safe Water) had already been subject to RCTs before applications were submitted to DIV. Although we have not yet coded the data, we believe that there were very few applications in this category, so the rate at which proposals in this category reached more than one million people was very high (possibly 100 percent).

9. Although some DIV-supported innovations have been applied in multiple countries, most have not.

So far, DIV-supported innovations have typically not been applied much beyond the country where they have been tested. This may be an area where future work is needed.

Conclusion

The previous discussion on the role that RCTs play in policy suggests that RCTs have influenced policy both by providing evidence on individual projects and programs and by changing thinking in development more broadly.
The biotech and information technology industries routinely build on innovations developed by researchers using frontier techniques in those fields. The evidence from DIV awards is consistent with the idea that a similar approach may be effective in development, with innovations developed in part by researchers or involving RCTs reaching 100,000 or 1,000,000 users at a particularly high rate. This is absolutely not to say that work is not needed to fine tune interventions for different contexts, or that it is not important to evaluate real-world programs that have not yet been evaluated using an RCT. But the development of new ideas that are grounded in basic science actually can lead to real-life change.

One striking lesson of this analysis is that the projects that are scaled up tend to be low-cost, well-defined, and simple. Other examples, not in this list, also fit this bill (e.g., deworming, the Raskin card). There are notable counterexamples of programs that are neither particularly cheap nor simple and have scaled up: Conditional Cash Transfers and the BRAC ultra poor programs are two examples. Furthermore, those two programs were not only scaled up where they had been tested but were also implemented in many other countries as well. Interestingly, they were initially replicated as RCTs.

Well-defined interventions are also the ones that are more likely to lead to successful research projects because they can more easily pin down a specific mechanism and be construed as a test for a theory. So the reasons RCTs have been so successful as a research tool may also be what makes them successful at leading to real-world changes.

Looking forward, we don’t know what the most important pathways of influence for RCTs might turn out to be. One route is that simple, clear insights, low-cost interventions, or low-cost modification to promising existing programs get adopted, as the DIV case study suggests. That these innovations are low-cost of course does not mean that they have low impact. One lesson from decades of well-identified development research is that details are incredibly important, and that the distinction between “big” and “small” questions can be very misleading (see Banerjee and Duflo 2011, chapter 10) for a more detailed discussion).

An alternative pathway is one in which more complex interventions are replicated in many contexts and then widely adopted, following the PROGRESA or the BRAC model. The third pathway is that rather than focusing
only on the results, policy makers and other actors adopt the experimental attitude by allowing for innovations and learning perhaps inside a specialized unit (like the White House “nudge” unit) or a cross-department fund (like the Tamil Nadu innovation fund).

But to really get the full benefits of the RCT revolution, it is not enough to do more RCTs and get some of them scaled up. A range of complementary institutions are also necessary to more effectively translate research into policy. For example, we need better systems for the production of meta-analyses and review articles and for the creation of expert panels to review the evidence. Medicine has a quite involved system for this, but even setting aside the question of how well that system works in medicine (Sim et al. 2001; Kawamoto et al. 2005), the institutions that are appropriate for medicine are not necessarily appropriate for social science and development economics in particular. These institutions are just starting to be built: The American Economic Association registry of RCTs is an example of a successful effort to build a registration platform. Its popularity suggests that the development community is receptive to these efforts.

In addition to the purely scientific infrastructure for learning, the process of going from an idea to a program at scale requires appropriate institutional support. Funders are needed to finance iterative piloting before an RCT to work out the implementation details.9 Once an RCT has been conducted, institutional support is also needed for iterating on the intervention to prepare it for transition to scale. This includes testing ways to bring unit costs down (because the first RCT often evaluates a small pilot with high unit costs); collaborate with potential implementing partners; and mitigate potential cost increases or reduced benefits that may result from institutional and personnel differences between the pilot and scaled-up versions of an innovation (due to, for example, government procurement systems with higher transaction costs or limited government capacity to implement the intervention effectively). To get to the right scaled-up version therefore involves trying them out at scale and measuring the impact at scale. Indeed, multiple iterations may be needed until something that

---

9. Development Innovation Ventures and the Global Innovation Fund—a private fund modeled after DIV and to which DIV and other bilateral donors and impact investors contribute—explicitly encompass such a piloting phase.
is appropriate for policy can work. Figuring out how best to do the scaling in each case or how to do so in additional countries takes time, specialized human capital, and additional funding.
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The rise and normalization of randomized controlled trials (RCTs) as an important part of the toolkit of development economists has been rapid, with much debate as to whether this is a cause for celebration or concern. Abhijit, Esther, and Michael have been the early pioneers and proponents of the use of RCTs in development economics, and their paper represents an important stocktaking exercise, documenting this rise and attempting to draw out some of the consequences of this process for both research and policy. I group my comments around three themes: putting the rise of RCTs in perspective, considering how they have affected the practice of research, and attempting to understand how they have and have not influenced policy.

The Rise of RCTs in Perspective

Their paper documents the rapid growth in the number of RCTs published in top journals, from 0 papers in 2000 to 32 papers in 2015. In table 10.4, I extend this analysis by also considering development economics papers published in three leading general interest economics journals considered to be in the next tier below the top-five journals (American Economic Journal: Applied Economics, Review of Economics and Statistics, and Economic Journal), papers published in three leading development economics journals (Journal of Development Economics, Economic Development and Cultural Change, and World Bank Economic Review), and in World Development, the leading multidisciplinary journal of development. I consider papers published in 2015 and define development economics papers in the general interest journals as those with an “O” (development economics) Journal of Economic Literature classification code.
Several points emerge from this table that I believe are important for putting the rise of RCTs in perspective and for considering their influence on policy. First, despite the rapid growth, the majority of development economics papers published in even the top-five journals are not RCTs. Second, RCTs make up a much higher share of development papers in general interest journals than they do in development journals. Third, most published development papers are not being published in the top journals but in field journals. As a result, out of the 454 development papers published in these fourteen journals in 2015, only 44 are RCTs (9.7 percent). The consequence is that RCT studies are only a small share of all development research taking place. I believe this is evidence against the (perhaps strawman) argument that RCTs have crowded out other development research, and policy makers looking for advice on questions RCTs can’t answer are missing out as a result.

Table 10.4
RCTs as a share of development papers published in 2015, by journal type

<table>
<thead>
<tr>
<th>Journal Type</th>
<th>Number of Development Papers</th>
<th>Number that are RCTs</th>
<th>Percent RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top five journals</td>
<td>32</td>
<td>10</td>
<td>31.3</td>
</tr>
<tr>
<td>Good general interest</td>
<td>32</td>
<td>14</td>
<td>43.8</td>
</tr>
<tr>
<td><em>Economic Journal</em></td>
<td>8</td>
<td>1</td>
<td>12.5</td>
</tr>
<tr>
<td><em>Review of Economics and Statistics</em></td>
<td>8</td>
<td>3</td>
<td>37.5</td>
</tr>
<tr>
<td>Leading development journals</td>
<td>115</td>
<td>15</td>
<td>13.0</td>
</tr>
<tr>
<td><em>Journal of Development Economics</em></td>
<td>70</td>
<td>9</td>
<td>12.9</td>
</tr>
<tr>
<td><em>Economic Development and Cultural Change</em></td>
<td>24</td>
<td>5</td>
<td>20.8</td>
</tr>
<tr>
<td><em>World Bank Economic Review</em></td>
<td>21</td>
<td>1</td>
<td>4.8</td>
</tr>
<tr>
<td><em>World Development</em></td>
<td>275</td>
<td>5</td>
<td>1.8</td>
</tr>
<tr>
<td>All development papers</td>
<td>454</td>
<td>44</td>
<td>9.7</td>
</tr>
</tbody>
</table>

*Source:* Top five journals data are from Banerjee, Duflo and Kremer (2016). Data for other journals collected by author. Papers at good general interest journals classified as development if they have an “O” code in the *Journal of Economic Literature* (JEL) classification system. Counts exclude editorial, comments, rejoinders, corrigendum, the papers and proceedings issue of the *World Bank Economic Review* (WBER), and the 125th anniversary issue of the *Economic Journal* (EJ).
Their paper also documents how RCTs have become more common among younger researchers, showing that BREAD members who graduated more recently are more likely to have done RCTs than those who graduated longer ago. This observation has led to a second caricature or strawman argument: that the “best and brightest talent of a generation of development economists have been devoted to producing rigorous impact evaluations about topics that are easy to randomize (e.g., Pritchett 2014) and that they take a “randomize or bust” attitude, whereby they turn down many interesting research questions if they can’t randomize (e.g., Ravallion 2009).

To explore this, I examined the publication records of the sixty-five BREAD affiliates (this is the group of more junior members), restricting attention to the fifty-three researchers who had graduated in 2011 or earlier (to give them time to have published). The median researcher had published nine papers, and the median share of their papers which were RCTs was 13 percent. Focusing on the subset of those who have published at least one RCT, the mean (median) percentage of their published papers that are RCTs is 35 percent (30 percent), and the 10–90 range is 11–60 percent. So young researchers who publish RCTs also do write and publish papers that are not RCTs. Indeed, this is also true of Abhijit, Esther, and Michael—although known as the leaders of the “randomista” movement, the top-cited papers of all three researchers are not RCTs.

The Influence of RCTs on Development Research

Abhijit, Esther, and Michael document several important ways that RCTs have affected the way development economics research is done. I agree with their claims that RCTs have raised the bar for nonexperimental research in terms of thinking about credible identification, and that RCTs have spurred creative new ways of measurement. I want to note two other areas of influence.

The first, extremely positive, influence has been making it commonplace for researchers to actually talk to the people and firms they are studying. This is a big change from the era when most development research consisted of researchers downloading a dataset like the Penn World Tables or Living Standards Measurement Surveys, attempting to estimate some model or test some theory, and then writing the paper without ever talking
to anyone in the country being studied. Indeed, this categorizes well my
dissertation research: I was interested in understanding why people in Tai-
wan continued to save so much when their incomes had been rising rapidly
for years. I carefully worked out new econometric theory and estimated
and tested models of several competing consumption theories, but never
asked directly any households in Taiwan “Why do you save so much?” I
likewise have been on several World Bank missions where projects were
being designed by talking to policy makers and perhaps a handpicked set
of existing beneficiaries, and the idea of just walking into an average neigh-
borhood and talking to some randomly selected small businesses was seen
as a surprising thing to do. RCTs make this more commonplace, and they
also make it much more likely that researchers actually talk to the imple-
menters of the programs they are trying to study.

However, I also think that RCTs do affect to some extent which ques-
tions researchers work on. As noted above, there are many researchers, and
most research done in development economics is still not done via RCTs.
I think it is fair to say that probably some questions have been answered
only because they could be answered cleanly by an experiment, and these
questions would not have otherwise had researchers working on them. As
I argue in the next section, it is unclear whether this is necessarily a bad
thing, as it has resulted in researchers getting much more involved in the
messy business of understanding how policies are implemented, which
otherwise had not received much research attention.

The Influence of RCTs on Development Policy

I think it is fair to say that RCTs have had much more influence on how
development economics policy is implemented rather than on what is
done. Many of the questions answered by RCTs fall into the category of
helping policy makers better target, or better implement, a policy they have
already decided to do. For example, should grants be given conditionally or
unconditionally? How can government workers be incentivized to provide
the services they are meant to provide? Should mosquito nets be given
out for free or offered at a price? Will people use savings products more if
offered commitments or reminders? This use of RCTs is very similar to the
main use of RCTs in a lot of businesses, where A-B testing is used to fine
tune products and decide how to best target customers.
When it comes to what is done, I make the distinction between efforts to try to make marginal improvements in the lives of people and firms, given the economic structure they operate in, and attempts to spur the types of changes from a stagnant, largely rural, agrarian economy to a vibrant, innovative, largely urban manufacturing and services-based economy that we associate with the process of development. Much of the early RCT research was focused on the former, and many of the DIV scale-up cases profiled by Banerjee et al. also fall into this case—how can we make traffic a little less risky, water a bit cleaner, poor households get a little more electricity, and so forth. Success here is largely in terms of making poor people a little bit less poor, or making life a little easier for them. This is an important class of policies, and one where RCTs have had some policy influence.

In contrast, until recently there have been far fewer RCTs that help policy makers attempt to test policies associated with a more structural transformation—how do we get more firms innovating and growing? How do we get people to move out of poor places with few job prospects to places with better prospects? However, this is an area where RCTs are rapidly expanding, with examples like Bryan, Chowdhury, and Mobarak (2014), Atkin, Khandewal, and Osman (2017), McKenzie (2015), Beam, McKenzie, and Yang (2016), and Cusolito, Dautovic, and McKenzie (2018) showing that RCTs can also provide useful policy advice for these questions as well.

A final point I want to make is to argue against the idea that policy makers can easily substitute for RCTs by rapid, iterative learning-by-doing processes. Such an approach may be possible in some environments, but it is very difficult to learn by doing in some situations. One reason for this is that people often find it hard to generate accurate counterfactuals for themselves, even when they have gone through a program, so McKenzie (2018) finds that both treatment and control groups overestimate the effect that winning a business plan competition would have, even after the fact. Second, so many factors influence outcomes that RCTs often need hundreds or thousands of observations to detect an effect, and it is impossible for individuals to extract signal from noise to determine whether their actions are working. As an extreme example, Lewis and Rao (2015) show that firms often cannot know whether their marketing campaigns are working, even when testing on millions of customers.
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Comment: Martin Ravallion

Randomized Trials and Development Policy

Measure what is important, don’t make important what you can measure.

Randomized controlled trials (RCTs) are on the menu of options for development impact evaluation. That is not news, for it has been true for at least 40 years. What has changed over the past 10–15 years is the academic popularity of RCTs. The chapter by Banerjee, Duflo, and Kremer (BDK) describes and reflects on the expanding use of RCTs in development economics. The authors have been at the forefront of this change.

In theory, the idea of an RCT is simple enough. Access to the program is randomly assigned to some units, with others set aside as a control group. The impact is then estimated by the difference in the sample mean outcomes between treated and control groups. This converges toward the true mean impact in the population as the sample sizes increase.

In practice, RCTs are rarely perfect, their internal validity is rarely assured, and their external validity is often questionable. As argued by Deaton and Cartwright (2018), these limitations do not appear to be well understood among practitioners. It does not help that prominent advocates often make unguarded claims that exaggerate the virtues of RCTs. For example, it is clearly not true that “any difference between treatment and control units reflects the impact of the treatment,” as BDK say, because there is always some experimental error (including, of course, sampling error).

1. The earliest development RCT that I know of was done in 1978 by the World Bank and was published in 1981, namely, Jamison et al. (1981).
The concerns go deeper. Not even the theoretical rationale for randomization is as clear as advocates claim. Indeed, quite generally, there exists a deterministic (nonrandom) assignment of treatment status (based on continuous covariates) that minimizes the expected error variance, as shown by Kasy (2016). This holds for a given sample size. Comparing methods, it makes more sense to fix the budget for the evaluation than to fix the sample size. RCTs can be costly. With a given budget, RCTs will often have lower sample sizes than are possible with observational studies (OSs). An OS can then turn out to be closer to the truth in practice, even if it comes with a bias (Ravallion 2018).

Has the new popularity of RCTs in development research helped inform development policy making? That is not the only reason we might do RCTs; another is to better understand how an economy works—to identify key structural parameters. However, policy making is an important reason. BDK clearly agree. Indeed, that is explicitly the goal of the premier institution for promoting RCTs in development, namely, the Abdul Latif Jameel Poverty Action Lab (J-PAL), founded by two of the authors. On the bio page of Banerjee and Duflo (2011), it is said that “J-PAL’s mission is to reduce poverty by ensuring that policy is based on scientific evidence.” (“Scientific evidence” can be taken as code for RCTs.) J-PAL and other advocates of RCTs have framed their task as that of figuring out what works and what does not, to scale up the former and scale down the latter. Is that what is happening now?

To inform antipoverty policy making, researchers ideally should be filling the gaps between what we know about the effectiveness of policies and what policy makers need to know. As economists, we should first ask ourselves: Why do such gaps exist? Imperfect information plays a role. Here the problem is that development practitioners cannot easily assess the quality and expected benefits of an evaluation, to weigh against the costs. Compared to the complex econometric methods used in some OSs, the simplicity of an RCT helps practitioners understand what is being done. However (as already noted), that understanding is not always as deep as it needs to be for practitioners to properly assess the lessons from an RCT, including its limits.

There are also important externalities. The benefits of an evaluation are rarely confined to that specific project but instead spill over to future projects. These external benefits are probably greater for OSs than for RCTs,
for which external validity has been a recurrent concern (see, for example, Pritchett and Sandefur 2015). In addition, current project managers cannot be expected to take proper account of the external benefits to other projects when deciding how much to spend on their own project’s evaluation. Thus there may well be an underinvestment in OSs, which generate more externalities, relative to RCTs.

Knowledge gaps also stem from misalignments of evaluative effort. One aspect is that development evaluators often ignore the scope for fungibility. Recipients (governmental or not) can reallocate their own efforts in response to new funding, such as development aid. As a consequence of such fungibility, donors are often implicitly supporting something else and evaluating the wrong program from the point of view of assessing their impact. Then evaluative efforts are not aligned well with development efforts. This applies as much to RCTs as to OSs.

Methodological preferences on the part of evaluators can reinforce such misalignments, and here the emphasis on RCTs may well be hurting our progress in addressing important knowledge gaps. There are both output and substitution effects of the RCT boom. The output effect is obvious, as documented by BDK. The substitution effect relates to the methods used. There has been a marked increase in the share of journal articles on development economics that use RCTs. But that is not where a methodological substitution is worrying; instead, it is in policy evaluation. We have seen a marked switch in favor of RCTs in institutions such as the World Bank. The Bank’s own Independent Evaluation Group reports that more than 80 percent of the impact evaluations starting in 2007–2010 used randomization, compared with 57 percent in 2005–2006 and only 19 percent in prior years (World Bank 2012).

A problem in overall policy evaluation stems from the fact that randomization is clearly only feasible for a nonrandom subset of policies and settings, so we lose our ability to comprehensively address our knowledge gaps (Ravallion 2009, 2018). For example, it is rarely feasible to randomize the location of medium- to large-scale infrastructure projects and sectoral and economy-wide reforms, which are core activities in almost any poor country’s development strategy. Indeed, the very idea of randomized assignment is antithetical to the goals of many development programs, which typically aim to reach certain types of people or places. Governments will (hopefully) be able to do better in reaching poor people than a random
assignment would. Randomization also tends to be better suited to relatively simple programs, with clearly identified participants and nonparticipants, rather short time horizons, and little scope for the costs or benefits to spill over to nonparticipants.

There are both supply and demand sides to this misalignment. On the supply side, the reality today is that graduate students and their teachers are wandering around looking for something they can randomly assign. If randomization is not feasible for the question being posed, then researchers are often drawn to ask other questions. Governments in the developing world are having a harder time finding someone to help evaluate those public programs for which randomization is not a feasible option.

The potential biases go further. On the demand side, governments (and development agencies) are largely free to choose what gets evaluated. Even when they agree to an RCT, they can choose those programs for which they do not care what the verdict will be. Other programs will not get evaluated in equilibrium. (And, as noted, they may include what was really being funded by aid.) The risks are plain.

If we are really concerned about obtaining reliable estimates of the impact of the portfolio of development policies, we should choose a representative sample from that portfolio and then find the best method for each of the selected programs/policies, with randomization as only one of a number of options. That is not what is happening now.
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