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Foreword

he World Bank’s role in addressing the ravages caused by violent conflict is

historical—its first loans were made to support the reconstruction of Western

European countries devastated by the Second World War. Over the following
five decades, as most of the world’s conflicts amounted to proxy wars between the
superpowers or postcolonial independence struggles, the Bank limited its involve-
ment in conflict-affected countries to providing financial capital and rebuilding infra-
structure after conflicts had ended. However, in a post-Cold War era marked by an
increase in the number and severity of civil conflicts, the Bank found it had to adapt
to different and more complex challenges. Two events in the mid-1990s marked a
turning point in the Bank’s approach to conflict. The first occurred in 1994, when
the Bank was asked to administer the multidonor Holst Fund for the West Bank and
Gaza; the second occurred in 1995, when the Bank was asked to take the lead with
the European Commission in planning and coordinating international support for
postconflict recovery in Bosnia-Herzegovina. The Bosnia-Herzegovina program, in
particular, broke the mold and formed the basis for a new postconflict framework
that was to become a Bank operational policy within a few years.

Realizing that it faced a far more difficult postconflict environment and growing
expectations on the part of the international community, in 1997 the Bank created
a small locus of expertise in postconflict reconstruction, the Post-Conflict Unit, and
defined the parameters for Bank engagement in countries affected by conflict, firmly
focused on the Bank’s reconstruction role after the conflict ended. To complement
this expertise, in August 1997 the Bank created the Post-Conflict Fund, a grant facil-
ity to support countries in transition from conflict to sustainable development and
encourage innovation and external partnerships in dealing with conflict-aftected
countries.

Because poverty has proven to be both a cause and a consequence of conflict,
toward the late 1990s the Bank sought to redefine its role more broadly in the con-
text of a more comprehensive approach to development, in line with evolving inter-
national initiatives to explore the potential role of development assistance and conflict
prevention. The Bank shifted its focus from an approach based on rebuilding infra-
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x Understanding Civil War

structure to one that seeks to understand the root causes and drivers of conflict, to
integrate a sensitivity to conflict in Bank activities and to promote development assis-
tance that minimizes the potential causes of conflict. In line with this shift in focus,
and following a process of discussion and consultation inside and outside the organ-
ization, in January 2001 the Executive Directors of the World Bank approved a new
and broader operational policy on Development Cooperation and Conflict. To sig-
nal this shift in emphasis toward a broader approach to conflict, the Post-Conflict
Unit was renamed the Conflict Prevention and Reconstruction Unit.

At the same time that the Bank sought to redefine its operational role more
comprehensively in the conflict and development nexus, findings from the Bank’s
research arm, headed by Paul Collier, opened up the global debate on the economic
causes and consequences of conflict. For an institution well stocked with economists,
there had been surprisingly little economic analysis or explanations of conflict in the
Bank’s research and analytical work. Bank economists were inclined to think of con-
flict as an exogenous shock, akin to a natural disaster or an adverse swing in the terms
of trade—an adverse and unfortunate event that happened from time to time, which
was not within the confines of the Bank’s analytical arsenal and about which little
could be done.

As the Bank broadened its approach to conflict, it also sought to gain a better
understanding of the causes of conflict, recognizing, as pointed out in its operational
policy on Development Cooperation and Conflict, that important knowledge gaps
remained on the links between development assistance and conflict. With stronger
intellectual underpinnings, the Bank could more effectively design strategies and pro-
grams that were sensitive to conflict and thus begin to realize the objective of view-
ing development through a conflict lens. To this end, in 1999 Paul Collier and his
colleagues in the Development Economics Research Group began a major research
effort, partly funded by the Post-Conflict Fund, to study the economics of conflict
and violence. The approach, which became known as the Collier-Hoeftler model,
confirmed the link between poverty and conflict, but some of its other findings were
more controversial and sparked a lively international debate, which came to be
known as the “greed versus grievance” debate. The main point of contention cen-
tered around whether the Collier-HoefHler model was too narrowly focused on eco-
nomic explanations and thus ignored genuine grievances, or other causes of conflict
suggested in the political science and international relations literatures. Many critics
argued that the statistical and econometric techniques used to try to untangle causal-
ity, while perhaps helpful in identifying patterns and risk factors, obscured or disre-
garded the insights and explanations of conflict that can only emerge from the
detailed study of individual conflicts.

Partly in response to these concerns, a second and complementary phase of the
research on the economics of conflict and violence sought to adopt a comparative
case study approach to refine and expand the economics of conflict model. This
second phase, also partly funded by the Post-Conflict Fund, is part of the “Political
Economy of Civil Wars” project, a collaborative research undertaking between the
World Bank and Yale University. The results of the case studies presented in this
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volume add considerably to our understanding of conflict. Through these case
studies, we gain a more nuanced understanding of conflict and the conditions
under which different variables influence the outbreak of violence. In addition, a
number of important improvements to the Collier-HoefHer model have been pro-
posed. An important additional benefit of this research is that it may lay to rest the
“greed versus grievance” caricature. The research presented here makes it clear that
greed and grievances should not be seen as competing explanations of conflict—
they are often shades of the same problem.

Ian Bannon

Manager

Conflict Prevention and Reconstruction Unit
World Bank






Preface

1vil wars around the world since 1945 have killed approximately 20 million

people and displaced at least 67 million. Despite this massive scale of human

misery associated with civil war, the academic community had not concen-
trated much attention on the problem of civil war until very recently. A major cata-
lyst for increased academic and policy work aimed at understanding civil war and
reducing its prevalence was the World Bank project on the “Economics of Political
and Criminal Violence.” The World Bank research team conceptualized civil war as
a development problem and applied economic models to explain the occurrence,
duration, and consequences of civil war. This approach seemed appropriate, given
that civil wars occur disproportionately in poor countries and retard economic devel-
opment in entire regions. If poor economic conditions cause civil wars, then we may
be able to design economic policy interventions that reduce their occurrence, miti-
gating the human suffering that they cause.

The World Bank project made important strides in understanding civil war.
Quantitative studies by the project’s researchers identified a set of statistically sig-
nificant correlates of civil war. The project’s flagship article,“The Collier-Hoeffler
Model of Civil War Onset,” has been especially prominent in the literature and
has inspired much additional research on the relationship between political con-
flict and economic development. The project’s many empirical findings and
theoretical arguments were summarized in a Policy Research Report, Breaking
the Conflict Trap: Civil War and Development Policy, written by Paul Collier and his
research team.

Collier and Hoeftler have put forward an economic model of civil war, argu-
ing convincingly that it is not political and social grievance per se that leads to civil
war, but rather, for given levels of grievance, it is the opportunity to organize and
finance a rebellion that determines if a civil war will occur or not. The determi-
nants of such opportunity in their model are mainly economic. Their model
identifies conditions that make rebellion financially viable. This analysis was based

XIIT
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on econometric tests using data that cover all countries for about 40 years (from
1960 to 1999).

Ultimately, the results of the Collier-Hoeffler model should be useful for the
design of policy. For the moment, we can only draw very broad policy guidelines
from the Collier-Hoeffler model. For example, the model (and related empirical
results) demonstrates that by increasing the gross domestic product per capita in
developing countries, we will be reducing the risk of civil war. But we clearly need
more fine-grained, policy-relevant research on civil war before we can design appro-
priate interventions. Quantitative studies alone are unlikely to pinpoint specific poli-
cies that can reduce war risk in different countries at different stages of a conflict’s
cycle.To design targeted policy interventions, but also to develop further our theo-
retical understanding of civil war, we need to understand how and when the explana-
tory variables in the Collier-HoefHler model will lead to civil war. An understanding
of the how and when will improve our ability to identify countries at greater risk of
an outbreak of civil war, and the more we understand the process of conflict escala-
tion, the better we will become at designing time-sensitive policy interventions. This
two-volume book takes the next step in that direction, by systematically applying the
Collier-Hoeffler model to several countries, using a comparative case study design
to draw lessons that can help us refine and expand the theory of civil war. The book
also makes a methodological contribution as it illustrates a useful way to combine
quantitative and qualitative research in political science.

This book is the product of collaborative research involving dozens of scholars,
who worked together over a number of years.We thank the authors of the case stud-
ies most of all, for their contributions to this book. Ibrahim Elbadawi and Norman
Loayza, both of whom had been involved in the World Bank project on the
“Economics of Political and CriminalViolence,” helped select countries, identify the
case study authors, and draft the first set of guidelines that were distributed to authors
at the Oslo conference, where the project was launched in June 2001. Ian Bannon
and Colin Scott of the World Bank deserve special thanks. Without their help, finan-
cial support for this project would not have been available. Both of them made sure
that the Bank’s research on conflict maintained a clear policy perspective, and they
were sources of encouragement and advice throughout the project. We also grate-
fully acknowledge financial assistance offered by the Yale Center for International
and Area Studies. Funds from the Coca-Cola Fund were used to host the April 2002
conference in New Haven, where first drafts of the case studies were presented. We
also received useful comments and suggestions from several colleagues, including
Anna Grzymala-Busse, Keith Darden, Jennifer Hochschild, Stathis Kalyvas, Jack
Snyder, and Sidney Tarrow, most of whom commented on earlier versions of the
Introduction and Conclusion (parts of which were camouflaged as an article pub-
lished in Perspectives on Politics). Tan Bannon, Robert Bates, William Foltz, Nils Petter
Gleditsch, Anke Hoeftler, Norman Loayza, and Bruce Russett commented on first
drafts of the case studies at the Yale conference. Three anonymous referees read
through both volumes and offered useful suggestions for revisions. Susan Hennigan
did an expert job in helping us organize the Yale Conference in April 2002 and
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administering the budget for the World Bank grant that financed this project. She
and David Hennigan helped edit some of the case studies. The research and admin-
istrative staft at the Peace Research Institute, Oslo, helped organize the first confer-
ence that launched the project in June 2001.

Paul Collier
Oxford, England

Nicholas Sambanis
New Haven, Connecticut






The Collier-Hoeffer
Model of Civil War
Onset and the

Case Study Project

R esearch Design

PAUL COLLIER, ANKE HOEFFLER,
AND NICHOLAS SAMBANIS

n this book, we use a comparative case study design to develop the theory of

civil war. We do so by applying a well-known quantitative model of civil war

onset—the Collier-Hoeffler (henceforth, CH) model—to several countries,
using the model as a guide to conduct systematic case studies of the occurrence or
absence of war. Although we apply well-known methods from comparative poli-
tics, such as a “most similar systems” design in comparing the cases of Senegal and
Mali in volume 1 and civil wars in several states in the Caucasus in volume 2, our
book also presents narratives based on a new, innovative design that blends quan-
titative and qualitative analysis. Our innovation consists of selecting cases based
on a formal economic model of civil war and using the cases to develop the theory
further and to add context and texture to the basic insights of the CH model. We,
therefore, structure a design in which qualitative and quantitative research methods
are well integrated, leading to better theory development and, ultimately, to better
empirical testing as well.

We draw on 22 case studies of more than 30 civil wars to explore the fit of the
CH model to each case.! By “fit” we mean several things. We use the cases to see
if the empirical measures (often called proxies) in the CH model actually measure
the theoretically significant variables. We also use the cases to see if important
explanations of civil war are omitted from the CH model. The case studies have
several other uses; most important is their ability to track sequences of events lead-
ing to civil war. “Thick” (i.e., rich, detailed) descriptions of such sequences help
identify the causal mechanisms through which the independent variables in the
CH model influence the risk of civil war onset, leading to a deeper understanding
of civil war and suggesting possible revisions of the CH model. Some case studies
suggest potentially generalizable hypotheses about civil war that the CH model has
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not considered. These hypotheses could, in another iteration, be incorporated in
the model, by adding new measures for all countries and years in the data and by
performing new empirical tests of an expanded model. The cases also help us iden-
tify similarities or differences across groups of countries and periods, which allows
us to evaluate the assumption of unit homogeneity that underlies the empirical
tests of the CH model and most quantitative other studies of civil war.

Even if the CH model predicted all cases of civil war onset perfectly, it would
still not be able to tell us much about the process through which these outcomes
(war or peace) are generated. By contrast, analyzing the process—the sequence of
events and the interaction of variables in the CH model over time—is the compar-
ative advantage of case study designs. Quantitative and qualitative research designs
are often (mistakenly) considered as substitutes rather than complements in political
science. Our book should suggest that there is much to learn by combining the two
approaches. Quantitative analysis is the best way to analyze the covariance between
civil war and many potentially important determinants of a process leading to war.
Qualitative analysis can tell us how these determinants influence war outcomes over
time and can help sort out the endogenous from the exogenous variables in the
model. Also nontrivially, case studies offer a more textured and nuanced view of civil
war and show that the distinction between “greed” and “grievance” in the CH model
should be abandoned for a more complex model that considers greed and grievance
as inextricably fused motives for civil war.

In this introductory chapter, we offer an abbreviated version of the CH model
and empirical results. We omit the most technical parts of the CH article so as to
make the chapter accessible to a broader audience. Experts might wish to review the
original article for a more technical discussion. We focus here on the April 2000 and
October 2001 versions of the CH model, which the case study authors used to struc-
ture their analyses. Although there have been slight revisions and improvements to
the model since then, we must focus on the earlier versions for the sake of coher-
ence between the theoretical model that guided the case studies and the discussion
of the model in the case studies.? The published version of the article can be found
in Collier and Hoeffler (2004). The data for all quantitative analyses referred to in
this book can also be accessed online or by contacting the chapter authors.?

Following the presentation of the model in the next section, we turn to the
research design for the case study project. We describe the project’s aims and guide-
lines, and discuss important methodological issues in selecting and developing the
case studies.* The case studies are presented in nine chapters in each volume. The final
chapter synthesizes the main findings of the cases and suggests possible revisions and
extensions to the CH model, based on the findings of the case study project.

The Collier-Hoeffler Model of Civil War Onset®

Civil war is now far more common than international war. Most new outbreaks of
large-scale armed conflict occur within the boundaries of sovereign states and pit the
government against one or more groups challenging the government’s sovereignty.®
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Our model analyzes civil war and rebellion in terms of both motive and opportu-
nity, but focuses on opportunity as the determining factor of rebellion.” In an
econometric model of civil war onset, we use measurable variables to test the dif-
ference between motive and opportunity in 78 civil wars between 1960 and 1999
(constituting 750 five-year episodes from 1960 to 1999).

Preferences, Perceptions, and Opportunities

In accordance with a small body of economic literature typified by Grossman (1991,
1999), we model rebellion as an industry that generates profits from looting, so that
“the insurgents are indistinguishable from bandits or pirates” (Grossman 1999, 269).
Such rebellions are motivated by greed, which is presumably sufficiently common
that profitable opportunities for rebellion will not be overlooked. Hence, the inci-
dence of rebellion is not explained by motive, but by the atypical circumstances that
generate profitable opportunities (Collier 2000). The political science literature
focuses on grievance (the demand for rebellion) while economists focus on a difter-
ent motivation—greed—and explain rebellion as a result of atypical opportunities.

Hirshleifer (1995, 2001) provides an important refinement on the motive-
opportunity dichotomy. He classifies the possible causes of conflict into prefer-
ences, opportunities, and perceptions. The introduction of perceptions allows for
the possibility that both opportunities and grievances might be wrongly perceived.
If the perceived opportunity for rebellion is illusory—analogous to the “winners’
curse”’—unprofitability will cause collapse, perhaps before turning into a civil war.
By contrast, when exaggerated grievances trigger rebellion, fighting does not dis-
pel the misperception and indeed may generate genuine grievances.

Misperceptions of grievances may be very common; all societies may have groups
with exaggerated grievances. In this case, as with greed-driven rebellion, motive
would not explain war. Societies that experienced civil war would be distinguished
by the atypical viability of rebellion. In such societies, rebellions would be con-
ducted by viable not-for-profit organizations, pursuing misperceived agendas by
violent means. Greed and misperceived grievance provide a common explanation—
“opportunity” and “viability” describe the common conditions sufticient for profit-
seeking, or not-for-profit, rebel organizations to exist. They can jointly be contrasted
with the political account of conflict in which the grievances that both motivate
and explain rebellion are assumed to be well-grounded in objective circumstances
such as unusually high inequality, or unusually weak political rights. We now turn
to the proxies for opportunities and objective grievances.

Proxies for Opportunity

Using and expanding war data from Small and Singer (1982) and Singer and Small
(1994), we created a list of civil war occurrence and nonoccurrence for 161 countries
covering the period 1960-99 (table 1.1 includes all wars in the data set). Our model
tries to explain the initiation of civil war (using the Singer and Small definition).



Table 1.1 Outbreaks of War in the CH Model

Secondary
Start of End of Previous GDP schooling
Country the war the war war sample sample
Afghanistan 04/78 02/92
05/92 Ongoing *
Algeria 07/62 12/62 *
05/91 Ongoing * * *
Angola 02/61 11/75
11/75 05/91 * * *
09/92 Ongoing * * *
Azerbaijan 04/91 10/94
Bosnia 03792 11/95
Burma/Myanmar 68 10/80 * * *
02/83 07/95 * * *
Burundi 04/72 12/73 * *
08/88 08/88 * * *
11/91 Ongoing * * *
Cambodia 03/70 10/91 *
Chad 03/80 08/88 *
China 01/67 09/68 * *
Colombia 04/84 Ongoing * * *
Congo, Republic of 97 10/97 * *
Cyprus 07/74  08/74 e
Dominican Rep. 04/65 09/65 * *
El Salvador 10/79 01/92 * *
Ethiopia 07/74 05/91 *
Georgia 06/91 12/93
Guatemala 07/66 07/72 * * *
03/78 03/84 * * *
Guinea-Bissau 12762 12/74
India 08/65 08/65 * * *
84 94 * * *
Indonesia 06/75 09/82 * * *
03/74 03/75 * *
09/78 12/79 * * *
06/81 05/82 * * *
Iraq 09/61 11/63 *
07/74 03/75 * * *
01/85 12/92 * * *
Jordan 09/70 09/70 *
Laos 07/60 02/73 *
Lebanon 05/75 09/92 *
Liberia 12/89 11/91 *
10/92 11/96 *
Morocco 10/75 11/89 * * *
(Continued)



Table 1.1 Outbreaks of War in the CH Model (Continued)

Secondary
Start of End of Previous GDP schooling
Country the war the war war sample sample
Mozambique 10/64 11/75
07/76 10/92 * * *
Nicaragua 10/78 07/79 * *
03/82 04/90
Nigeria 01/66 01/70 * *
12/80 08/84 * * *
Pakistan 03/71 12/71 * *
01/73 07/77
Peru 03/82 12/96 * *
Philippines 09/72 12/96 * * *
Romania 12/89 12/89 * *
Russia 12/94 08/96
09/99 Ongoing *
Rwanda 11/63 02/64
10790 07/94 * * *
Sierra Leone 03/91 11/96 * *
05/97 07/99 * *
Somalia 04/82 05/88 * *
05/88 12792 * * *
Sri Lanka 04/71 05/71 * *
07/83 Ongoing * * *
Sudan 10/63 02/72
07/83 Ongoing * * *
Tajikistan 04/92 12/94
Turkey 07/91 Ongoing * *
Uganda 05/66 06/66 * *
10/80 04/88 * * *
Vietnam 01/60 04/75 *
Yemen, Rep. of 05/90 10/94
Yemen, Arab Rep. of 11/62 09/69 *
Yemen, People’s 01/86 01/86 *
Dem. Rep. of
Yugoslavia 04/90 01/92
10/98 04/99 *
Zaire/Congo, 07/60 09/65
Dem. Rep. of 09/91 12/96 * * *
09/97 09/99 * * *
Zimbabwe 12/72 12/79 * *

Note: The “Previous war” column includes war starts from 1945 to 1994.The “GDP sample” and
“Secondary schooling sample” indicate which cases are included in estimations using either of those
two explanatory variables. This war list is from the March 2003 version of the CH article. The list
included in the draft that was circulated to case study authors might have been slightly different.
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The model is tested using quantitative indicators of opportunity and grievance.
Financing for the rebels comes from three sources: extortion of natural resources,
donations from diasporas, and subventions from hostile governments. Natural
resources are proxied by the ratio of primary commodity exports to the gross
domestic product (GDP), measured (as all variables are) at intervals of five years,
starting in 1960 and ending in 1995.They then consider the subsequent five years
as an “episode” and compare those in which a civil war broke out (“conflict
episodes”) with those that were conflict-free (“peace episodes”).We collected data
for all country five-year periods in our data set and present descriptive statistics for
all variables in table 1.2.%

A second source of rebel finance is from diasporas. We proxy the size of a coun-
try’s diaspora by its emigrants living in the United States.” In our econometric

Table 1.2 Descriptive Statistics: CH Variables

Sample No civil war Civil war
Variable m=1,167) m=1,089) m=78)
‘War starts 0.067 0 1
Primary commodity exports/ GDP 0.168 0.169 0.149
GDP per capita (const. US$) 4,061 4,219 1,645
Diaspora (relative to population 0.017 0.018 0.004
of country of origin)
Male secondary schooling (% in school) 43.42 44.39 30.3
GDP per capita growth (average for 1.62 1.74 -0.23
previous 5 years)
Previous war (% with war since 1945) 20.8 18.5 53.8
Peace duration (months since 327 334 221
last conflict)
Forest cover (%) 31.11 31.33 27.81
Mountainous terrain (%) 15.82 15.17 24.93
Geographic dispersion of the 0.571 0.569 0.603
population (Gini)
Population density (inhabitants per km?) 150 156 62
Population in urban areas (%) 45.11 46.00 32.7
Ethnic fractionalization (index, 0-100) 39.57 38.64 52.63
Religious fractionalization (index, 0—-100) 36.09 35.98 37.70
Polarization oL = 1.6 (index, 0-0.165) 0.077 0.077 0.076
Democracy (index, 0-10) 3.91 4.07 1.821
Ethnic dominance (% with main 0.465 0.465 0.452
ethnic group 45-90%)
Income inequality (Gini) 0.406 0.406 0.410

Land inequality (Gini) 0.641 0.641 0.631
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analysis, we also use predicted values for the diaspora variable, to account for the
fact that part of the diaspora is caused by civil war in the country of origin (thus
we control for endogeneity).

A third source of rebel finance is from hostile governments. Our proxy for the
willingness of foreign governments to finance military opposition to the incum-
bent government is the Cold War. During the Cold War, each great power sup-
ported rebellions in countries allied to the opposing power. There is some support
for the opportunity thesis: Only 11 of the 78 wars broke out during the 1990s.

Opportunities for rebellion can also arise from atypically low cost. Recruits
must be paid, and their cost may be related to the income foregone by enlisting as
a rebel. Rebellions may occur when foregone income is unusually low.We try three
proxies for foregone income: mean income per capita, male secondary schooling,
and the growth rate of the economy.!” As shown in table 1.2, the conflict episodes
started from less than half the mean income of the peace episodes.!! The second
proxy, male secondary school enrollment, has the advantage of being focused on
young males—the group from whom rebels are recruited.!? The third measure, the
growth rate of the economy in the preceding period, is intended to proxy new
income opportunities. Conflict episodes were preceded by lower growth rates.

The opportunity for rebellion may be that conflict-specific capital (such as mil-
itary equipment) is unusually cheap. We proxy the cost of such capital by the time
since the most recent previous conflict; the legacy of weapon stocks, skills, and
organizational capital will gradually depreciate. Empirically, peace episodes are pre-
ceded by far longer periods of peace than conflict episodes (see table 1.2). While
this supports the opportunity thesis, it could also be interpreted as reflecting the
gradual decay of conflict-induced grievances.

Another dimension of opportunity is an atypically weak government military
capability. An unambiguous indicator is whether the terrain is favorable to rebels:
Forests and mountains provide rebels with a safe haven. We measured the propor-
tion of a country’s terrain that is forested'® and also created equivalent data on
mountainous terrain.'* Geographic dispersion of the population may also inhibit
government capability: Herbst (2000) suggests that Zaire is prone to rebellion
because its population lives around the edges of the country. We measure disper-
sion by calculating a Gini coefficient of population dispersion.'> Similarly, low pop-
ulation density and low urbanization may inhibit government capability. Before
war episodes, both population density and urbanization are low (table 1.2).

A final source of rebel military opportunity may be social cohesion. Ethnic and
religious diversity within organizations tends to reduce their ability to function
(Alesina Bagir, and Easterly 1999; Collier 2001; Easterly and Levine 1997). A newly
formed rebel army may be in particular need of social cohesion, constraining recruit-
ment to a single ethnic or religious group. A diverse society might in this case reduce
the opportunity for rebellion by limiting the recruitment pool. The most widely used
measure of ethnic diversity is the index of ethnolinguistic fractionalization. This index
measures the probability that two randomly drawn people will be from difterent
ethnic groups. We constructed a similar measure of religious fractionalization using
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data from Barrett (1982) and interacted the two measures to construct a proxy that

measures the maximum potential social fractionalization.!'®

Proxying Objective Grievances

We considered four objective measures of grievance: ethnic or religious hatred,
political repression, political exclusion, and economic inequality. Ethnic and reli-
gious hatreds cannot be easily quantified, but they evidently can only occur in
societies that are multiethnic or multireligious, and so our proxies measure vari-
ous dimensions of diversity. The previously discussed measures of fractionalization
are pertinent: intergroup hatreds must be greater in societies that are fractional-
ized than in those that are homogeneous. However, arguably the source of inter-
group tension is not diversity but polarization, which we measured by adapting a
measure created by Esteban and Ray (1994). The descriptive data do not suggest
that polarization is important; conflict and peace episodes have very similar mean
values (table 1.2).

We measure political repression using the Polity III data set (see Jaggers and
Gurr 1995). Our index of political rights ranges 0—10 on an ascending ordinal scale.
Political rights differ considerably between conflict and peace episodes. We also
investigated the Polity III measure of autocracy and a measure of political openness
published by Freedom House (the Gastil Index). The quantitative political science
literature has already applied these measures to analyze conflict risk. Hegre et al.
(2001) find that repression increases conflict except when it is severe.

Even in democracies, a small group may fear permanent exclusion. A poten-
tially important instance is when political allegiance is based on ethnicity and
one ethnic group has a majority. The incentive to exploit the minority increases
when the minority is larger, since there is more to extract (Collier 2001). Hence,
a minority may be most vulnerable if the largest ethnic group constitutes a small
majority. We term this “ethnic dominance” and measure it as a binary variable
coded “1” if the largest ethnic group in a country constitutes 45 to 90 percent of
the population.

Inequality may also drive civil war. The poor may rebel to induce redistribution
and rich regions may mount secessionist rebellions to preempt redistribution. We
measured income inequality by the Gini coefficient and by the ratio of the top-to-
bottom quintiles of income. We also measured asset inequality by the Gini coefticient
of land ownership. The data are from Deininger and Squire (1996, 1998).

Finally, we should point out that these measures of opportunity (such as pri-
mary commodity exports, income, and school enrollment) are scaled by measures
of country size. For given values of these variables, opportunities should be approx-
imately proportional to size. Grievance might also increase with size: public choices
diverge more from the preferences of the average individual as heterogeneity increases.
‘We are, however, able to control for three aspects of heterogeneity: ethnic, religious,
and income diversity. Empirically, the conflict episodes had markedly larger popu-
lations than the peace episodes.
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Regression Analysis

The proxies for opportunity and objective grievances are largely distinct and so can
be compared as two nonnested econometric models. There is, however, no reason
for the accounts to be exclusive, and the aim of our econometric tests is to arrive at
an integrated model that gives an account of conflict risk in terms of all those
opportunities and grievances that are significant. We use logistic regression to pre-
dict the risk that a civil war will start during a five-year episode. We consider only
those countries that were at peace at the start of the episode (e.g., January 1965) and
predict whether the peace was sustained through to its end (e.g., December 1969).

We start with the opportunity model (see table 1.3). The first regression (col-
umn 1) excludes per capita income and diasporas. Because per capita income and
enrollment in secondary schooling are highly correlated, they cannot be used in
the same regression. The diaspora measure is available only for 29 war episodes, so
we explore it as an addendum. The variables included in the first regression per-
mit a sample of 688 episodes, including 46 wars.

Primary commodity exports are highly significant. Although their effect is non-
linear, the risk of conflict peaks when they constitute around 32% of GDP, which is
a high level of dependence. The other proxy for finance, the end of the Cold War, has
the expected sign but is insignificant. The foregone earnings proxies are also both sig-
nificant with the expected sign: Secondary schooling and growth both reduce con-
flict risk. Our proxy for the cost of conflict-specific capital is the number of months
since any previous conflict (back to 1945), which is highly significant (column 2).
The proxies for military advantage also have the expected sign and are marginally sig-
nificant: mountainous terrain, population dispersion, and social fractionalization.
Finally, the coefficient on population is positive and highly significant.

The third column replaces secondary schooling with per capita income. This per-
mits a larger sample—750 episodes including 52 wars. Per capita income is highly
significant with the expected negative sign. The change of specification and the
expansion of sample make social fractionalization significant and population disper-
sion nonsignificant.

In the last two columns of table 1.3, we introduce the diaspora variable and
retreat to a more parsimonious model to preserve observations (since several of our
variables have many missing values). All the included explanatory variables remain
significant. The size of the diaspora is not directly significant in the initiation of
conflict. However, it is significant when interacted with the number of months
since the previous conflict.“Diaspora/peace” divides the size of the diaspora by the
time since a previous conflict. The variable is positive and significant; a large dias-
pora considerably increases the risk of repeat conflict. We control for the potential
endogeneity of diasporas in the final column of table 1.3 (see our article for the
technical details). Diasporas remain significant and the size of the coefficient is only
slightly altered (it is not significantly different from that on the endogenous dias-
pora measure). This suggests that there is indeed a substantial causal effect of the
diaspora on the risk of conflict renewal. The result also guides our interpretation
of why the risk of conflict repetition declines as peace is maintained. Recall that in
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Table 1.3 Opportunity Model

Variable 1 2 3 4 5
Primary commodity exports/ GDP 18.149 18.900 16.476 17.567 17.404
(6.006)*#* (5.948)#4* (5.207) %% (6.744) %4 (6.750)%**
(Primary commodity exports/ GDP)? —27.445 —29.123 —23.017 —28.81 —28.456
(11.996)*** (11.905)*** (9.972)%* (15.351)* (15.366)*
Post-Cold War —-0.326 -0.207 —0.454
(0.469) (0.450) (0.416)
Male secondary schooling -0.025 —-0.024
(0.010)** (0.010)**
Ln GDP per capita —-0.837 -1.237 —1.243
(0.253)%** (0.283)*4* (0.284)%%*
GDP growth -0.117 —-0.118 —-0.105
(0.044) 8% (0.044) 4% (0.042) %
Peace duration —-0.003 —0.004#%* —-0.004 —0.00 —-0.002
(0.002)p = .128 (0.001) (0.007 )% (0.001) (0.001)
Previous war 0.464
(0.547)p = .396
Mountainous terrain 0.013 0.014 0.008
(0.009)p = .164 (0.009) (0.008)



II

Geographic dispersion -2.211 -2.129

(1.038)** (1.032)**
Social fractionalization —0.0002 —0.0002
(0.0001)p = .109 (0.0001)p = .122
Ln population 0.669 0.686
(0.163)*** (0.162)**%*
Diaspora/peace
Diaspora corrected/peace
(Diaspora-diaspora corrected)/peace
N 688 688
No. of wars 46 46
Pseudo-R? 0.24 0.24
Log-likelihood —128.49 —128.85

—0.865
(0.948)
~0.0002
(0.0001)%*
0.493
(0.129) %%

750

52
0.22
—146.86

0.295
(0.141)%
700.931
(363.29)%*

595
29
0.25
-93.2

0.296
(0.141)%

741.168
(387.635)*
82.798
(287.192)

595

29
0.25
—93.23

Note: All regressions include a constant. Standard errors are in parentheses.

HE REF indicate significance at the 1,5, and 10 percent level, respectively.
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principle this could be either because hatreds gradually fade, or because “rebellion-
specific capital” gradually depreciates. How might diasporas slow these processes?
Diasporas preserve their own hatreds, which is why they finance rebellion. How-
ever, it is unlikely that the diaspora’s hatreds significantly influence attitudes among
the much larger population in the country of origin. By contrast, the finance provided
by the diaspora can offset the depreciation of rebellion-specific capital, thereby sus-
taining conflict risk.

In table 1.4 we turn to objective grievance as the explanation of rebellion, drop-
ping all the economic measures of opportunity and retaining the number of months
since a previous conflict, because this can be interpreted as a proxy of fading hatreds.

Table 1.4 Grievance Model

Variable 1 2 3
Ethnic fractionalization 0.010 0.011 0.012
(0.006)* (0.007)* (0.008)
Religious fractionalization —-0.003 —0.006 —0.004
(0.007) (0.008) (0.009)
Polarization o0 = 1.6 =3.067 —4.682 —6.536
(7.021) (8.267) (8.579)
Ethnic dominance (45-90%) 0.414 0.575 1.084
(0.496) (0.586) (0.629)*
Democracy —0.109 —0.083 —0.121
(0.044) %% (0.051)* (0.053)%*
Peace duration —-0.004 —0.003 —0.004
(0.001)%%% (0.001)%** (0.001)%%%
Mountainous terrain 0.011 0.007 —-0.0001
(0.007) (0.009) (0.009)
Geographic dispersion —-0.509 —0.763 -1.293
(0.856) (1.053) (0.102)
Ln population 0.221 0.246 0.300
(0.096)** (0.119)%** (1.133)%*
Income inequality 0.015
(0.018)
Land inequality 0.461
(1.305)
N 850 604 603
No. of wars 59 41 38
Pseudo-R? 0.13 0.11 0.17
Log-likelihood —185.57 —133.46 -117.12

Note: All regressions include a constant. Standard errors are in parentheses.
HAE EE ¥ indicate significance at the 1,5, and 10 percent level, respectively. In column 1, the two

measures of fractionalization and ethnic dominance are not jointly significant.
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In the first column, we also exclude the inequality measures because of considera-
tions of sample size. This enables a very large sample of 850 episodes and 59 civil wars.

The four proxies for ethnic and religious tension are surprisingly unimportant.
Ethnic fractionalization is significant at 10 percent with the expected sign. Religious
fractionalization and polarization are insignificant with the wrong sign, and ethnic
dominance is insignificant. These three measures are also not jointly significant.!”
Democracy is highly significant with the expected sign—repression increases con-
flict risk. The time since the previous conflict is again highly significant, but we
have suggested that this is more likely to be proxying rebellion-specific capital
than grievance. In the second and third columns, we introduce income inequal-
ity and land inequality, respectively. Although the sample size is reduced, it is still
substantial—more than 600 episodes with a minimum of 38 wars. Neither vari-
able is close to significance. All three grievance models have very low explanatory
power (the pseudo-R? is 0.17 or lower).

We now turn to the question of which model—opportunity or grievance—
provides a better explanation of the risk of civil war. Because the two models are
nonnested (i.e., one model is not a special case of the other), we use the J test as
suggested by Davidson and MacKinnon (1981).As shown in the first two columns
of table 1.5, we find that we cannot reject one model in favor of the other. Thus,
we conclude that while the opportunity model is superior, some elements of the
grievance model are likely to add to its explanatory power. We, therefore, investi-
gate a combined model in column 3 of table 1.5.

Since this combined model includes income inequality and a lagged term, our
sample size is much reduced (479 observations). In column 4, we drop inequality
(which is consistently insignificant). Omitting inequality increases the sample size to
665. In this combined model, neither democracy, ethnic and religious fractionaliza-
tion, nor the post-Cold War dummy is significant. Other variables are statistically sig-
nificant or close to significance and the overall fit is reasonable (pseudo-R? of 0.26).
Since both the grievance and opportunity models are nested in the combined model,
we can use a likelihood ratio test to determine whether the combined model is supe-
rior. We can reject the validity of the restrictions proposed by the grievance model,
but not by the opportunity model.

Although the combined model is superior to the opportunity and grievance
models, several variables are completely insignificant and we drop them sequen-
tially. First, we exclude the post-Cold War dummy, then religious fractionalization,
then democracy, then polarization, then ethnic fractionalization, and, finally, moun-
tainous terrain, yielding the baseline model of column 5 and its variant with per
capita income replacing secondary enrollment in column 6. No further reduction
in the model is accepted and no additions of variables included in our previous
models are accepted. The baseline model and its variant yield very similar results,
although the variant has less explanatory power and two variables lose significance
(ethnic dominance and geographic dispersion).

Our baseline model allows us to calculate the change in the probability of war starts
for different values of the explanatory variables. This model was used to generate



Table 1.5 Combined Opportunity and Grievance Model

Variable 1 2 3 4 5 6 7
Primary commodity exports/ GDP 19.096 37.072 23.385 18.937 16.773 50.608
(5.993)#** (10.293)#** (6.692)*#* (5.865)*H* (5.206)%**  (14.09)%***
(Primary commodity exports/ GDP)?  —30.423 —69.267 -36.33 —29.443 —-23.800 —-131.00
(12.008)#** (21.697)%**  (12.998)***  (11.781)***  (10.040)** (42.93)#**
Post-Cold War —-0.209 —-0.873 —-0.281
(0.457) (0.644) (0.459)
Male secondary schooling —-0.021 —-0.029 —-0.022 —-0.031 -0.034
(0.011)%* (0.013)%* (0.011)%* (0.010)*#* (0.011)%**
Ln GDP per capita —-0.950
(0.245)%**
(GDP growth)t — 1 —-0.108 —-0.045 —-0.108 -0.115 —-0.098 -0.113
(0.044)%** (0.062) (0.045)%* (0.043) 4% (0.042)** (0.046)%**
Peace duration —-0.0003 0.0005 —-0.0003 —-0.003 —0.004 —0.004 —0.003
(0.002) (0.0014) (0.0015) (0.001)%** (0.007) 4% (0.007) %% (0.001) %%
Mountainous terrain 0.005 0.001 0.005 0.015
(0.010) (0.008) (0.012) (0.009)
p=.11
Geographic dispersion -1.978 0.135 —4.032 -1.962 —2.487 —-0.992 -2.871
(1.049)* (1.106) (1.490)%** (1.149)* (1.005)** (0.909) (1.130)%%*
Ln population —-0.014 0.927 0.697 0.768 0.510 1.123
(0.136) (0.250)%** (0.181)%%* (0.166)*** (0.128) 4 (0.226)%%*
Social fractionalization —-0.0002 -0.0008 -0.000 —-0.0002 —-0.0002 —-0.0003
(0.00071) %% (0.0003)** (0.0003) (0.0001)** (0.0001)%*% (0.00071)*4*

p=.11
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Ethnic fractionalization
Religious fractionalization
Polarization

Ethnic dominance (45-90%)
Democracy

Income inequality

Grievance predicted value 0.767
(0.413)**

Opportunity predicted value
Primary commodity

exports/ GDP X oil dummy
(Primary commodity exports/ GDP)?

X oil dummy
N 665
No. of wars 46
Pseudo-R? 0.24
Log-likelihood —126.69

0.008 0.041
(0.007) (0.019)%*
—0.005 0.015
(0.008) (0.020)
-9.358 —25.276
(8.735) (13.390)*
1.212 2.020
(0.648)%*  (0.915)%*
—0.036 -0.018
(0.054) (0.062)
0.025
(0.024)
1.052
(0.212) %55
665 479
46 32
0.25 0.24
~125.29 -89.55

0.023
(0.015)
0.014
(0.019)
~15.992
(10.518)
1.592
(0.746)**
—0.042
(0.054)

665
46
0.26
-124.6

0.670
(0.354)*

688

46
0.24
—128.21

0.480
(0.328)

p=.14

750

52
0.22
—146.84

0.769
(0.369)**

—28.275
(9.351)%**
106.459
(38.704) %
654
45
0.30
~114.20

Note: All regressions include a constant. Standard errors are in parentheses.

Hck ok Ok indicate significance at the 1,5, and 10 percent level, respectively.
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probability estimates for the case studies and probability estimates for each case are
discussed in each chapter. At the mean of all variables the risk of a war start is about
11.5 percent.'® Our model predicts that a hypothetical country with all the worst
characteristics found in our sample would have a near-certain risk of war, whereas
one with all the best characteristics would have a negligible risk.

The effect of primary commodity exports on conflict risk is both highly signifi-
cant and considerable. At peak danger (primary commodity exports being 32 per-
cent of GDP), the risk of civil war is about 22 percent, whereas a country with no
such exports has a risk of only 1 percent.The eftect is sufficiently important to war-
rant disaggregation into different types of commodities. We categorized primary
commodity exports according to which type of product was dominant: food, non-
food agriculture, oil, other raw materials, and a residual category of “mixed.” Of the
many potential disaggregations of primary commodity exports permitted by these
data, only one was significant when introduced into our baseline regression, namely
oil versus nonoil. The results are reported in column 7 of table 1.5.We add variables
that interact the primary commodity export share and its square with a dummy vari-
able that takes the value of unity if the exports are predominantly oil. Both variables
are significant: Oil exports have a distinct effect on the risk of conflict. However, the
effect is modest. At the average value of primary commodity exports, oil has the same
effect as other commodities. Low levels of oil dependence are somewhat less risky
than other commodities and high levels of dependence are somewhat more risky.
The disaggregation slightly reduces the sample size, does not change the significance
of any of the other variables, and substantially improves the overall fit of the model.

Recall that the other proxies for financial opportunities, the Cold War and dias-
poras, are not included in this baseline. The end of the Cold War does not have a
significant effect. Diasporas are excluded from the baseline purely for considera-
tions of sample size. In the parsimonious variant in which they are included, their
effect on the risk of repeat conflict is substantial. After five years of peace, switch-
ing the size of the diaspora from the smallest to the largest found in postconflict
episodes increases the risk of conflict sixfold.

The proxies for foregone earnings have substantial effects. If the enrollment rate
for secondary schooling is 10 percentage points higher than the average, the risk of
war is reduced by about 3 percentage points (a decline in the risk from 11.5 per-
cent to 8.6 percent).An additional percentage point on the growth rate reduces the
risk of war by about 1 percentage point (a decline from 11.5 percent to 10.4 per-
cent). Our other proxy for the cost of rebellion is also highly significant and sub-
stantial. Directly after a civil war, there is a high probability of a restart, the risk being
about 32 percent. This risk declines over time at around 1 percentage point per year.

The only measures of rebel military advantage that survive into the baseline
are population dispersion and social fractionalization. Consistent with Herbst’s
hypothesis, countries with a highly concentrated population have a very low risk
of conflict, whereas those with a highly dispersed population have a very high risk
(about 37 percent). Consistent with the hypothesis that cohesion is important for
rebel effectiveness, social fractionalization makes a society substantially safer. A max-
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imally fractionalized society has a conflict risk only one quarter that of a homoge-
neous society.

Only one of the proxies for grievance survives into the baseline regression, namely
ethnic dominance. If a country is characterized by ethnic dominance, its risk of con-
flict is nearly doubled. Thus, the net effect of increased social diversity is the sum of
its effect on social fractionalization and its eftect on ethnic dominance. Starting from
homogeneity, as diversity increases, the society is likely to become ethnically domi-
nated, although this will be reversed by further increases in diversity. The risk of con-
flict would first rise and then fall.

Finally, the coefficient on the scale variable, population, is highly significant and
close to unity;risk is approximately proportional to size.We have suggested that pro-
portionality is more likely if conflict is generated by opportunities than by grievances.

These results are generally immune to several tests for robustness. We considered
the sensitivity both to data and to method, investigating the effect of outlying obser-
vations and of different definitions of the dependent and independent variables.
With respect to method, we investigated random effects, fixed effects, and rare events
bias. The reader can review the results of these alternative estimations in the origi-
nal article.

Interpretation and Summary

Using a comprehensive data set of civil wars over the period 1960-99 and estimat-
ing logit regressions, we predicted the risk of the outbreak of war in each five-year
episode. We find that a model that focuses on the opportunities for rebellion per-
forms well, whereas objective indicators of grievance add little explanatory power.
The model is robust to a range of tests for outliers, redefinitions, and alternative
specifications.

One factor influencing the opportunity for rebellion is the availability of finance.
‘We have shown that primary commodity exports substantially increase conflict risk.
‘We have interpreted this as being the result of the opportunities for extortion that
such commodities provide, making rebellion feasible and perhaps even attractive.
Another source of finance is diasporas, which substantially increase the risk of con-
flict renewal.

A second factor influencing opportunity is the cost of rebellion. Male second-
ary education enrollment, per capita income, and the growth rate all have statisti-
cally significant and substantial effects that reduce conflict risk. We have interpreted
them as proxying earnings foregone in rebellion; low foregone earnings facilitate
conflict. Even if this is correct, low earnings might matter because they are a source
of grievance rather than because they make rebellion cheap. However, if rebellion
were a protest against low income, we might expect inequality to have strong eftects,
which we do not find.

A third aspect of opportunity is military advantage. We have found that a dis-
persed population increases the risk of conflict and there is weaker evidence that
mountainous terrain might also be an advantage to rebels.
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Most proxies for grievance were insignificant: inequality, political rights, ethnic
polarization, and religious fractionalization. Only ethnic dominance had adverse
effects. Even this has to be considered in combination with the benign effects of
social fractionalization. Societies characterized by ethnic and religious diversity are
safer than homogeneous societies as long as they avoid dominance. We have suggested
that diversity makes rebellion harder because it makes rebel cohesion more costly.

Finally, the risk of conflict is proportional to a country’s population. Both oppor-
tunities and grievances increase with population size, so this result is compatible with
both the opportunity and grievance accounts. Grievances increase with population
because of rising heterogeneity.Yet those aspects of heterogeneity that we are able to
measure are not associated with an increased risk of conflict. Hence, a grievance
account of the eftect of population would need to explain why unobserved, but not
observed, heterogeneity increases conflict risk.

One variable—time since a previous conflict—has substantial effects: Time
“heals.” Potentially, this can be interpreted either as opportunity or grievance. It
may reflect the gradual depreciation of rebellion-specific capital, and hence an
increasing cost of rebellion, or the gradual erosion of hatred. However, we have
found that a large diaspora slows the “healing” process. The known proclivity of
diasporas to finance rebel groups offsets the depreciation of rebellion-specific cap-
ital, and so would be predicted to delay “healing.” The diaspora eftect thus lends
support to the opportunity interpretation.

Opportunity as an explanation of conflict risk is consistent with the economic
interpretation of rebellion as greed motivated. However, it is also consistent with
grievance motivation as long as perceived grievances are sufficiently widespread to
be common across societies and time. Opportunity can account for the existence
of either for-profit or not-for-profit rebel organizations. Our evidence does not
imply, therefore, that rebels are necessarily criminals. But the grievances that moti-
vate rebels may be substantially disconnected from the large social concerns of
inequality, political rights, and ethnic or religious identity.

Building on the Collier-Hoeffler Model
Using Case Studies!’

Having presented the core elements of the CH model and all major empirical results,
we now turn to the research design for the case study project. We address a number
of methodological questions: How were cases selected? Do they represent the pop-
ulation of cases? Can the cases help us develop hypotheses about civil war onset? Do
they provide sufficient historical detail to support counterfactual analysis? Do the
cases constitute independent, homogeneous observations?> We address these and
other methodological questions that explain how we use case studies in this project.

Goals of the Case Study Project

The main purpose of the case study project was to supplement the quantitative analy-
sis, develop theory, and improve the causal inferences drawn from the CH model.
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Causal theories should explain how a particular outcome (in this case, civil war)
occurs—how and under what conditions different explanatory variables lead to that out-
come. The CH model suggests a plausible microlevel theory of civil war, but it is
tested empirically with macrolevel data that describe conditions under which indi-
vidual decision making takes place.?! The empirical findings of the CH model, there-
fore, do not necessarily test a microlevel theory of civil war.?> Given that the CH
model and the literature on civil war generally suffer from such a “missing link”
between microlevel theories and macrolevel data, case studies can be used to improve
our understanding of how the variables used in the empirical tests influence the prob-
ability of civil war. Context-rich narratives of historical processes can provide insight
into the causal paths linking independent variables in the CH model to civil war out-
break and can help disentangle complicated multicausal relationships.

To understand better these “how” questions, we asked case study authors to do
process tracing® and write narratives of individual cases by focusing on a set of com-
mon questions.?* The list of questions structured their research and allowed us to
treat their narratives as structured-focused comparisons. Authors were asked to focus
on the mechanisms through which the right-hand-side variables (the Xs) influence
the dependent variable (Y) and were encouraged to explore interrelationships
among the X’s (interaction effects). The fact that such a large number of case stud-
ies systematically addressed the same questions implies that this project was better
suited than most other comparative case study projects to test a theoretical model.
But, since the CH model had already been tested using large- N statistical methods,
we did not need to retest it using case studies. We, therefore, gave the case study proj-
ect different priorities, such as theory building and exposition of the mechanisms
through which the variables in the CH model influenced civil war onset. We also
sought to develop alternative explanations of war, given the large amount of vari-
ance in civil war outcomes that is left unexplained by the CH model.?® Moreover,
by exploring microlevel processes and tracing their linkages to macrolevel analysis
in the CH model, case studies provided us with a better sense of which variables in

26 Close attention to

the CH model are endogenous and which are exogenous.
country context also allows us to improve the CH model and its empirical tests by
refining our empirical proxies and reducing measurement error.

The case study project has value-added because it teaches us about the process
that leads to war, rather than focusing only on underlying “structural” characteris-
tics of countries that experience civil war (or not). Process matters if different pol-
icy interventions can be designed to reduce the risk of war at various stages of
conflict. In most cases, quantitative studies that present correlations between X and
Y do not demonstrate causality and several competing explanations can be imposed
on the same correlation. In other words, statistical methods can perform hypothe-
ses tests, but they cannot necessarily distinguish among rival theories with closely
related observable implications.?” Case studies give us a “feel” for the data that allows
us to develop better judgment in discriminating among possible explanations.

Case studies can also help us understand why the model fits some data points
well and others poorly. If the statistical analysis identifies outliers (i.e., predictions
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that are two or more standard deviations from the mean predicted value of Y), case
studies can help us understand if this prediction failure is due to systematic varia-
tion that is not captured by the model or to idiosyncratic reasons that the model
should not try to explain. If several case studies point to a few potentially signifi-
cant variables that are missing from the model, we could adjust the model and see
if these variables can be incorporated in it. Coding these variables for all observa-
tions in the CH data set would allow us to test their fit to the data using statistical
methods.?® This approach offers a truly interactive way to blend quantitative and
qualitative research and can help us develop better causal theories of civil war.

Our preferred approach of moving back and forth between case study and quan-
titative research designs reflects the view that case studies alone cannot easily develop
generalizable theory and they do not offer the ideal environment for hypothesis test-
ing. For any single case, there is potentially an inordinate amount of historical detail
that the analyst must sort through to explain an outcome. Hypotheses about causes
of that outcome are generally purely inductive in case studies. No amount of his-
torical detail can be sufficient to recreate past events and the analyst’s decision of
which events to discuss reflects a prior belief'in a plausible explanation for the event
in question. Moreover, trying to fit a multivariate explanation of war to a single
case runs into the familiar problem of indeterminacy (due to negative degrees of
freedom). Our case study project gains degrees of freedom by virtue of the large
number of cases (wars and periods of no war) considered and because authors focus
on a specified set of variables and do not consider an arbitrarily large number of
possible explanations. But even so, the degrees-of-freedom problem is hard to avoid
entirely, which is another reason that we use the cases primarily for theory build-
ing. We did ask authors to suggest additional explanations for peace or war in their
countries, if their narratives would have been incomplete without them. But, ulti-
mately, to see if these explanations can be generalized, we must add them to the
CH model and test them using statistical methods.

Case Selection

The fact that case analysis serves a secondary function in this project has implica-
tions for case selection. If we had relied primarily on the case studies to test the CH
model, then the cases should have been selected so as to provide a representative
sample of countries (with and without wars). But the large number of causal rela-
tionships implied by the CH model makes it increasingly difficult to use case study
methods for empirical tests (Ragin 1987, 49).To avoid problems of identification
and multicollinearity, we would have needed many more cases to test the model.
With only a few cases, we would have had limited degrees of freedom and high
uncertainty surrounding our inferences.

In both qualitative and quantitative research designs, random selection and assign-
ment is typically the best way to reduce the risk of endogeneity, selection, and omit-
ted variable bias. But random selection of countries to include in our study would
have resulted in a sample that predominantly included cases of no war, given that civil
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war occurs relatively rarely. It could also result in a sample with no significant varia-
tion in the independent variables (IVs).We could have avoided the first (but not the
second) problem by sampling more heavily on cases of war, but nonlinearities that
may be present in the data could have complicated the sampling process.?’

With these constraints in mind, we could select cases from the universe of cases.
We selected partly on the dependent variable (DV) and partly on the independent
variables.’* We included mostly countries that had experienced at least one civil
war, but also high-risk countries that did not have a war.>' We can find useful infor-
mation both in those cases that the CH model explains well (i.e., cases on the
regression line) and in those cases that the model predicts poorly (type I and type
IT errors). Given that in all cases we knew the values of the DV (i.e., we knew when
and where civil wars had taken place), our research design could not legitimately
aim to predict values of the DV. By selecting cases with different predicted values
of the DV, our project avoids the problem of no variance in the DV, which is some-
times encountered in case study research.®?

The selection of negative cases resembles Mill’s “indirect method of difference”
in that it “uses negative cases to reinforce conclusions drawn from positive cases. . . .
The examination of negative cases presupposes a theory allowing the investigator
to identify the set of observations that embraces possible instances of the phenome-
non of interest” (Ragin 1987, 41).3° Typically, case studies have difficulty in identi-
fying such negative cases “in the absence of strong theoretical or substantive
guidelines” (Ragin 1987,42). Our project makes the application of this method eas-
ier, because we identify negative cases on the basis of (theoretically based) predic-
tions from the core model.

We did not focus exclusively on the DV in selecting our cases. We also wanted
to ensure sufficient variation in some key IVs. Thus, we partly selected cases accord-
ing to IVs in the CH model, including a country’s history of political violence,
level of ethnic fractionalization, degree of dependence on natural resources, type
of regime, and so forth. Selection on IVs alone has been described as “the best
intentional” research design (King, Keohane, and Verba 1994, 140).3*We knew the
values of the explanatory variables ahead of time, so we could pick countries to
ensure that there was sufficient variation.*> But, since the CH model controlled for
these I'Vs in the regressions, selecting cases to ensure variation in the I'Vs did not
create any inference problems.*® A matched-case selection might have been a bet-
ter research design if we wanted to develop a theory “from scratch.” However, the
purpose of this project was to build on and refine existing theories of civil war by
identifying the causal mechanisms underlying these theories and exploring the fit
of the CH model to particular contexts/countries. Case selection proceeded with
that purpose in mind.

Case studies of war onset and avoidance in the following countries were finally
drafted: Algeria, Azerbaijan, Bosnia, Burundi, Colombia, Georgia, the Democratic
Republic of Congo, Jamaica, Indonesia, Cote d’Ivoire, Kenya, Lebanon, Macedonia,
Mali, Mozambique, Nigeria, Russia (focusing on Chechnya, Dagestan, and other
regions), Senegal, Sierra Leone, Sudan, and the United Kingdom (Northern Ireland).’”
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We include a large subset of these cases in this volume. The geographical distribution
of countries roughly corresponds to the prevalence of civil war in different regions
of the world, although there is perhaps a greater emphasis on African wars in the
selection of cases. Because our selection rules were based on the CH quantitative
model, which controls for the variables that might make Africa “special” (such as
high ethnic fractionalization, low levels of democracy, and high levels of poverty),
we believe that the fact that there is sufficient variation along these dimensions
should remove any bias in our case selection.

Authors were asked to focus on the country or the civil war as their unit of
observation. Most case studies focus on the country and analyze both periods of
peace and war in that country. If a country had recurrent wars, we asked authors
to analyze all or most of them and to explore the linkages across episodes of war
(see, e.g., the chapters on the Democratic Republic of Congo and Nigeria). If a
country had not experienced civil war (Macedonia, Cote d’Ivoire, Jamaica),
authors were asked to analyze periods of high risk for war and discuss why war did
not occur. In effect, each case study provides us with several observations of peace
and war. For example, the Indonesia study focuses on patterns of war and peace in
Aceh over eight five-year periods and can, therefore, be considered a study of eight
observations (two observations of war and six of no war). The Nigeria study ana-
lyzes the politics of several regions over several periods and traces the development
of false-positive and false-negative predictions of the CH model in two different
regions of the country in the late 1960s and 1980s. This approach actually makes
it difficult to establish clearly how many observations we have in each case study
and we often end up with many more observations for some countries than for
others (some authors made a more conscious effort than others to analyze patterns
of war and peace in their country over different periods). The uncertainty about
the precise number of observations would have presented more problems if we had
wanted to use the case studies to test the CH model rather than as a way to com-
plement, rather than replace, quantitative tests.

Ultimately, it may be impossible for any single case study design to present a
compelling and historically accurate test of a theory or to articulate an exhaustive
set of hypotheses about the relationship between an antecedent and a consequent.
However, we do not rely on the case studies for our theory—at least not all of our
theory. Our set of structured, focused comparisons provides rich context against
which to evaluate the soundness of the CH economic model and to refine that
model.?® In addition to illuminating the causes of onset of civil war, each chapter
in our book offers a perspective on other aspects of civil war, such as the organi-
zation of rebel groups, the dynamics of violence during civil war, and the link
between intercommunal violence and civil war, or crime and political violence.

Identifying Causal Mechanisms

One of the main contributions of any case study project is that it can explain how
the antecedent is connected to the consequent. King et al. (1994) argue that many
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case studies do not achieve this goal because of three frequently encountered meth-
odological problems: endogeneity, selection, and omitted variable bias.* These
problems, however, are also commonly found in quantitative studies.*’ In fact,
rather than being more susceptible to these problems, case study methods can grap-
ple better with endogeneity and selection by constructing a “thick description” of
the events leading up to civil war. Reconstructing the chronology of a conflict
helps us deal with endogeneity and identifies interactions between pairs of explana-
tory variables that might have been undertheorized in the original model.

Case studies can also help us distinguish among several competing mechanisms.
‘We probably cannot know all the mechanisms that link the X to the Yin the CH
model, but we can and should identify some central ones. For example, liberal
democracy may facilitate conflict resolution in one country by ensuring minority
representation and, in another country, by guaranteeing the independence of the
judiciary. In a third country, democracy may be a precondition of economic sta-
bility, if it ensures property rights. Identifying causal mechanisms shifts the focus of
inquiry from the outcome to the process. Some authors would argue that under-
standing the process is more important than explaining a specific outcome. In their
new research project on the “dynamics of contention,” McAdam, Tarrow, and Tilly
(2001, 4) aim to show “how different forms of contention—social movements,
revolutions, strike waves, nationalism, democratization, and more—result from
similar mechanisms and processes” . . .and “explore combinations of mechanisms
and processes to discover recurring causal sequences of contentious politics.” In
their work and the work of other political scientists, social processes are understood
as sequences and combinations of causal mechanisms. Mechanisms are defined
(2001, 24) as a “delimited class of events that alter relations among specified sets
of elements in identical or closely similar ways over a variety of situations.” So,
for example, in explaining resource mobilization in the classic social movement
literature, authors would focus on “environmental, cognitive, and relational
mechanisms” (p. 25) such as the “significance of organizational bases,” “resource
accumulation,” and the “collective coordination for popular actors” (2001, 17).
McAdam et al. point out an important problem, separating mechanisms from cor-
relations, and a more difficult problem, distinguishing between a mechanism and
a process (a family of mechanisms).

Ethnic mobilization, for example, can be considered as both a mechanism and
a process, and so can political identity formation. Another example of a mechanism
is the “sons of the soil” argument that Fearon and Laitin (2003) make to explain
political violence as the result of conflict between migrant communities and auto-
chthonous populations in peripheral regions of countries. But how can we be cer-
tain that migration is the mechanism through which we get ethnic violence in
these cases? If we look “upstream,” we can locate an earlier mechanism in the gov-
ernment’s decision to reduce the strength of peripheral ethnicities. Migration of
other ethnic groups in their areas is one of several possible mechanisms through
which violent conflict between peripheral communities and the state can develop.
Although we cannot hope to identify all possible mechanisms or establish a hierarchy
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among them, we can use our case study project to go beyond the statistical analy-
sis in explaining how each X influences Y. The task for the case study authors is to
provide a sufficiently detailed process tracing, that is, a narrative of the way in
which civil war erupts.

Unit Heterogeneity

Several of our case studies note that ethnic mobilization increases the risk of civil
war. A possibility that the CH model does not consider is that wars that are fought
by ethnic groups might have different antecedents than wars fought across non-
ethnic (or nonracial, nonreligious) cleavages. Most of the literature seems to discard
this possibility as it treats civil war as an aggregate category, implicitly assuming that
a typology of civil war that distinguishes, for example, secession from revolution
would not be meaningful. This assumption of unit homogeneity has not yet been
proven in the literature. Is there sufficient evidence in the cases to support a typol-
ogy of political violence? Can we observe differences between types of civil war
and between civil war and other forms of political violence? We say more about
this issue in the conclusion, where we review the evidence from the cases.

The data set used to test the CH model assumes unit homogeneity. According
to King et al. (1994, 91), “two units are homogeneous when the expected values
of the dependent variables from each unit are the same when our explanatory vari-
able takes on a particular value.” In the CH model, as in most of the quantitative
literature on civil war,“civil war” is considered a homogeneous category. However,
if the CH model predicts or explains civil war and other violence (e.g., genocides
or criminal homicides) equally well (or equally poorly), then either the model has
omitted variables that could help differentiate between the causes of these differ-
ent forms of violence, or differences across forms of violence are small and the
model might be better tested by combining violent events of difterent forms. For
the moment, quantitative studies of civil war are not able to distinguish clearly
between civil war and other forms of violence, such as genocide, riots, or coups.
The case studies can help us better understand what forms of violence the CH
model might be able to explain and can highlight some differences both between
civil war and other violence and among different types of civil war.

The assumption of homogeneity implies constant effects across countries and
time periods. Most of the influential models of civil war onset (Collier and Hoefter
2000; Fearon and Laitin 2003; Hegre et al. 2001) assume constant effects. How-
ever, if this assumption is wrong, it is likely to bias our causal inferences (King et al.
1994, 94). Case studies allow us to explore the homogeneity of our observations
and not to assume that a priori (Ragin 1987, 49). If we suspected substantial unit
heterogeneity, an alternative approach would have been to utilize a “most similar
systems” design—for example, we could choose only cases from Sub-Saharan Africa
or some other region so as to “control” for several explanatory variables and isolate
the “treatment” variable, in an effort to create a research design as close as possible
to an experimental design (Przeworski and Teune 1970; Ragin 1987, 48). Such an
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approach, however, would have resulted in exploring only “within-systems rela-
tionships” (Przeworski and Teune 1970, 57-59) and might not have allowed us to
develop further the CH model, which is not region-specific. Early results from the
quantitative literature (Collier and HoefHer 2002b) also point to no statistically sig-
nificant differences across regions (e.g., Africa versus the rest of the world) with
respect to the fit of the CH model. This suggests that we can forego a most simi-
lar systems approach in the case study design.

But other nonlinearities might exist in the data. Recent research suggests that
some of the variables in the CH model behave difterently in rich and poor coun-
tries. For example, democracy is correlated with peace only in highly developed
countries (Hegre 2003). This is a question that most studies of civil war have not
addressed.*! Case studies can help us identify the different institutional pathways
through which democracy may prevent civil war outbreak in rich countries, but
not in poor countries. Other interesting interactive effects are also explored, as
between economic growth and democracy, and ethnic heterogeneity and political
institutions.

From Statistics to Cases and Back to Statistics

In sum, the case study project has several uses. It helps us establish the internal valid-
ity of the logic that underlies the CH model of civil war onset; it identifies prob-
lems with data measurement and suggests solutions for it; it helps resolve the
endogeneity and selection problems in the statistical analysis of civil war occur-
rence through detailed historical narratives and a chronological sequence of events;
it identifies and selects among causal mechanisms that explain the process of get-
ting to civil war; and it identifies potentially omitted variables that might be use-
fully incorporated in a model of the causes of civil war.

At the same time, all this is possible because a first attempt at theory building
and empirical testing is available through the CH model. Case selection was guided
by the statistical analysis and the narratives were structured around questions that
referred to the way in which independent variables from the model were con-
nected, or addressed questions that were generated by the statistical analysis. The
case studies can then feed back into the statistical analysis, as new candidate vari-
ables are identified to expand the theory of civil war onset, and these variables are
coded so that they can be integrated in the data set. With the new, refined proxies
added to the data set, the new and expanded CH model can be reestimated in
another “iteration” of this research. In the conclusion to this volume, we focus
much more on the lessons learned from the case studies and on possible expan-
sions of the theory of civil war.

Organization of the Volume

All of the cases that we have chosen to include in this book are rich and engaging
accounts of war or, sometimes, of how war was avoided.To help the reader digest
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the large quantities of facts, conclusions, and conjectures in this book, a synthesis
of the cases is presented in the conclusion. We have organized the cases in two vol-
umes. The first volume includes case studies of African civil wars (including
Algeria, even though Algeria is often lumped together with the Middle East). The
second volume includes cases from all other regions. There is no substantive ration-
ale behind this organization of cases—we do not think that African civil wars are
different. This is simply a device to present the material effectively, given the con-
siderable length of the book.The introduction (the model and research design) and
the conclusion (the synthesis of the findings of the case studies) are repeated in
each volume. The conclusion draws on all cases and relates them back to the CH
model. The CH model is not region-specific, so it is appropriate to draw on all
cases in the conclusion. This also allows readers who have more geographically
defined interests and who will not read both volumes to see how cases from other
regions compare to cases from “their” region.

There are some “natural” comparisons across the two volumes. Indonesia and
Nigeria are both oil-rich states with much violence throughout their history. Both
cases illustrate complex pathways linking oil to violence. Burundi and the Democratic
Republic of Congo put in perspective CH’s arguments on the impact of resource-
dependence and ethnic diversity. Both highlight the importance of the territorial
concentration of resources and, in Burundji, the territorial concentration of polit-
ical power. Bosnia and Indonesia also deal with the issue of regional inequality and
ethnic differences across regions. Algeria and Kenya are two cases that force us to
think harder about the concept of ethnic war. In both cases the violence took an
ethnic hue, but ethnic divisions may not have been the deciding factor underlying
that violence. Several cases in both volumes highlight the role of external interven-
tion in inciting and supporting civil war. Civil wars in Lebanon, Mozambique, and
Sudan cannot be understood without a close look at the role of external military
or economic intervention.

Some of the cases consider the links between political and criminal violence.
Not only are there important spatial effects (diffusion and contagion) that explain
violence in Russia and Colombia, but there is also a dynamic relationship between
the organization of criminal networks and the pursuit of political agendas in civil
wars (see the cases on civil wars in the Caucasus as well as Algeria). These cases lead
us to consider the effects of state capacity. In Northern Ireland, extreme violence
was avoided largely as a result of substantial state capacity. By contrast, in Kenya,
war might have been avoided because of substantial state capacity to repress oppo-
sition (though the state has caused much intercommunal violence). Those cases
push us to think harder about the mechanisms through which state capacity oper-
ates to reduce the risk of civil war, because those mechanisms may be different in
economically developed and underdeveloped states. In Macedonia, although state
capacity was low, a war was averted largely as a result of substantial external assis-
tance and a generally open regime.

Each volume ends with a regional comparison (in chapter 9) between cases that
share considerable similarities. Volume 1 includes an analysis of the civil wars in
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Mali and Senegal. Volume 2 includes an analysis of civil wars in South Ossetia
(Georgia), Abkhazia (Georgia), and Chechnya (Russia), comparing them to cases
of war avoidance in Adjaria (Georgia) and Dagestan (Russia). The chapters on
Bosnia and Macedonia also offer useful comparisons, as those cases share many of’
the same underlying conditions and were similarly affected by the collapse of the
Yugoslav state.

In chapter 10, the conclusion, we draw out the main lessons from all the cases
and suggest ways to use those lessons to modify, refine, or expand the theory of
civil war. Now, we turn to the cases.

Notes

1. We do not present all the cases in this book. Drafts of those cases that are mentioned
in the introduction or conclusion, but not included in the book, are available from the
editors. Some of the chapters/cases cover more than one episode of civil war.

2. See Collier and HoefHler (2000, 2001, 2002a, 2004).

3. Data, codebooks, and other replication information for the chapters included in this
book can be accessed online at: http://pantheon.yale.edu/~ns237/.

4. We ofter more details in a supplement posted online (it includes the original set of
guidelines given to authors): http://www.yale.edu/unsy/ civilwars/guidelines.htm. Our
guidelines changed somewhat over time, as we moved away from the idea of using cases
to test the theory and toward the idea of using the cases to develop theory and explore
other issues, such as mechanisms, sequences, measurement, and unit homogeneity. This
shift in focus was communicated to authors during and after the second conference
(April 2002 in New Haven), where authors presented first drafts of their case studies.

5. This section draws heavily on Collier and Hoeftler (2001, 2004). Tables with statistical
results and excerpts from the article are reproduced with permission from Oxford
University Press.

6. Civil war involves such an armed conflict between the government and local rebels
with the ability to mount some resistance. The violence must kill a substantial number
of people (more than 1,000). See Sambanis (2004b) for a discussion of the definition
and measurement of civil war.

7. We use “rebellion,” “insurgency,” and “civil war” interchangeably.

8. Only brief descriptions of the data and sources are included here. For more details, see
Collier and Hoeffler (2001, 2004).

9. The source for the data is the U.S. Bureau of the Census. CH divided these numbers
by the total population in the country of origin.

10. Source: GDP World Development Indicators.

11. The CH model measures income as real purchasing power parity (PPP)-adjusted GDP
per capital. The primary data set is the Penn World Tables 5.6 (Summers and Heston
1991). Because the data are only available from 1960 to 1992 we used the growth rates
of real PPP-adjusted GDP per capita data from the World Bank’s World Development
Indicators 1998 in order to obtain income data for the 1990s. These GDP per capita
data were used to calculate the average annual growth rate over the previous five years.
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12.

13.

14.

15.

16.

17.

18.

19.

20.

Understanding Civil War

We measure male secondary school enrollment rates as gross enrollment ratios, that is,
the ratio of total enrollment, regardless of age, to the population of the age group that
officially corresponds to the level of education shown. Secondary education completes
the provision of basic education that began at the primary level, and aims at laying the
foundations for lifelong learning and human development, by oftering more subject-
or skill-oriented instruction using more specialized teachers. Source: World Bank
Development Indicators 1998.

We used data from the Food and Agriculture Organization to measure the propor-
tion of a country’s terrain which is covered in woods and forest. Source: http://www.
fao.org/forestry.

The proportion of a country’s terrain that is mountainous was measured by Gerrard
(2000), a physical geographer who specializes in mountainous terrain. His measure is
based not just on altitude but takes into account plateaus and rugged uplands.

We constructed a dispersion index of the population on a country-by-country basis.
Based on population data for 400-km? cells, we generated a Gini coetticient of popu-
lation dispersion for each country. A value of 0 indicates that the population is evenly
distributed across the country and a value of 1 indicates that the total population is con-
centrated in one area. Data are available for 1990 and 1995. Data sources: Center for
International Earth Science Information Network (CIESIN), Columbia University;
International Food Policy Research Institute (IFPRI); and World Resources Institute
(WRI). 2000. Gridded Population of the World (GPW), Version 2. Palisades, N'Y: IESIN,
Columbia University. Available at http://sedac.ciesin.org/plue/gpw.

Ethnic fractionalization data are only available for 1960.The source for the data is Atlas
Narodov Mira (USSR 1964). Using data from Barrett (1982) on religious affiliations, we
constructed an analogous religious fractionalization index. The fractionalization indices
range from 0 to 100.A value of 0 indicates that the society is completely homogeneous,
whereas a value of 100 would characterize a completely heterogeneous society. Social
fractionalization is the product of the ethnolinguistic fractionalization and the religious
fractionalization index plus the ethnolinguistic or the religious fractionalization index,
whichever is the greater. By adding either index, we avoid classifying a country as
homogeneous (a value of 0) if the country is ethnically homogeneous but religiously
diverse, or vice versa.

We measure polarization with ot = 1.6 and define ethnic dominance as occurring when
the largest ethnic group constitutes 45 to 90 percent of the population. For a discus-
sion of religious polarization and its eftfect on civil war, see Reynal-Querol (2000,
2002).

Data and modeling changes were made to the version of the CH analysis that we use
here, resulting in different average probability estimates of civil war than the figures
reported in several of the case studies. The case studies drew upon an earlier version of
the model and data with an average war risk around 6 percent. Probability estimates are
slightly dependent on whether GDP or education is used to proxy opportunity cost.
This section draws heavily on Sambanis (2004a). Excerpts from that article are reprinted
with permission of Cambridge University Press.

These are issues that apply equally to qualitative and quantitative studies.
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21.

22.

23.

24.

25.

26.

27.

In this book, the distinction between micro- and macrolevels is used to reflect the differ-
ence between individual-level preferences and actions (the microlevel) and systemwide
or country-level opportunity structures and processes (the macrolevel).

Green and Seher (2002) identify this as a general problem in the literature on ethnic
conflict. The literature clearly suffers from a disjuncture between an abundance of
macrohistorical evidence and macropolitical explanations of violence, on the one
hand, and a scarcity of individual-level or group-level data and theories of violent
conflict on the other hand.

Process tracing is a method of making historical arguments about causal processes. It
explains the “process by which initial conditions are transformed into outcomes . . . [and]
uncovers what stimuli the actors attend to: the decision process that makes use of these
stimuli to arrive at decisions; the actual behavior that then occurs; the effect of various
institutional arrangements on attention, processing, and behavior; and the eftect of other
variables of interest on attention, processing, and behavior” (George and McKeown
1985, 35). See, also, George (1979).

A set of questions was developed in collaboration with Ibrahim Elbadawi and Norman
Loayza. We gave the list to all authors at a conference held in Oslo, Norway, where we
launched the project. All authors had read and discussed a set of core papers, includ-
ing the CH model that they would apply to their cases. Authors were also briefed on
the specific targets of the project. Research design refinements were communicated
to the authors in a second conference, held in New Haven, CT, where authors pre-
sented first dratts of their papers.The editors sent detailed comments and instructions
for revisions to all authors after the New Haven conference and, again, after second
drafts were submitted. Final drafts were reviewed by the editors and submitted to an
external review.

In the quantitative literature, the goal of statistical analysis is usually not to maximize
the R? of a regression, because this can be done by adding nonstatistically significant
variables to the model. But if most of the variance is left unexplained, the risk of omit-
ted variable bias should also be greater. If the cases can help develop a model that
explains more of the variance while also identifying significant variables, that should
also reduce the risk of omitted variable bias.

Endogeneity could be caused both by nonrecursiveness in the model (i.e., if a variable
such as economic growth influences civil war risk and civil war, in turn, influences eco-
nomic growth) and by jointly determined explanatory variables (as would be the case,
for example, if income level or growth caused the level of democracy and all three vari-
ables were included in the model). See Sambanis (2002) for a discussion of problems of
endogeneity in quantitative studies of civil war.

An example is the interpretation of the statistically significant negative relationship
between per capita GDP and civil war onset in Collier and Hoeffler (2000, 2004) and
in Fearon and Laitin (2003). Collier and HoefHer interpret this finding as evidence of
their “economic opportunity cost” theory of civil war, whereas Fearon and Laitin argue
that GDP measures state capacity and interpret the finding difterently. Thus, the same
hypothesis test can be used to inform two very different theories with different causal

mechanisms leading to civil war.
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Understanding Civil War

If the model predicts a high risk of civil war for a given country-year and war does not
occur, this could be seen as a prediction failure that can be usefully analyzed. Some might
say that, even though there was no war, the model is technically still “right” since it only
predicts the risk of war, not actual war. Thus, war might have been avoided for random
reasons. This is always true with probabilistic models, but the argument can be turned
around: War occurrence in countries with a high predicted risk of war might also hap-
pen for reasons that are outside the model. The case studies’ ability to uncover spurious
correlations and detect measurement error helps us improve the model. If we expand
the model using theoretical insights derived from the case studies as suggested here and
then test the expanded model by taking it back to the quantitative data, we will be able
to test formally the significance of the theoretical differences between the old and new
versions of the model by formally comparing the models’ explanatory power.
Nonlinearities imply that the theorized linear relationship between the DV and IV does
not apply to the entire data. If ethnic identity matters in different ways in developed
and less developed countries (cf. Horowitz 1985), then adding interaction terms is one
way to explore conditional effects properly. If such effects are present, then a stratified
sampling method should be used, if cases are used for hypotheses testing. Even a case-
control design would have resulted in the inclusion of far too many middle-to-high-
income countries in our sample. Those countries might well be difterent from poor
countries and they might have less to teach us about civil war.

According to King et al. (1994, 141), selecting “observations across a range of values of
the dependent variable” is a legitimate “alternative to choosing observations on the
explanatory variable.” Some of our cases are not included in the CH estimations of civil
war risk because of missing data. We select such cases on the basis of IVs and of general
interest in the case.Where possible (see Bosnia chapter), we filled in those missing data
points and reestimated the CH model, obtaining predictions for those cases. Then we
compared those predictions to actual events and to the model’s average predictions for
the population of cases.

In each chapter, authors refer to the estimated civil war risk for each period in their
country, according to the CH model. In several cases, authors reestimate that risk after
making small changes to the CH model and data, or after filling in missing data. These
probability estimates are often different from the CH estimates, if the CH estimates have
miscoded some variables or if they have not coded some episodes of civil war.

The risk of civil war varies over time. Each case in our project offers several observa-
tions, as it includes both periods of war and periods of no war (or, alternatively, periods
of both high and low risk of civil war).

By contrast, Mill’s “method of agreement” identifies necessary conditions that are linked
to the observation of a positive outcome.

Selecting on the independent variables does not introduce any bias, but may reduce
efficiency of parameter estimates. See KKV (1994, 137).

We did not use a research design that depended entirely on categories of the explana-
tory variables because the aim of such a design is to “find out the values of the depend-
ent variable.” See King et al. (1994, 139). As mentioned earlier, we already knew where
the civil wars had happened.
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36. King et al. (1994, 94) write that “If the process by which the values of the explanatory
variables are ‘assigned’ is not independent of the dependent variables, we can still meet
the conditional independence assumption if we learn about this process and include a
measure of it among our control variables.”They also write that, if cases are selected on
the basis of values of a given variable, that variable must be controlled for in the model.
Thus, we only selected cases on the basis of variables from the CH model.

37. Studies on the following countries were commissioned, but not completed: Afghanistan,
El Salvador, Moldova, Somalia, Sri Lanka, Uganda.

38. Thus, we agree with Huber (1996, 141) that case studies illuminate “the logic of the
argument rather than the validity of its empirical claims . . . [they] yield a story about
why . . . variables should be related to each other”

39. Omitted variable bias occurs when a variable is omitted that is correlated with the
dependent variable and one or more of the included explanatory variables (King et al.
1994, 169). Endogeneity, in its purest form, refers to simultaneous causation between Y
and one or more of the X’s. Selection bias refers to the problem of observing an out-
come only as a function of an unobserved variable, though there can also be selection
on observables.

40. See Elbadawi and Sambanis (2002) and Sambanis (2002) for a discussion of endogene-
ity and selection problems in the quantitative literature on civil war.

41. Another reason to forego a random sampling rule is that, if there is heterogeneity in the

data, random sampling would not result in a representative sample.
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R esources and Rebellion
in Aceh, Indonesia

MICHAEL L. ROSS

ndonesia is large, poor, and resource abundant, and has had a history of political

violence. It should be no surprise that it suffered from a civil war in 1989-91 and

then again at the start of 1999. Both of these conflicts took place in the western-
most province of Aceh. How well does the Collier-Hoefler (CH) model explain the
Aceh conflicts?

To answer this question this study focuses on the rise of Aceh’s rebel organization,
known as GAM (Gerakan Aceh Merdeka, Aceh Freedom Movement).! GAM has had
three incarnations: the first in 197679, when it was small and ill-equipped, and was
easily suppressed by the military; the second in 1989-91, when it was larger, better
trained, and better equipped, and was only put down through harsh security meas-
ures; and the third beginning in 1999, when it became larger and better funded than
ever before, challenging the Indonesian government’s control of the province (see
table 2.1). This chapter explains why GAM arose at each of these times, and why,
between 1976 and 2002, it steadily grew larger and more powerful.

Although Indonesia has frequently suffered from violent conflict, the civil wars
in Aceh have been the country’s only civil wars since 1960, if the standard definition
of civil wars is applied.? A government-sponsored slaughter in 1965-66 killed
between 100,000 and 1 million people, but this was a one-sided massacre in which
government forces suffered few casualties, and the victims were civilians, not a rebel
army. The Indonesian government invaded the Dutch colony of Netherlands New
Guinea in 1962, and the Portuguese colony of East Timor in 1975, causing many
thousands of deaths in each territory. Since these were invasions of foreign territory,
however, they cannot be classified as “internal” conflicts.® In 1999-2000, there were
bloody clashes between Christians and Muslims in Indonesia’s Molucca Islands; these
too do not qualify as civil wars, since the parties fought each other, not the govern-
ment. Only the conflicts between the Indonesian government and GAM—which
resulted in over 1,000 deaths in 1990, 1991, 2000, 2001, 2002, and possibly several
other years—qualify as civil wars.

This chapter makes several arguments. The first is that the civil war in Aceh can
be largely explained by the central insights of the CH model, particularly its stress on
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Table 2.1 The Three Incarnations of GAM

Organization Years Active members Casualties

GAM I 1976-79 25-200 >100

GAM I 1989-91 200-750 1990-92: 2,000-10,000

GAM III 1999— 15-27,000 1999: 393
2000: 1,041
2001: 1,700
2002:1,230

the importance of rebel financing, poverty, and the effects of past conflict. The sec-
ond argument is that to provide a more complete explanation of Indonesia’s civil
wars, it is useful to include four additional factors: charismatic leadership, which
appeared in the form of GAM’ founder, Hasan di Tiro; popular grievances, which
influenced the willingness of the Acehnese to support GAM; demonstration effects,
which came from the referendum for independence in another Indonesian province,
East Timor; and government credibility, which dropped sharply between 1987 and
1999 and made it virtually impossible for the Indonesian government to placate the
Acehnese people with an offer of local autonomy.

The third argument is that even though Aceh’s abundance of primary com-
modities had an important influence on the civil war (as Collier and HoefHer pre-
dict), this effect occurred through difterent causal mechanisms than the one that they
suggest. Collier and HoefHler suggest that commodities increase the risk of civil war
because they offer rebels an easy source of start-up funding. Even though Aceh is rich
in natural resources, it provided the rebels with no start-up funding; yet it did con-
tribute to the onset of the war in three other ways: by creating grievances over the
distribution of resource revenues; by introducing a larger and more aggressive mili-
tary presence into the province; and possibly by making the government’s offer of
regional autonomy less credible.*

This study 1s organized into three sections and a brief conclusion. The first sec-
tion examines the rise and fall of GAM between 1976 and 1979; the second, GAM’s
rise and fall between 1989 and 1991; and the third, GAM?’ return and growth
between 1999 and 2003. Each of these sections looks at the factors that influenced
the risk of civil war in Indonesia as a whole, and in Aceh as a region, on the eve of
GAM’s incarnation and describes GAM’s organization, funding, strategies, and activ-
ities, and the government’s response. The conclusion summarizes the analysis and
examines in greater detail the role of Aceh’s natural resource wealth.

Conflict Risk in Indonesia and Aceh, 1976
Indonesia

In 1976, Indonesia faced a relatively high risk of civil war because of a combination
of ethnic, geographical, economic, political, and historical factors. Indonesia’s ethnic
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composition had, and still has, both positive and negative implications for the coun-
try’s risk of civil war. It is among the most ethnically diverse countries in the world,
home to perhaps 300 distinct language groups. In at least some instances, this extra-
ordinary level of diversity has probably reduced the risk of civil war by making it
more difficult for aggrieved groups to form large alliances against the state. In West
Papua, for example, members of the long-standing pro-separatist organization
Organisasi Papua Merdeka have had difficulty forming a united front, because of ani-
mosity among the province’s tribes.

Indonesia’s ethnic composition poses a civil war risk, however, because of the
dominance of the largest “ethnic” group, the Javanese. In 1976, the ethnic Javanese
constituted 45 percent of the population; the Sundanese, who are often grouped with
the Javanese because they, like the Javanese, are concentrated on the island of Java,
constituted another 15 percent of the population. Whether they are treated as 45 per-
cent or 60 percent of the population, the size of this group has often contributed to
antagonism between Indonesians who are indigenous to Java, and those from other
islands. Non-Javanese people see Indonesia’s government and military as Javanese-
controlled.

Viewed along religious lines, Indonesia suffers from a second type of ethnic dom-
inance: close to 90 percent of the population is Muslim. In Indonesia’s predominantly
non-Muslim areas—FEast Timor, Nusa Tenggara, and West Papua—this has at times
produced a profound fear of Muslim supremacy. Although Indonesia is not an
Islamic state, and Indonesia’s governments have generally supported the religious
rights of minorities, the rebellions in East Timor and West Papua have both been
partly motivated by a fear of Muslim dominance.

Indonesia’s economic status in the mid-1970s also produced a significant conflict
risk. Indonesia is a low-income country, and per capita in 1976 was just $395 (in con-
stant 1995 dollars) (World Bank 2001). Moreover, in 1976 Indonesia was highly
dependent on the export of natural resources, with a resource export-to-gross
domestic product (GDP) ratio of 19.4 percent. This was due to a boom in both oil
and timber exports in the early 1970s.%

At the same time, there were several economic factors that mitigated this risk.
Economic growth was steady and high, averaging 7.8 percent from 1970 to 1979
and never falling below 6 percent. Income inequality has been, and remains, rela-
tively low: its Gini coefficient was 34.6, which is relatively favorable for a low-
income country. A 1987 survey found that the poorest 20 percent of households
had 8.8 percent of national income. This is a greater share than in all but one low-
income state and two lower-middle-income states for which data were available
(World Bank 1992).

By 1976, Indonesia had suffered from a history of violent conflict, although that
conflict is usually not coded by scholars as a““civil war.” In 1965—66,between 100,000
and 1 million Indonesians were killed by the military and citizen groups supported
by the military, as part of an effort to eradicate the influence of the Indonesian
Communist Party (PKI).The slaughter was touched oft by a coup and countercoup
that eventually toppled President Sukarno, and replaced him with Major General
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Suharto. Because these killings took the form of a massacre of mostly unarmed civil-
ians, scholars generally do not treat this event as a civil war. Nevertheless, if a recent
prior conflict raises the danger of a future conflict by producing unresolved griev-
ances, the 1965—66 slaughter may have heightened the risk of subsequent conflict.

Finally, the absence of a large diaspora may have reduced Indonesia’s civil war
risk. Although most adjacent countries provide no data on Indonesian migrants,
Indonesians commonly migrate to other islands within the archipelago, not to other
countries. The largest populations of overseas Indonesians are almost certainly found
in Malaysia, Singapore, and Thailand.

Aceh

While Indonesia’s 1976 conflict risk was high, it was not equally high across the
country’s 26 provinces and 13,000 islands. Within Indonesia, the conflict risk may
have been atypically high in the westernmost province of Aceh.

Even though Indonesia as a whole is ethnically diverse, Aceh is relatively homo-
geneous.Virtually all of Aceh’s 2.26 million people in 1976 were Muslim;and 21 per-
cent belonged to ethnic minority groups, including the Gayonese (10 percent), the
Tamiang Malays (9 percent), and the Alas (2 percent). However, these groups posed
no obstacles to the formation of a separatist movement (Central Bureau of Statistics
1971; King and Rasjid, 1988). Indeed, one report suggested that members of the
largest minority group, the Gayonese, had joined the Acehnese separatists in attack-
ing Javanese settlers (7empo 2001b).°

Aceh’s geography is also a risk factor: 53 percent of the land is “steep” (having
more than 25 percent slope) and 36 percent is “very steep” (more than 45 percent
slope) (Dawood and Sjafrizal 1989). Mountainous terrain can help provide a safe
haven for a guerrilla army that is outnumbered by government forces.

In general, Aceh’s economy did not pose any special risk.” According to a national
survey in 1971 (which predates the development of major energy resources on
Aceh),Aceh’s per capita GDP was 97 percent of the national average. Between 1971
and 1975, Aceh’s real annual growth rate averaged 5.2 percent; this was below the
national average but still robust (Hill and Weidemann 1989).

Although there is no reliable information on inequality in Aceh in the mid-1970s,
there is substantial evidence that poverty rates were low, due in part to a large sur-
plus of rice, the staple food crop. In 1980, just 1.8 percent of the rural population and
1.7 percent of the urban population were below the poverty line; these were among
the lowest rates in the country. Health standards were also relatively high and
improved substantially during the 1970s: in 1969, infant mortality rates were 131 per
1,000, slightly below the national rate of 141 per 1,000. By 1977, Aceh’s rates had
dropped to 91 per 1,000, while national rates fell to 108 per 1,000. Life expectancy
was also better than the national average and improved sharply between 1969 and
1977 (Hill and Weidemann 1989).

Even before the rise of GAM, Aceh had a long history of violent conflict. In the
19th century, the independent sultanate of Aceh oftered the fiercest resistance to
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Dutch colonial rule in Indonesia, and was only subjugated after 30 years of brutal
warfare (1873-1903). Although the Acehnese people broadly supported the creation
of the Indonesian Republic in the late 1940s, Aceh was the site of a 195362 rebel-
lion led by Teungku Daud Beureueh. Importantly, the rebellion did not call for
Acehnese independence, but rather, greater local autonomy and a stronger role for
Islam in the national government.® After several years of negotiations, the rebellion
ended when the government offered Aceh status as a “special region” (Daerah
Lstimewa) with autonomy over religious, cultural, and educational affairs. But in 1968,
shortly after Suharto came to power, the Acehnese government’s special autonomy
was effectively revoked.

Aceh’s history as an independent sultanate, and the revocation of special auton-
omy, contributed to a sense of political grievance toward Jakarta, and was reflected
in the national elections of 1971 and 1977.The Suharto regime used myriad forms
of coercion to produce a large majority at the national level for its own party
(known as Golkar); but in Aceh, a rival, Muslim-oriented party (the Development
Unity Party, or PPP) enjoyed unique popularity. In 1971, Golkar won 49.7 of Aceh’s
votes, versus 48.9 percent for the group of parties that later became the PPP.In 1977
Golkar won just 41.0 percent of the vote, while the PPP won 57.5 percent; Aceh
was one of just two provinces that did not give Golkar at least a plurality (King and
Rasjid 1988).

Finally, there was a small but notable Acehnese diaspora in 1976.Aceh lies along
the Malacca Straits, which has long been a migration route to mainland Southeast
Asia. Although no figures are available from adjacent countries for the 1970s, in
1991 an estimated 10,000 Acehnese were living in Malaysia (Vatikiotis 1991).

The Rise and Fall of GAM 1

In the mid-1970s, these factors contributed to the foundation of GAM, a separatist
rebel movement. During its 1976-79 incarnation, GAM was small and under-
financed and was easily suppressed by the government. Still, the brief 1976-79
incarnation of GAM would contribute to the resurgence of GAM in 1989-91,
which in turn led to GAM’s return in 1999.

It is hard to imagine the foundation of GAM without the efforts of Hasan
Muhammad diTiro. di Tiro came from a prominent Acehnese family in the Acehnese
district of Pidie; he was the grandson of Teungku Chik di Tiro, a renowned hero of
Aceh’s war against Dutch colonial rule. In the early 1950s, di Tiro lived in New York
City and worked at the Indonesian Mission to the United Nations. In 1953, he quit
to support the Daud Beureueh rebellion.

In early 1976, di Tiro secretly returned to Indonesia to build a new guerrilla
movement dedicated to Acehnese independence. He recruited a cadre of young
intellectuals, tried but failed to gain Daud Beureueh’s endorsement, and issued a
“Declaration of Independence of Acheh-Sumatra.”” The declaration ofters a glimpse
of di Tiro’s rationales: It presents a romantic account of Aceh’s history as an inde-
pendent state; it denounces the “illegal transfer of sovereignty over our fatherland by



40 Understanding Civil War

the old, Dutch, colonialists to the new, Javanese colonialists”; it claims that Aceh has
been impoverished by Javanese rule, stating that “the life-expectancy of our people
is 34 years and is decreasing”’; and it blames these economic hardships on the central
government’s appropriation of revenue from Aceh’s new natural gas facility: “Acheh,
Sumatra, has been producing a revenue of over 15 billion US dollars yearly for the
Javanese neo-colonialists, which they used totally for the benefit of Java and the
Javanese.”

Some of the declaration’s assertions had little empirical basis. Life expectancy in
Aceh rose from 48.5 years in 1969 to 55.5 years in 1977; by contrast, life expectancy
in Indonesia as a whole was 46.5 years in 1969 and 52.5 years in 1977 (Hill and
Weidemann 1989). Aceh was also not yet producing the $15 billion for “the
Javanese” as the declaration claimed, but the allusion to Aceh’s mineral wealth fore-
shadowed GAM’s preoccupation with the province’s natural resources.

The declaration is notable for what it does not say: It makes no mention of Islam,
an issue that was central to the Daud Beureueh rebellion and a major source of dis-
satisfaction with Jakarta. Acehnese tend to be more devout than their fellow
Indonesians, and at the polls favored the Islamic PPP over the secular Golkar. The
declaration also fails to mention the Suharto government’s authoritarian rule and
does not call for a federal Indonesia with greater autonomy for Aceh, a position pre-
viously advocated by di Tiro (di Tiro [1958] 1999).

di Tiro’s decision to back independence, not federalism, was influenced by his
efforts to find a message that appealed to both the Acehnese people, and to foreign
governments that could fund the movement. After quitting his United Nations post
in 1953, di Tiro had tried to raise funds and purchase arms for the Daud Beureueh
rebellion. Therefore, he must have been acutely aware of the need to appeal to for-
eign funders.

di Tiro believed that foreign governments would not support a movement that
called for Aceh’s autonomy within an Indonesian federation, since this would be
regarded as a purely domestic affair. If the movement called for Acehnese independ-
ence, he reasoned, foreign governments would be more likely to lend their support.
He may have also chosen independence as a goal for a second reason: the Daud
Beureueh rebellion—which the young di Tiro passionately supported—ended in
1962 when the central government agreed to grant Aceh a special level of autonomy
within the Indonesian state. Jakarta never fulfilled its promise, and Aceh remained a
“special aera” in name only. Any future pledges of autonomy would have little cred-
ibility in di Tiro’s mind, and were pointless to pursue.

He apparently decided not to make appeals based on Islam, for fear it would alien-
ate potential foreign backers. This was a critical decision, because it apparently cost
diTiro the support of Daud Beureueh himself, along with his energetic and experi-
enced supporters (Sjamsuddin 1984).1° di Tiro solicited aid from the CIA, but with-
out success.

Instead of raising the issues of Islam or democracy, di Tiro focused on Aceh’s new
status as an exporter of liquefied natural gas (LNG). Mobil Oil had discovered
immense deposits of gas in Aceh in 1971, near the town of Lhokseumawe; there was
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enough to generate $2—$3 billion annually in export revenues over a 20- to 30-year
period.! To exploit these reserves, Mobil entered into a joint venture with Pertamina,
the Indonesian oil parastatal, and Jilco, a Japanese consortium. Production began in
1977, reaching maximum capacity in 1988 (Dawood and Sjafrizal 1989).

There were considerable economic benefits for Aceh from the LNG boom.
During construction, the new facility employed 8,000—12,000 people; during the
peak years of production, it employed between 5,000 and 6,000. Since local infra-
structure was poor, Mobil also built new roads, schools, medical facilities, and
4,000-5,000 new houses. Along with the processing facility came several down-
stream industries, including a fertilizer plant and a chemicals plant (Dawood and
Sjafrizal 1989).

There can be little doubt that the new LNG complex was welcomed in Aceh. The
government initially planned to extract the gas and ship it to North Sumatra, an adja-
cent province with a more quiescent reputation, for processing. After strong Acehnese
protests, they agreed to build the industrial complex in Aceh (Sjamsuddin 1984).

Still, the LNG complex also produced resentments. Locals believed that the pro-
ject employed too few Acehnese, and that local firms were unfairly excluded from
consideration. Mobil officials suggested that they employed as many Acehnese as
they could, but were often forced to rely on Indonesians from other parts of the
country who had more skills and experience.!? Hasan diTiro was personally famil-
iar with these resentments. In 1974, he had lost to Bechtel,a U.S. firm, in a bidding
competition to build one of the pipelines (Robinson 1998). GAM was not opposed
to the LNG facility itself, but it did object to the payment of royalties to the cen-
tral government.'?

In its 1976—79 incarnation, GAM was small and engaged in few military activi-
ties. It never controlled any territory, and it was forced to move on as soon as its pres-
ence was discovered by the Indonesian army. Estimates of its active membership
range from two dozen to 200. Some of its fighters were apparently forced to join the
movement. Much of GAM’s activity consisted of distributing pamphlets and raising
an Acehnese flag. They possessed only a “few old guns and remnants from World
War II,” and extorted money from townspeople to support their efforts. At times,
di Tiro and his men went for days without food (Hiorth 1986; Sjamsuddin 1984).

Several of their most significant actions were directed against the LNG facility.
Around 1977, GAM guerrillas stole the facility’s payroll. In December 1977, GAM
shot two American workers at the plant, killing one. The shootings occurred when
GAM rebels tried to arrange a secret meeting with an Acehnese manager for the
LNG plant, to “discuss ways and means to protect the LNG plant . . . from possible
damage from the raging guerrilla warfare around it” (diTiro 1984). diTiro’s descrip-
tion implies that GAM may have been trying to extort protection money from the
facility.

The government responded to GAM’s emergence with a combination of military
force and economic programs. Suspects were arrested and tortured; women and chil-
dren were held as hostages by the government when their husbands evaded arrest;and
between August 1977 and August 1980, 30 men in Aceh were shot dead in public
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without due process. At the same time, the government initiated new road projects,
installed new television relay stations in remote rural areas, and persuaded civic lead-
ers, including some who had been involved in the Daud Beureueh rebellion to
oppose GAM. Daud Beureueh himself was flown to Jakarta to make sure he would
not throw his support behind di Tiro. In 1979, di Tiro was forced to leave the coun-
try, and most of his followers either fled with him or were killed by the military. The
military’s operations against GAM continued until 1982, and trials of suspected GAM
supporters continued until 1984 (Kell 1995; Sjamsuddin 1984).

By the early 1980s, GAM had effectively disappeared. Its activities lasted barely
two years and attracted only a handful of backers. It was chronically short of funds
and arms and was easily extinguished by government forces. Although Aceh was the
site of an earlier rebellion, GAM was unable to attract the support of key backers of
the previous movement. The LNG facility was just starting production, and had not
yet generated the resentments and disappointments that would later provide GAM
with widespread sympathy. It was not a time well suited to rebellion.

Conflict Risk in Aceh, 1989

Between 1979 and 1989, Aceh enjoyed swift economic growth, yet the province’s
risk of conflict escalated as a boom in LNG production created new grievances. The
late 1970s and the 1980s were a period of exceptional economic performance in
Aceh, characterized by strong growth across all sectors. Aceh’s agricultural GDP
grew, in real terms, at an average annual rate of 7.6 percent from 1975 to 1984, and
atjust under 5 percent from 1984 to 1989. Aceh’s manufacturing sector did even bet-
ter, growing at an average rate of 13.7 percent between 1975 and 1984, and at almost
8 percent annually from 1984 to 1989. But the economy’s most striking feature was
the LNG boom. In 1976, oil and gas accounted for less than 17 percent of the
province’s GDP; by 1989, it accounted for 69.5 percent. Thanks to these trends,
Aceh’s per capita GDP (excluding the value of oil and gas) kept pace with Indonesia’s
quickly rising incomes. !

This rapid growth, ironically, may have caused social disruptions that eventually
contributed to the 1989 return of GAM. Between 1974 and 1987, the district of
North Aceh, which included P. T. Arun, Mobil’s natural gas facility, rose in popula-
tion from 490,000 to 755,000; social amenities and infrastructure for workers and
job seekers were severely overstretched. Some 50,000 migrants from other parts of
Indonesia had also come to Aceh, largely attracted by the oil and gas boom (Hiorth
1986). Rapid urbanization, the incursion of the non-Acehnese, land seizures, pollu-
tion, and competition for jobs in the industrial sector all contributed to tensions that
facilitated GAM’s 1989 re-emergence (Kell 1995).

There were also several political developments that appeared to increase popular
support for the central government, at least through 1987; however, from 1987 to
1989, this trend may have reversed. In 1984, top officials in the ruling Golkar party
began a strategy to increase the party’s popularity in Aceh by appointing a popular
figure as governor, launching new development projects, and obtaining the endorse-
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ment of religious leaders (including Daud Beureueh himself) who had formerly
supported the opposition PPP. These efforts led to a jump in Golkar’s share of
the popular vote, from 37 percent in 1982 to 51.8 percent in 1987. But the boost
was temporary. Shortly after the election, Aceh’s development budget dropped
by 36 percent, and many campaign promises went unfulfilled (King and Rasjid 1988;
Liddle 1988).

The Rise and Fall of GAM II

GAM’s second coming in 1989 was aided by three factors: support from a foreign
government, assistance from local Indonesian security officers,and grievances among
the population. Even though GAM was larger and better equipped in 1989 than it
had been a decade earlier, it still failed to win widespread support, perhaps because
of the region’s strong economic performance.

After slipping out of Indonesia in 1979, Hasan di Tiro and some of his top advi-
sors moved to Sweden, where they set up an Acehnese government-in-exile. Around
1986, GAM made contact with the Libyan government. In 1986 or 1987, GAM
began to receive Libyan support, as part of dictator Muammar Qaddafi’s efforts to
promote insurgencies worldwide (Kell 1995). Between 250 and 2,000 GAM recruits,
drawn primarily from the Acehnese population in Malaysia, received military and
ideological training in Libya in the late 1980s.'* In 1989, between 150 and 800 Libya-
trained fighters slipped into Aceh from Malaysia and Singapore (Vatikiotis 1991).

There is also evidence that GAM received a boost from defecting government
troops. Amnesty International (1993) notes that in early 1989 at least 47 military
officers based in Aceh were dismissed, possibly because of an antinarcotics cam-
paign. Around the same time, “dozens” of ex-military and police ofticers joined
GAM and began to attack military installations and personnel. These defections
may help explain both the timing of GAM’s re-emergence and its surprising
strength (Vatikiotis 1990).

Grievances against the corruption, gambling, and prostitution associated with the
transmigrants who were drawn to Aceh by the LNG boom were another factor. In
1988-89, these grievances produced a series of local protests.

In May 1988, for example, villagers of Idi Cut, Aceh Timur, burned down
the local police station following reports that a police officer had sexually
assaulted a local woman. In August, a hotel in Lhokseumawe, Aceh Utara,
was bombed following repeated complaints by the local community that
it was being used as a prostitution centre. In March 1989, an estimated
8,000 people rioted in the same town destroying a military-owned build-
ing in which a circus, considered offensive by local Islamic leaders, was due
to perform. (Al 1993, 8)

GAM was far more aggressive in 1989 than it had been in 1977, both as a result
of its larger size and better training. From early 1989 to early 1990, it attacked only
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Indonesian police and army units, killing about two dozen officers.!¢ In mid-1990,
it began targeting civil authorities, commercial property, suspected government
informers, and non-Acehnese settlers in the Lhokseumawe area (Al 1993).

GAM’s activities were more widespread geographically than they had been a
decade earlier, but they were still concentrated along Aceh’s northeastern coast, in
the districts of Pidie, North Aceh, and East Aceh. Although GAM controlled no
territory, it had a rudimentary command structure in these districts, and could
mobilize guerrillas for hit-and-run attacks and ambushes (Vatikiotis 1991). North
Aceh was also the home of the LNG complex, and both North Aceh and East Aceh
had been sites of the 1988—89 protests. Many observers connected the rebellion to
grievances caused by the LNG boom, including disputes over the distribution of
high-paying jobs and revenues, official corruption, and the un-Islamic behavior of
non-Acehnese migrants (Kell 1995; Robinson 1998; Vatikiotis 1990, 1991).

Estimates of GAM’s strength in 1989-91 range from 200 to 750 active mem-
bers. Although Libya had provided training, it did not offer GAM any additional
funds or weaponry. Some money was apparently raised among the Acehnese living
in Malaysia. GAM also stole (or, perhaps, purchased) weapons from Indonesian secu-
rity forces, obtaining some 200 automatic rifles and light machine guns by June
1990. Still, guns were scarce, and guerillas were reportedly forced to share their arms
(Kell 1995).

Until mid-1990, the government responded to the attacks on its forces in a rela-
tively low-key manner. But in June 1990, President Suharto ordered 6,000 additional
troops to Aceh, including special counterinsurgency units. From this point forward,
Aceh was regarded as a“DOM” (Daerah Operasi Militar, ““area of military operations”),
a designation that has no fixed definition or legal status but implies that the military
can conduct its operations with impunity.'”

The government’s response was successful in the short term. By the end of
1991, many of GAM? field commanders had been captured or killed. But the gov-
ernment’s brutality produced a deep-seated antipathy toward Jakarta and ultimately
contributed to GAM’s third incarnation in 1999.

Independent estimates of the death toll during the 1990-92 period range from
just under 2,000 to 10,000.The vast majority of deaths were caused by the govern-
ment (A 1993;1CG 2001a). Although human rights violations continued after 1993,
only a handful of additional deaths were recorded.

Conflict Risk in Aceh, 1999

By 1999, Aceh’s conflict risk had risen sharply, due to five developments: an eco-
nomic crisis, a transition from authoritarian rule to partial democracy, the demon-
stration effect from a successful referendum for independence in the province of East
Timor, the proximity of the 1989-91 carnage, and a decline in the credibility of the
central government.

From 1989 to 1996, the economy in Aceh, as in Indonesia as a whole, continued
its rapid growth. But in mid-1997, a currency crisis in Thailand triggered a run on
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the Indonesian rupiah, leading to a banking crisis, capital flight, and a sudden eco-
nomic collapse. The economy contracted by 17.8 percent in 1998 and grew just
0.4 percent in 1999.The crisis was less severe in Aceh than it was in the rest of the
country. Nevertheless, Aceh’s non-oil and gas GDP declined by 5.9 percent in 1998
and 2.9 percent in 1999. This produced a jump in unemployment and under-
employment: In 1998 alone, the size of the official labor force dropped 37.3 per-
cent. Aceh remained overwhelmingly dependent on natural resources. In 1998,
oil and gas accounted for 65 percent of Aceh’s GDP and 92.7 percent of its
exports, although it employed only one-third of 1 percent of the province’s labor
force (BPS Aceh 1999, 2000).

In May 1998, President Suharto was forced to resign after 32 years in power; he
was replaced by Indonesia’s vice president, B. J. Habibie. After parliamentary elec-
tions, Habibie was succeeded in October 1999 by Abdurrahman Wahid, who
headed a new coalition government. The move from authoritarian rule to partial
democracy appeared to raise the likelihood of conflict. Many cross-national studies
suggest that partial democracies face an unusually high risk of civil war, since
aggrieved constituencies may be able to organize, but their grievances cannot be
adequately addressed through the electoral system (DeNardo 1985; Hegre et al.
2001). This would prove to be true in Aceh: People became free to express their
grievances toward Jakarta, but the electoral system was too weak to facilitate a
peaceful solution.'®

Suharto’s fall led to a pair of developments that further raised the conflict risk in
Aceh:the independence referendum in East Timor and the loss of government cred-
ibility. In January 1999, President Habibie announced that East Timor would be
allowed to secede from the Indonesian Republic, if its citizens voted to do so in a
province-wide referendum. Within weeks, student groups in Aceh had formed
organizations calling for a similar referendum. East Timor’s referendum was held in
September 1999, and produced an overwhelming vote for independence. The fol-
lowing month there were massive marches across Aceh in support of a similar refer-
endum. In November 1999, hundreds of thousands of people—and according to
some estimates, as many as 1 million people—gathered in the Acehnese capital, Banda
Aceh, to hold a rally in support of the referendum. According to polls taken by a lead-
ing pro-referendum nongovernmental organization and the virtually unanimous
perception of outside observers, a freely held referendum would have produced a
strong vote for independence.

Political leaders in Jakarta were keenly aware of growing support for independ-
ence in Aceh and took a series of measures to defuse it. In late July 1998, a fact-
finding team from the national parliament admitted that serious human rights
violations had occurred in Aceh between 1990 and 1998. In early August 1998,
armed forces chief Wiranto visited Aceh to announce a withdrawal of combat forces
and an end to the DOM, and to apologize for the army’s human rights abuses. In
March 1999, President Habibie visited Aceh himself and pledged to aid the region’s
economy, to help children orphaned by the conflict, and to establish a commission
to examine human rights abuses by the security forces (Robinson 1998).
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The government also adopted new legislation to address Acehnese grievances.
In late April 1999, the parliament adopted a pair of decentralization laws (Nos. 22
and 25 of 1999) that gave all of Indonesia’s regional and local governments exten-
sive powers, and enabled them to retain much of the income from the extraction
of natural resources in their own regions—including 15 percent of the net public
income from oil, 30 percent from natural gas, and 80 percent from timber (which is
also abundant in Aceh). The parliament adopted a third law (No. 44 of 1999) that
affirmed Aceh’s right to control its own cultural, religious, and educational affairs.

These developments should have made Aceh’s status as a member of the Indonesian
republic more attractive and independence less attractive for Aceh’s citizens and politi-
cians. They should have thereby reduced the likelihood that a new civil war would
break out. The fact that they failed points to another critical development: a deteri-
oration in the credibility of the government’s commitments toward Aceh.

If the government’s pledges in 1998 and 1999 were credible, the notion of inde-
pendence, a risky option that appeared to have little popular support before the late
1980s,' should have been unappealing to most Acehnese. But if these commitments
were not credible, then the only way that the Acehnese people could be certain they
would no longer suffer from the Indonesian military’s brutality, and would retain
control of the province’s resource wealth, was to secede from the rest of the country.

The central government’s poor credibility in Aceh could be traced back to sev-
eral events: the founding of the republic, when the government refused to make Aceh
a separate province, despite Aceh’s history as an independent state; actions in 1968
when the Suharto government effectively abrogated the 1963 agreement that
granted Aceh special autonomy; and the failure of the Suharto government to fulfill
the promises it made to Aceh during the 1987 election campaign.

However low it was initially, the government’s credibility seemed to fall even fur-
ther beginning in 1998 because of a series of events: the revelations about the gov-
ernment’s human rights abuses in Aceh, which followed years of denials; President
Habibie’s failure to keep his pledge to bring human rights violators to justice;
President Wahid’s failure to fulfill his promises to support the Aceh referendum, pros-
ecute human rights violators at all ranks, and withdraw nonlocal troops from the
province; armed forces chief Wiranto’s reversal of his August 1998 promise to
withdraw combat forces from Aceh; and the government’s failure to stop the mili-
tary’s attacks on civilians. The most notably of these were the May 1999 massacre
of some 40 peaceful demonstrators near Lhokseumawe, and the July 1999 massacre
of between 57 and 70 people at an Islamic boarding school in Beutong Ateuh.

In March 2000, historian Anthony Reid wrote that “During the past year, the
overwhelming evidence of military atrocities has rapidly eroded” the belief in
national unity formerly held by many Acehnese (Reid 2000). Political scientist
Harold Crouch concluded in June 2001:

The credibility of the central government in Aceh is close to zero, amongst all
sections of the population. Given a history of promises made and broken since
the 1950s, even the minority of Acehnese who see autonomy as the best solu-
tion have little trust in Jakarta’s good faith. (ICG 2001b)
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The Acehnese people, hence, had little reason to believe that the government’s
offer of regional autonomy, and freedom from further atrocities, would be kept. The
central government’s reliance on natural gas revenues from Aceh, which in 1998 were
worth $1.2 billion, and provided the government with 9 percent of its total govern-
ment revenues, may have made these promises even less credible because it convinced
the Acehnese that the government would not be financially able to fulfill its prom-
ise to allow the province to retain more of its resource revenues.?’ The belief that
Jakarta would not give Aceh true autonomy—and that its promises could not be
trusted—helped make independence seem like the most practical solution.

Finally, the proximity of the 1989-91 civil war made a renewal of conflict more
likely, as grievances toward the military grew. Soon after Suharto was removed from
office, Aceh’s newly freed media publicized reports of summary executions, torture,
rape, and theft committed by the military over the previous decade. When combat
troops started to pull out of Lhokseumawe in August 1998, crowds stoned departing
trucks and attacked the provincial office of the ruling Golkar party. In Guempang
Minyek, villagers destroyed a Special Forces interrogation center where suspects were
allegedly tortured. According to a foreign journalist, “In Aceh, loathing of the mili-
tary’s brutal legacy extends from the humblest villager to the highest provincial offi-
cial” (McBeth 1998).

The propinquity of the 1990-98 conflict also had a second, more concrete effect:
It provided GAM with a pool of willing recruits, aspiring to take vengeance on the
military.

The Rise of GAM 111

Between 1991 and 1998, there were few signs of GAM activity in Aceh and many
locals came to believe that GAM no longer existed. After the government lifted the
DOM in August 1998, there were reports of pro-independence neighborhood ral-
lies, and displays of GAM banners and flags. Several Acehnese who had worked for
the Indonesian Special Forces were killed or disappeared, although it was unclear
who was behind these events. A journalist who visited Aceh in mid-November 1998
found no trace of GAM (McBeth 1998).

Yet in early 1999, GAM reappeared and began to grow more quickly than it ever
had before. By July 1999, it reportedly had more than 800 men under arms, equipped
with assault rifles and grenade launchers. By mid-2001, GAM had 2,000-3,000 reg-
ular fighters, and an additional 13,000-24,000 militia members; it was reportedly in
control of 80 percent of Aceh’s villages (ICG 2001a).

The sudden return of GAM cannot be explained by a change in funding. GAM
appeared to have collected little revenue between 1991 and 1999, and it had lost
Libya’s sponsorship. The main causes for GAM’s successful re-emergence may be the
jump in popular support for Acehnese independence, resulting from the economic
crisis that made independence and the retention of LNG revenues seem more attrac-
tive; the revelations of human rights abuses; and the government’s low credibility. This
shift in public opinion made it easier for GAM to recruit new members and, per-
haps, to raise funds.”!
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At first GAM used force to conscript new members.?? Over time, however, it
began successfully to recruit the children of people who had been killed or tortured
by security forces under the DOM, offering them the opportunity to avenge their
parents. According to the Care Human Rights Forum, 16,375 children had been
orphaned during the 1990-98 military crackdown (McBeth 1998). By mid-2000,
these “children of the DOM victims” (anak korban DOM) constituted a significant
corps of GAM fighters.> The Jakarta Post reported on July 30, 2000, that most of
GAM’s new recruits were children of the DOM victims.>*

To fund itself, GAM used a combination of voluntary donations, taxes, extortion,
kidnapping,and the sale of timber and cannabis. According to Indonesian intelligence
sources interviewed by Schulze (2004), by 2003 GAM was collecting about 1.1 bil-
lion rupiah (approximately $130,000) a month through an extensive tax system
levied on personal and business income and schools across the province; funds were
also collected from Acehnese living in Malaysia, Thailand, and other parts of Sumatra,
often under the threat of violence (Djalal 2000; ICG 2001a; Schulze 2003). These
funding schemes were employed affer GAM’s reappearance. There are no indications
that GAM has received assistance from Libya, or any other foreign government, since
the late 1980s.

Members of GAM have also tried to raise money from the Lhokseumawe nat-
ural gas facility, through both direct and indirect forms of extortion. Between 1999
and March 2001, ExxonMobil reported a growing tally of violence and threats. Its
company vans and pickups had been hijacked about 50 times; company airplanes
were twice hit by ground fire when they tried to land; facilities were repeatedly
attacked with gunfire and grenades; company buses were bombed, or stopped and
burned, as they brought employees to work; four employees were killed while off-
duty; and other employees were threatened (Témpo 2001a). From March to July
2001, the company was forced to shut down the LNG facility because of a lack
of security.

Some of these security incidents may have been carried out by the army or by
ordinary criminals. At least one, the kidnapping of eight employees, who were briefly
held for ransom in May 2000, appeared to have been a freelance operation carried
out by GAM members without the leadership’s authorization. However, many of
these incidents were part of efforts by GAM to extort money from ExxonMobil, to
reduce the government’s gas revenues, or both. By ransoming oft a senior executive
in early 2001, GAM allegedly raised about 5 billion rupiah (around $500,000)
(Schulze 2004; Témpo 2001a). In March 2001, the GAM regional commander in the
Lhokseumawe area, Muzakir Mualim, explained, “We expect them [ExxonMobil]
to pay income tax to Aceh.We’re only talking about a few percent of the enormous
profit they have made from drilling under the earth of Aceh” (Tempo 2001a).%
Previously, GAM had pledged that it would not attack foreign companies; the LNG
facility attacks may represent a change in policy, or a split between the central GAM
leadership and the regional GAM command.

Asin 1977-79 and 1989-91, GAM has been hindered by a shortage of weapons.
Although in 2001-2002 it had between 15,000 and 27,000 regular and irregular



Resources and Rebellion in Aceh, Indonesia 49

soldiers, they were thought to have only 1,000-2,500 modern firearms, one or two
60-mm mortars, a handful of grenade launchers, and some land mines. Most GAM
fighters were armed with homemade or obsolete firearms, sharp or blunt instru-
ments, or explosives (Davis 2001; ICG 2001a). Many of GAM’s modern arms came
from the Indonesian military, often purchased from corrupt ofticers (Indonesian
Observer 2001; Lubis et al. 2000). GAM also purchased arms from Thailand and
Cambodia, although the Indonesian navy has made it increasingly difficult for GAM
to bring in weapons by boat (Davis 2001).

GAM’s organization inside Aceh appears somewhat decentralized. GAM’s military
commanders—Abdullah Syafi’ie until his death in January 2002, and Mazukkir Manaf
thereafter—have been appointed by the GAM leadership in Sweden and apparently
remained loyal to it. There are frequent reports, however, that discipline inside GAM’s
armed forces is poor, and that its military structure is highly decentralized. The dis-
juncture between GAM’s official policy of not attacking foreign companies and the
many attacks on the LNG facility may imply that GAM units in the Lhokseumawe
area are not fully under GAM’s central control. Indeed, the GAM unit in this area has
a reputation for being unusually violent, corrupt, and resistant to central control.?

GAM forces are divided into small groups of 10-20 men, who are at least for-
mally under one of 17 local commanders. Even though GAM activity has been con-
centrated in the three districts where the movement has traditionally been the
strongest—Pidie, East Aceh, and North Aceh—by 2000 GAM had a presence in
every part of the province except Sabang, an island in the far north.?”’

Because of GAM’s funding constraints, dearth of weapons, and limited man-
power, it may never be able to defeat the Indonesian army and police on the battle-
ground. Instead, it has developed a series of political tactics to build popular support
and draw attention to the Acehnese cause. Since 1999, at least five strategies have
been discernible.

The first has been a propaganda campaign that extols Aceh’s glorious history, and
denounces the “theft” of its mineral wealth by the Javanese. Speakers and pamphlets
commonly suggest that if independent, Aceh would be as wealthy as Brunei, the
oil-rich Islamic sultanate on nearby Borneo.This is an economic appeal, not a polit-
ical one: Brunei is much wealthier, but less democratic than Indonesia. It is also mis-
leading. If Aceh had been fiscally independent in 1998, its per capita GDP would
have been $1,257; this would be about one-third higher than Indonesia’s average
GDP, but not close to Brunei’s 1998 per capita income of $17,600.

The second strategy has been to mobilize public opinion against the Indonesian
government by denouncing, and possibly provoking, military repression. Until the
early 1990s, the central GAM messages were economic and historical. Since 1991,
GAM has also focused on the military’s human rights violations (Robinson 1998).
In an interview with a British journalist, Ilias Pase,a GAM commander, suggested
that GAM has at times provoked military reprisals in order to boost its support:

We know from experience how the security apparatus will respond [to our
activities]. They will kill civilians and burn their homes. This makes the
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people more loyal to the GAM. And the people in Jakarta and outside can
see that we are serious about our struggle. This is part of the guerrilla strat-
egy. (Dillon 2001)

The Indonesian military is, unfortunately, all too eager to respond to provocations
with brutality and, hence, fall into the trap set by GAM.?

The third strategy has been to disable the local government, and where possible,
to replace it with GAM’s own institutions. Hundreds of schools have been burned
down and scores of teachers killed. Many local politicians and civil servants have also
been killed, or recruited into GAM’s parallel government structure (Schulze 2004).
By 2001, as much as 80 percent of Aceh’s villages were under GAM’s control, and
across most of the province, the Indonesian government had ceased to function.

The fourth strategy has been to drive Javanese settlers out of Aceh. In mid-1999,
GAM forced at least 15,000 Javanese, some who had lived in Aceh since the 1970s,
out of their homes (McBeth et al. 1999). This may reflect, in part, GAM’s anti-
Javanese ideology, the association of the Javanese with the military (who are loathed),
and competition between the Acehnese and non-Acehnese over jobs. It also may
have been caused by the fear that the army would organize non-Acehnese settlers
into a militia to fight the separatists, as they did in East Timor. Indeed, by 2002 there
were widespread reports that Javanese militias had formed, although it was unclear if
they had been instigated by the military (ICG 2002; Tempo 2001b).

The final strategy has been to bring greater pressure on the Indonesian govern-
ment by attracting international attention and sympathy. One tactic has been to cul-
tivate the support of international human rights groups. Another approach, employed
in mid-1999, was to empty dozens of villages, and move between 80,000 and
100,000 Acehnese into 61 refugee camps, provoking a refugee crisis (Cohen 1999).
After drawing international media attention, villagers were allowed to return to their
villages and these camps were largely closed down. A third tactic has been to use
the promise of peace talks to draw in international actors as mediators and observers
(Schulze 2004).

The army and police have responded to GAM with their own mix of strategies.
These include attacking and killing GAM personnel, including its military leaders;
detaining and torturing anyone believed to have information about GAM, or to be
sympathetic to them; burning houses and buildings in villages where GAM may
have a presence, or that are simply near recent GAM activities; and forcibly recruit-
ing petty criminals and teenagers as informants. In 2001-02, the military and police
had approximately 30,000 personnel in Aceh; by mid-2003, the number had grown
to 50,000.They function in what the International Crisis Group calls “a virtual legal
vacuum’” and have committed a large number of atrocities (Human Rights Watch
2001; ICG 2001a).

The military’s failure to contain the rebel movement could be attributed to inep-
titude, corruption, and the profits generated by an ongoing conflict. Up and down
the chain of command, soldiers profit from the war, and the war has given a politi-
cal boost to the military as an institution (ICG 2001a). Efforts by both presidents
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Habibie and Wahid to find peaceful solutions were subverted, perhaps deliberately,
by the military.

The government and GAM have maintained a dialogue throughout much of the
conflict, assisted by the Henry Dunant Centre, a private Swiss organization. Yet
neither side seems willing to compromise on the core issue of Acehnese independ-
ence: GAM insists on it, and Jakarta rejects it. Still, the parties have twice agreed to
cease-fires. In May 2000, they agreed to a “humanitarian pause,” but this had little
influence on the intensity of the conflict or the casualty rate, and was abandoned in
2001. In December 2002, they adopted a “Cessation of Hostilities Framework
Agreement,” which was hailed as the first step toward a settlement. Although it led
to a sharp fall in the casualty rate, it was abandoned in May 2003 after being under-
mined by both GAM and the Indonesian military (Aspinall and Crouch 2003).

In retrospect, GAM may have agreed to the negotiations, and the cease-fires, for
tactical reasons. Bargaining directly with the Indonesian government on foreign soil
(Geneva) helped GAM attain a measure of international legitimacy as the represen-
tative of the Acehnese people. The December 2002 Framework Agreement also gave
GAM a much-needed break from the fighting, allowing it to recruit new members
and re-arm (Aspinall and Crouch 2003).

The government’s strategy has been to combine military pressure on GAM with
a political campaign to reduce GAM’s popularity by granting Aceh greater auton-
omy from Jakarta. In August 2001, President Megawati signed a “Special Autonomy”
law (Law No. 18 of 2001) that gave Aceh control of 70 percent of its oil and gas rev-
enues for eight years, after which the arrangement would be subject to review. It
would also partially implement Islamic law in Aceh, establish Islamic courts, intro-
duce direct elections for the province’s governor, and give the governor greater con-
trol over the Acehnese police. Yet by mid-2003, the Acehnese provincial assembly
had made little progress in adopting the regulations needed to implement the new
law, and in any case, the government’s control of Aceh was too tenuous to implement
the autonomy law’s provisions. Moreover, as Aspinall and Crouch (2003) observe, the
government has further hurt the credibility of the autonomy plan by placing heavy
military pressure on the province, and by failing to prosecute the military’s human
rights abuses.

From 1998 to the beginning of 2003, the conflict killed over 4,300 people. Most
of the victims were civilians (Human Rights Watch 2003; ICG 2001a).

Conclusion

In general, the conflict in Aceh, Indonesia, fits the CH model of civil wars well. Aceh
has many of the characteristics that Collier and HoefHer identify as risk factors: It is
relatively poor, is mountainous, lacks ethnic fragmentation, has a diaspora, suftered
from conflict previously, and is highly dependent on the export of natural resources.

When GAM re-emerged in 1999, Indonesia was also only partly democratic;
other scholars have suggested that partial democratization tends to raise the danger
of conflict (DeNardo 1985; Fearon and Laitin 2003; Hegre et al. 2001). This chapter
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closely fits these arguments. Indonesia’s move toward democracy in 1998-99 opened
new political space for dissent, and allowed a free press to flourish. But the country’s
democratic institutions were still too weak to guide Acehnese dissent into non-
violent channels. Elected officials had only partial control of the military, and the
instability of the policy-making process made the government’s promises of auton-
omy less credible.

Four additional factors can help provide a more complete explanation for the
Aceh civil war. The first is the entrepreneurship of Hasan di Tiro, the founder of the
separatist group GAM.The Aceh conflict was largely caused by the rise of GAM. It
is the only organization in Aceh that has violently challenged the Indonesian state
since 1963, and had it not formed, Aceh’s recent history would be far difterent. The
foundation and growth of GAM was largely the result of di Tiros tireless efforts.

The second factor has been Acehnese grievances. If we look solely at the fund-
ing of GAM, we can partly explain why GAM failed to start a civil war in 197679
(due to lack of funds) and why it succeeded in 1989-91 (due to Libyan assistance);
but we cannot explain why GAM re-emerged in 1999 and grew so quickly, when it
had no apparent source of start-up funds. Alternatively, GAM’ “failure” in 197679
and “success” in 1989-91 and since 1999 can be partly explained by fluctuations in
Acehnese grievances, which were low in 1976 (when the LNG plant opened), higher
in 1989 (when resentments had accrued against the LNG facility and migrants), and
very high in 1999 (against the LNG facility, migrants, the economic crisis, and
military repression). The rise in grievances lowered the costs of recruitment for
GAM, and made it easier for GAM to gain local support and financing.

The third factor was the demonstration eftect of the independence referendum
allowed in East Timor. Almost immediately after the East Timor referendum was
announced, a large and influential pro-referendum movement formed in Aceh.The
demonstration effect was not confined to Aceh; it also boosted a virtually dormant
independence movement in West Papua.

The fourth additional factor has been the credibility of the central government,
which has undermined its efforts to reach a settlement. Government credibility
appeared to fall sharply from 1987 to 2003; as a result, its offer of ““special autonomy”
for Aceh was widely scorned in the province, even though it appeared to satisfy local
demands for greater resource revenues and better protection against human rights
abuses. Although GAM has been unwilling to compromise on its demand for inde-
pendence, a credible autonomy offer could have weakened GAM’s popular support
and made recruitment and fund raising more costly.

Finally, this chapter suggests that Aceh’s natural gas facility has played a critical role
in the conflict, albeit not through the mechanism that the CH model predicts. Collier
and HoefHer (2001) suggest primary commodities increase the likelihood of civil war
by enabling nascent rebel groups to fund their “start-up” costs by looting and selling
these commodities.

If Collier and HoefHer are correct, we should have observed GAM raising money
from resource predation before the civil war began—anytime before 1990, or
between 1992 and 1998.While GAM attempted to extort money during these peri-
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ods from Aceh’s commodity sector (including the LNG complex and the agricul-
tural sector), there is little evidence that they succeeded. Only after the civil war was
under way (in 1990-91 and 1999-2002) did their extortion efforts pay oft. I con-
clude that the looting of resources did not contribute to the onset of civil war in Aceh,
though it may have contributed to the duration once it began.

There are three alternative ways, however, that Aceh’s natural resource wealth
appeared to influence the conflict. The first was by creating grievances over the
distribution of resource revenues and jobs. The claim that non-Acehnese are steal-
ing Aceh’s resource wealth has been a central part of GAM’s rhetoric since its birth
in 1976, just months before the LNG natural gas plant began operations. This
belief is now widespread among the Acehnese, and has given them a financial
incentive to support independence, which they might see as a rational investment
in their future. Although the economic attraction of independence may have
meant little while the economy was growing quickly in 1976-79 and 1989-91, it
heightened the conflict risk after the economic crisis of 1997-98.

Second, Aceh’s natural gas wealth increased the risk of conflict by producing a
larger military presence in the province and by inducing a more repressive response
from the government to early signs of unrest. The government has placed its Military
Operations Command (Kolakops) for Aceh directly in Lhokseumawe, home of the
LNG facility. Lhokseumawe is also the base for one of Aceh’s two Sub-Regional
Military Commands, Korem 011 (Komando Resor Militer) (Robinson 1998).

The military has long had a central role in managing the LNG facility, in part out
of fear that grievances over the distribution of its revenues would lead to security dis-
turbances. According to Emmerson, the military had a major role in the LNG facil-
ity beginning in the 1970s, because the government believed that,

once those facilities have begun to fill central coffers with foreign exchange,
the claims of regionalists to the income from “their” resources must be pre-
vented from undermining the unity of the nation—or, from a regionalist
perspective, the hegemony of the center. (Emmerson 1983, 1233)

Officers assigned to protect the Lhokseumawe facility have periodically been
involved in the abduction, torture, and execution of Acehnese in neighboring areas,
whom they suspect are sympathetic to or associated with GAM (Business Week 1998;
Solomon 2000; Témpo 2001a). The district of North Aceh (where the LNG complex
is located) has suffered more violence than any of Aceh’s 13 districts. Even before the
complex was targeted by GAM for shakedowns in early 2001, North Aceh had the
greatest number of people killed and injured, the largest number of offices burned,
and the largest number of schools burned of any district in Aceh. The number of
homes and businesses destroyed in North Aceh was more than double the number
in East Aceh, which was the next most damaged district (BPS Aceh 2000). In 2002
GAM had far more men, and far more weapons, in North Aceh than in any other
district (Schulze 2004).
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Finally, Aceh’s resource wealth may be making the civil war harder to resolve, by
reducing the credibility of the government’s commitments to regional autonomy.
Even though the government adopted a “special autonomy” law for Aceh in August
2001, the measure was greeted in Aceh with widespread skepticism. The credibility
of the government’s promises was exceptionally low in Aceh, due in part to the
military’s human rights abuses, and the failure of national politicians to keep their
promises. It may have been lowered even further because Aceh’s resource wealth
caused its people to doubt that the cash-strapped central government would adhere
to the plan for fiscal autonomy once the war was over.

Notes

I am indebted to Ed Aspinall, Nils Petter Gleditsch, Nicholas Sambanis, and Kirsten Schulze
for their helpful suggestions on this chapter.

1. For clarity I always refer to the organization as GAM, even though it now formally calls
itself the Aceh Sumatra National Liberation Front, and refers to its army as AGAM
(Angkatan Gerakan Aceh Merdeka).

2. Civil wars are generally defined as conflicts between a government and a rebel group that
generate at least 1,000 combat-related deaths. On the definition of civil war, see Sambanis
(2001).

3. For example, the German invasion of Poland in 1938—a country that was, like East Timor,
temporarily annexed by its conqueror—could hardly be classified as German civil war.

4. I develop and illustrate the claim that natural resources can influence civil wars in differ-
ent ways in Ross (2002, 2003).

5. The resource export-to-GDP figures, and all other economic data, are derived from
data in World Bank (2001) unless otherwise specified.

6. While ethnic dominance matters at the national level by creating grievances among
minority groups, it is hard to see how it would increase the risk of civil war within a
restive province, when the province itself is largely populated by an ethnic minority.
Hence, I do not consider it here as a risk factor.

7. Economic figures for Aceh must be treated with care, because the boom in natural gas
production—which began in 1977—produced quickly rising figures for the province’s
GDP, even though the vast majority of this revenue accrued to the central government
and was spent in other provinces. For this reason, I prefer to use figures that subtract
out the value of oil and gas production.

8. The Aceh rebellion declared itself part of the Darul Islam rebellion, which began in
West Java in 1947, so it is sometimes referred to as the Darul Islam rebellion; I refer to
it here as the Daud Beureueh rebellion to distinguish it from the Javanese movement.

9. GAM often prefers “Acheh” to the more common “Aceh,” and appears to use the term
“Acheh-Sumatra” to indicate that it seeks independence for all of the island of Sumatra,
much or all of which it believes should come under Acehnese rule. See di Tiro (1984,
entry for August 20, 1977) and Aspinall (2002).

10. According to Sjamsuddin (1984, 128), the central government believed that if GAM
won Daud Beureueh’s backing, GAM would also receive broad support from the
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Acehnese people—and “transform the movement into a holy war that would be very
difficult to quell.”

The gas field proved to be about 50 percent larger than initially estimated, holding per-
haps 20-21 trillion cubic feet of gas.

Interview with anonymous former Mobil employee, May 3, 2000.

GAM initially railed against Mobil Oil and foreign exploitation of Aceh’s resources; by
the late 1990s, GAM had dropped its stance against Mobil, but insisted they should pay
taxes to GAM, not the Indonesian government.

Data on Aceh’s GDP is from internal World Bank documents.

According to Kell (1995), between 10 and 20 GAM members survived the 1980s in
Aceh, hiding out in the forests and producing cannabis to support themselves.

These early attacks may not have been carried out by GAM, but by defecting security
officers who were fighting the antinarcotics initiative. GAM was only identified as an
active party in June 1990.This adds credibility to Geoftrey Robinson’s hypothesis that
GAM capitalized on the defection of corrupt security officers, perhaps taking advan-
tage of the opportunity to launch a new oftensive (Robinson 1998).

On the meaning of the term “DOM,” see Widjajanto and Kammen (1999).

Two key weaknesses were the inability of elected ofticials to control the military and
the instability of the policy-making process, which made the government’s commit-
ments less credible.

On this point, see Hiorth (1986), Liddle (1986), and Robinson (1998).

This argument is drawn from Fearon (2001), who suggests that separatist conflicts are dif-
ficult to resolve, in part, because government promises of regional autonomy typically
lack credibility. He also notes that when a region has lots of resource wealth—like Aceh—
a government’s promises of fiscal autonomy will be even less credible, since locals will
anticipate that the central government’s desire for resource revenues will eventually cause
it to rescind its pledges of local autonomy.

It is also possible, however, that the end of authoritarian rule allowed Acehnese to
express their previously guarded support for independence. I thank Ed Aspinall for
emphasizing this point.

Author interview, Medan, June 2000.

Ibid.

It is possible that GAM’s re-emergence was facilitated by the Indonesian military, although
the evidence is sketchy. Several observers note that in late 1998 and early 1999 the mili-
tary did little to stop GAM’s reappearance, and that the military stood to gain both polit-
ically and financially from renewed conflict. Alternatively, GAM may have simply taken
advantage of the military’s temporary weakness to organize itself.

Some of GAMY attacks on the LNG facility have other motives. GAM has periodically
attacked military units that happen to be based at the plant. In October 2000, 17,000 sticks
of dynamite were stolen from one of the plant’s warehouses, although GAM may not have
been the perpetrator. There may also be an ideological component to some of GAM’s
activities around the LNG complex: GAM officials continue to denounce ExxonMobil
for “exploiting Aceh’s land for the benefit of the colonialist government in Jakarta”

(Jakarta Post 2001).
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26. Author interview, Jakarta, June 2000.
27. Author interview, Banda Aceh, June 2000.
28. This is a time-honored method for generating support for social movements; scholars

of social movements sometimes call it “countermobilization.”
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The Lebanese Civil War,
1975-90

SAMIR MAKDISI anp RICHARD SADAKA

he Lebanese civil war broke out in April 1975, 29 years after the withdrawal

of foreign troops from Lebanon in 1946.The civil war was finally settled

in October 1989, under an accord of national reconciliation negotiated by
the Lebanese Parliament under Arab auspices in the town of Taif, Saudi Arabia.
This agreement, known as the Taif Accord, was ratified the same month by the
Lebanese Parliament. Actual fighting did not completely end, however, until a
year later, in October 1990.

This chapter analyzes the Lebanese civil war using the Collier-Hoeffler (CH)
model. After explaining the prewar conditions, we discuss the identities, interests,
and organization of the multiple parties to the war and identify three phases of the
war. We then evaluate the fit of the CH model to this case and consider alternative
explanations.

We find that religious, rather than ethnic, fractionalization was a key factor in the
Lebanese civil war. External intervention was also crucial. Because economic expla-
nations of the causes of the Lebanese war are weak, the CH model, which gives great
weight to economic factors, does a poor job in predicting the outbreak of the war.
Factors identified by CH as potentially affecting civil war duration are, however, help-
ful in explaining the relatively long duration of Lebanon’s civil war. Finally, we briefly
examine the goals and actual results of the Taif Accord. We offer an assessment of the
likely stability of this “sectarian” resolution to the conflict, taking into account that,
until very recently, there was a continued Syrian military presence and strong polit-
ical influence in the country. Under strong international pressure, Syrian troops were
forced to withdraw from Lebanon in April 2005, and consequently Syrian influ-
ence greatly diminished.

Prewar Conditions
Rapid Economic Growth
The prewar Lebanese economy grew rapidly during the years 1946-75.The pri-

vate sector, which was primarily trade- and services-oriented, with no significant
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natural resource wealth, played the dominant role in economic development. Govern-
mental policy was mostly noninterventionist and supportive of private sector initia-
tives. Domestically, a conservative fiscal policy was followed. Monetary policy
began to play a role only toward the end of the prewar period. Public sector man-
agement of economic enterprises was confined to a few public utilities. Externally,
a free foreign exchange system had been maintained since the early 1950s, per-
mitting the private sector to interact freely with the outside world. In sharp con-
trast, neighboring countries (and indeed many other developing countries at the
time) maintained exchange controls and gave the public sector the leading role in
economic development.

The Lebanese private sector traditionally has been enterprising. Under these
favorable conditions for private sector initiatives, the national economy experienced
a broad-based expansion in the prewar period, while maintaining relative financial
stability. Lebanon attracted foreign capital and enterprises supplemented by emigrant
remittances from the Lebanese diaspora, especially from those living in the United
States and South America. The average annual rate of growth from 1950 to 1974 was
about 7 percent. The annual rate of inflation was estimated to be about 23 percent
until 1971; after that it increased, averaging about 8 percent in the three years prior
to the outbreak of the civil war. Per capita income increased significantly, standing in
1974 at about $1,200, one of the highest levels for a developing country at that time.!
Educational standards were also relatively advanced; for the same year, gross school
enrollment for the first and second levels stood at 74 percent. Again, this was a higher
level than found in neighboring Arab countries, as well in many other developing
countries.

Despite the robust economic growth, important socioeconomic disparities
existed. They were manifest in the strikingly uneven development among the vari-
ous regions of the country and in the limited progress made in narrowing the gap
between rich and poor. A study conducted in the mid-1970s indicates that for
1973-74 about 54 percent of the population could still be classified as poor or rela-
tively poor, 25 percent as middle class, and the remaining 21 percent as well-to-do
and very rich.? This was an improvement over the situation prevailing in the early
1950s. Compared to other developing countries, this inequality was also not overly
pronounced (Harik 1985). However, it must be considered in the context of
Lebanon’s regional inequalities and their confessional dimensions. For example, the
position of the middle class was much more salient in Beirut (dominated by Sunni
Muslims and Christians) and the central mountain region (dominated by Christians)
than in regions like the south, the Beqa’, the northeast,and Akkar in the north (dom-
inated by Shi’a and Sunni Muslims), where large land holdings and class distinctions
were common.® This gave a clear confessional hew to the question of inequity
in income distribution, particularly in regard to the Shi’a community. As we
argue below, it is religious division—not ethnic division as argued by Collier and
Hoeffler—that has had an important bearing on postindependence political devel-
opments in Lebanon.
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Major Political and Military Tensions

‘What is striking about the prewar phase is that, robust economic growth and rising
per capita income notwithstanding, the country faced major political tensions and
confrontations. The underlying reasons are both domestic and regional. The domes-
tic factor was directly related to the sectarian system for power sharing, principally
among the three leading religious communities (the Maronites, the Sunnis, and the
Shi’a). This system has been in place since independence in 1943, although it was
modified under the Taif Accord (the system remained consociational).

‘While the constitution of the newly independent state guaranteed equal rights to
all citizens, Article 95 specified that, for a temporary but unspecified period, religious
communities would be equitably represented in public employment and cabinet
posts. The principle of equitable representation was not defined. However, an un-
written national accord reached among political leaders on the eve of independence
specified that the post of president of the republic was to be held by a Maronite
Christian, that of the speaker of the house by a Shiite Muslim, and the premiership
by a Sunni Muslim. This arrangement was later incorporated in the Taif Accord. In
practice, a sectarian formula was also applied to cabinet posts that, more often than
not, were apportioned among the six largest religious communities in the country
(and the Armenians who are considered a separate community). Other officially rec-
ognized religious communities were often excluded from cabinet representation. An
overall balance between Christians and Muslims has been maintained in the cabinet
to this day. Appointments to most, if not all, public administration positions have been
subject to time-honored sectarian considerations, particularly higher positions that
were to be equally apportioned between the two communities. Similarly, parliamen-
tary seats were distributed among the various religious communities in accordance
with an agreed sectarian formula which, on the whole, favored the Christian com-
munity. The Christian sects combined were entitled to 55 percent of the total
number of seats.

The office of president carried with it substantial executive powers. For exam-
ple, the president chaired the council of ministers and appointed the prime minis-
ter and cabinet members, albeit after due consultation with major political actors
whose views could not be ignored. With such presidential (and other governmen-
tal) prerogatives, the Maronite community emerged as the single most influential
religious community in the pre-1975 period. This was reinforced by the electoral
law that assigned a small majority of parliamentary seats to the combined Christian
communities led by the Maronite community. In practice, the powers enjoyed by
the president’s office translated into a comparative advantage in appointments for
higher administrative positions.

Despite the presidential prerogatives, the need to preserve the delicate sectarian
balance, particularly between the three major religious groups, acted as a check on
the powers of the presidency. When sharp disagreements arose between the presi-
dent and the prime minister, there were serious cabinet crises with sectarian over-
tones. More significantly, the sectarian balance implied that no one single political,
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religious, or politicoreligious group (including the army) could impose its hegemony
or ideology. This, as it turned out, had its positive aspect in that it tended to promote
political liberalism, albeit in the context of the prevailing sectarian system. The pre-
war years were characterized by periodic parliamentary elections (no matter how
imperfectly conducted), religious freedom, relatively free expression and association,
the peaceful change of presidents and cabinets, and the growth of sectarian and non-
sectarian political parties. Nonetheless, the dictum of delicate sectarian balance led
to the emergence of a weak state and, as a consequence, the inability to implement
substantive administrative reforms. The prevailing political system tended to foster
corruption, nepotism, clientism, and laxity in upholding the public interest when it
conflicted with private interests (Picard 1996a).

Although the Lebanese political system was functional, it was increasingly
strained. Foremost were the constant domestic political calls by Muslim political lead-
ers for a more equal power sharing between Christians and Muslims. Such calls car-
ried with them a potential shift of economic benefits in favor of Muslims, arising
from greater access to public sector employment as well as opportunities to partici-
pate in or control private economic enterprises that were largely in the hands of the
Christian community. The Maronite establishment tended to ignore such calls, fear-
ing the political implications of even a limited loss of constitutional power. Additional
strains emanated from the uneven development among the various regions and wide
disparities in income distribution that led to migration from rural to urban centers
and to the unchecked and rapid growth of poor suburbs around the major cities
(Beirut in particular). Indeed, in 1974 the religious leader of the Shi’a community,
Imam Musa al Sadr, launched a political movement, “Amal,” as a political and eco-
nomic thrust intended to enhance the position of the Shi’a community in the
Lebanese sectarian system, as well as to act as a countervailing force to the growing
influence of Palestinian organizations in southern Lebanon. Amal presented itself as
a “movement of the dispossessed,” and its appeal was to a large extent based on the
lagging socioeconomic conditions of the Shi’a community in comparison with other
communities in Lebanon.* It was to develop, especially after 1982, into one of the
major warring factions in the Lebanese civil war.

External factors also placed increasing strains on the Lebanese political system.
Principal among these factors was the rising military power of resident Palestinian
organizations, particularly after the 1967 Arab-Israeli war. While their activity was
ostensibly directed at keeping the Palestinian cause alive and continuing the struggle
to reclaim Palestine, these organizations’ presence in Lebanon became intricately
linked to Lebanese domestic political affairs. The domestic and regional political
agendas could hardly be separated. The prevailing weaknesses of the political system
were exploited by Palestinian organizations to enhance their political and military
positions. For this purpose, they forged alliances with disenchanted Lebanese sectar-
ian (Muslim) and nonsectarian political parties, as well as with groups that regarded
such an alliance as a means to pressure the Maronite establishment to accept politi-
cal reforms. The nature of the desired reforms diftered from one Lebanese political
group to another. Leftist and other nonestablishment groups wished to introduce
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fundamental changes to render the system less confessional. Traditional Muslim
groups aimed at readjusting the sectarian formula to ensure a distribution of power
more favorable to the Muslim community. For both groups, political reforms would
have offered wider economic opportunities.

This combination of domestic and external factors eventually led to the outbreak
of war on April 13, 1975. On that day, armed clashes broke out in a Beirut suburb
between members of the Maronite-dominated Kataeb (Phalange) party and mem-
bers of Palestinian organizations. The leader of the Kataeb was scheduled to partic-
ipate in the dedication of a new church in the Beirut suburb of Ain al-Rammaneh.
As a security measure, the area surrounding the church was closed to traftic. On the
morning of that day, an unidentified car attempted to break through a security
checkpoint. The resulting gun battle left four people dead, including two Kataeb
party members. Armed men from the Kataeb and National Liberal (Maronite-
dominated) parties took to the street. On the afternoon of that day, a bus carrying
30 passengers (some armed) belonging to various Palestinian organizations passed
through Ain al-Rammaneh. Shooting broke out, leaving 27 of the passengers dead.

The clouds of an impending armed conflict between Christian parties and
Palestinian organizations had been gathering for a number of years, particularly after
the expulsion of the Palestinian Liberation Organization (PLO) from Jordan in 1970.
With this expulsion, southern Lebanon became in practice the only sanctuary for
PLO operations against Israel, no matter what measures the Lebanese state under-
took to control Palestinian military activity. Fueled by mutual mistrust and opposing
objectives, periodic armed clashes took place between the Palestinians and the
Lebanese army and/or Christian parties.® All efforts, domestic and Arab, aimed at rec-
onciling existing differences failed to produce more than a temporary reprieve. This
was the prevailing atmosphere prior to the clash in the Beirut suburb that ignited the
civil war (see el Khazen 2000; Salibi 1976, 54-98).

Combatants and Phases of the Civil War
Combatants

Although there were two main warring camps, the combatants in the civil war
included both major and minor militias and parties. The main traditional Christian
(Maronite) parties included the Kataeb and National Liberal parties. These parties
were forcibly united in 1980 into one organization called the Lebanese Forces, whose
combined fighting force was estimated to be 8,000-10,000 fighters. Minor militias
included the Marada Brigade (mainly Maronite, located in the northern town of
Zogharta with 700-800 fighters) and the Guardians of the Cedars. The latter militia
was mainly Maronite, with 500 fighters; it merged in 1980 with the Lebanese Forces.
This camp favored the existing political system.

The opposing camp was more heterogeneous. Apart from the PLO, it included
several Lebanese political parties and groups, notably Amal (Shi’a) and the Progressive
Socialist Party (Druze).The Palestinian armed groups numbered close to 8,000 fight-
ers prior to the Israeli invasion of 1982.They constituted the main fighting force in



64 Understanding Civil War

the early years of the conflict. As the war unfolded, the Lebanese armed groups
became stronger, especially after the bulk of Palestinian forces had to withdraw from
the country following the Israeli invasion. The Amal Movement fighters were esti-
mated at about 3,500 and the Progressive Socialist Party fighters at more than 5,000.
The last few years of the war witnessed the growth of the Hizbullah Party (over 4,000
fighters), which focused primarily on resisting Israeli occupation and therefore oper-
ated mostly in southern Lebanon. Other members of this camp included the Syrian
Nationalist Party (800—1,000 fighters, secular), the Communist Party (600—700 fight-
ers,secular), and the Mourabitoon (at their peak 3,000, Sunni, mostly in West Beirut)
(see table 3.1 for figures and references).

The large militias developed into elaborate organizations. To support their mili-
tary activities, they set up public relations, social services, and other administrative
offices. Their fighters were organized into ranks. On average, a soldier’s salary was
usually $75-$150 per month, which was higher than the prevailing minimum wage.
Low-ranking officers were paid $170-$200 per month, while higher ranking ofticers

Table 3.1 War Period Militias

Major militias

Strength

Total military

Dominant religious and civilian

Name affiliation Fighters personnel
Amal Muslim Shi’a 3,000—4,000 (1) 10,000 (3)
Hizbullah Muslim Shi’a 4,000-4,500 (1) 18,000 (3)
Lebanese Forces Christian Maronite 8,000—10,000 (1) 20,000 (3)
Palestinian 8,000 (2)

Militias
Progressive Druze 5,000-6,000 (1) 16,000 (3)

Socialist Party
South Lebanon’s Christian and 2,000-2,500 (1)

Army Muslim Shi’a
Estimated Total 30,000-34,000 64,000

Minor militias

Dominant religious

Name affiliation Strength (number of fighters)
The Marada Christian Maronite 700-800 (1)

Brigade
Zghorta Liberation Christian Maronite 700 (2)

Army

(Continued)
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Minor militias

Name

Dominant religious

affiliation

Strength (number of fighters)

The Guardians
of the Cedars
National Liberal
Party
National Bloc
Baath Party
National Syrian
PPS
Saiqa
The Communist
Action
Organization
Lebanese
Communist
Party
Lebanese Arab
Army (LAA)
The Najjadah
The Murabitun
(The Sentinels)
Firqat an Nasr
(Victory
Divisions)
‘Waad Party
Tanzim Sha’bi
Saida
Arab Democratic
Party
The Order of
Maronite
Monks
Estimated Total

Christian Maronite

Christian Maronite

Christian Maronite

Muslim
Secular

Secular

Secular

Muslim Sunni
Muslim Sunni

Christian
Muslim Sunni

Muslim Alawi

Christian Maronite

500 (4)

2,000 (2)

200 (2)

500 (1)
800—1,000 (1)
500 (2)
100-150 (1)

600700 (1)

2,000 (4)

300 (4)
3,000 (4)

1,000 (4)

600700 (1)

500 (1)

500 (1)

200 (4)

14,700-15,250

Sources: (1) Hamdan (1997); (2) O’Ballance (1998); (3) Richani (2001); (4) Library of the Congress

(1987).
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received between $250 and $400 a month (Atallah 2001). It was quite common for
militias’ military personnel to earn an amount exceeding their regular salary from
side activities, most of which were illegal. High wartime unemployment acted as an
incentive for young men to join the militias. In addition to paying their fighters,
militias bore other costs associated with military conflict; these included the cost of
equipment, ammunition, transportation, training, food, and medical supplies. It is esti-
mated that total military costs constituted 60 percent of the large militias’ budgets.

The remaining 40 percent of the militias’ expenditures were divided among two
main activities. First, all militias had an “information office.” The parties communi-
cated with the general public through press releases, press conferences, newspapers
(which civilians were frequently forced to buy), radio stations, and, in some cases, TV
stations. Some militias also had representation abroad. It is estimated that such pub-
lic relations activities constituted 20 percent of the large militias’ budgets. Second,
militias became increasingly involved in providing social services, especially after the
collapse of the Lebanese currency in the mid-1980s. They often provided scholar-
ships for children’s schooling, medical assistance (clinics and subsidized medicine),
and food subsidies. These social services, which constituted about 20 percent of large
militias’ budgets, helped to lessen the militias’ unpopularity among the population in
their areas of operation.

The Lebanese, Syrian, and Israeli armies were also directly involved in the war.
Syria initially supported the Christian/government camp with direct military inter-
vention, but subsequently shifted its support to the opposing camp. Israel invaded
Lebanon more than once (the largest invasion took place in June 1982). It backed
the groups opposed to the PLO and created, after 1982, the so-called South Lebanon
Army (2,000-3,000 fighters, Shi’a and Christians) that controlled a southern strip of’
the country until April 2000. Throughout the war, other forms of external inter-
vention took place, mainly via financial support.

The combatants in the civil war thus comprised a multitude of parties that could
be divided into two main camps: one in support of the state and one opposed to it.
Within each camp there occurred frequent intramilitia fighting. The war was thus
not one pitting the state against a well-defined rebel group. There was extensive mil-
itary intervention by neighboring countries in support of one camp or the other.

Phases of the War

The civil war period can be divided into three phases. The first phase was 197577,
comprising two years of war followed by a year of relative peace. Fighting was mainly
between Christian parties allied with the government and the PLO and its Lebanese
allies. Beirut was a divided city. The PLO/Lebanese coalition had eftective control
of West Beirut. The Lebanese army and traditional Christian parties were in control
of East Beirut. Fierce battles took place between the Kataeb party and Palestinian
groups at the outskirts of Beirut in areas that included Palestinian refugee camps. This
fighting ended with the Kataeb in control of the refugee camps in the northeast sub-
urbs of Beirut and the forced eviction of their residents. Christian towns south of
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Beirut, notably Damour, were ransacked by Palestinian and Lebanese militias.
Atrocities were committed by both sides.

In April 1976, Syrian forces entered Lebanon in support of the government and
its political allies and clashed with the opposing PLO/Lebanese coalition (the so-
called National and Islamic Forces). The objective of this intervention was to con-
tain the expanding military dominance—and, by extension, political power—of the
PLO and their Lebanese allies.® This was followed by an Arab summit meeting held
in Riyadh in October 1976 that called for a cease-fire that was to be supervised and
enforced by an Arab Deterrent Force (ADF) consisting of troops from Syria, Sudan,
Saudi Arabia, and Yemen. In practice, the Syrian forces that made up the bulk of the
ADF were already in Lebanon.” The other Arab troops arrived in November and,
with their arrival, Beirut was reunified.

The second phase of the conflict was 1978-82, which politically and militarily
ended with the Israeli invasion of Lebanon in June 1982. This period witnessed an
escalation in fighting between the main parties to the conflict in Beirut and else-
where in the country. Both Israeli and Syrian troops became involved in factional
fighting.® A significant development in July 1980 was the success of Bashir Gemeyal,
leader of the Kataeb militia, in uniting by force all Christian militias into one organ-
ization named the Lebanese Forces. The country became effectively divided into
regions that were militarily controlled by Syria, the Lebanese army and Lebanese
forces, and the PLO and the Lebanese parties allied with it. Beirut was again divided
into an eastern part, controlled by the Lebanese Forces and the Lebanese army, and
a western part, controlled by the PLO/Lebanese coalition.

The third phase, from June 1982 to October 1990, was one of large-scale exter-
nal intervention. This period began with the Israeli invasion of June 6, 1982 and con-
cluded when the fighting ended a year after the acceptance of Taif Accord of October
1989. Shortly after moving into Lebanon, Israeli forces reached the outskirts of west-
ern Beirut and laid siege to it for almost two months.” Fighting took place between
the PLO, Lebanese parties, and the Israeli army, and between the Syrian and Israeli
armies in the Bega’ valley. Eventually, the United States brokered an agreement in
the summer of 1982 by which the PLO forces were forced to withdraw from west-
ern Beirut and Lebanon, while Syrian troops withdrew from West Beirut.

Israel attempted to impose a friendly government with the election of Bashir
Gemayel as president by the Lebanese parliament on September 14, 1982. However,
Bashir was assassinated before taking oftice. Israeli troops then entered into West
Beirut and briefly occupied it.!° Following the assassination of Bashir Gemayel, par-
liament again met on September 22 and elected Amin Gemayel (the older brother
of Bashir) for a six-year term as president. In the meantime, four Western powers (the
United States, Britain, France, and Italy) agreed to send troops to Lebanon, ostensi-
bly on a peacekeeping mission, which had as one of its goals the protection of the
refugee camps in the greater Beirut area following the withdrawal of the PLO. These
forces departed in early 1984; their mission ended without accomplishing its main
objectives.!!

The newly formed government of Amin Gemayel entered into negotiations with
Israel for a peace treaty which,among other things, called for the withdrawal of Israeli
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troops from Lebanon. There was strong opposition to this treaty from Syria and its
local allies on grounds that it would put Lebanon under Israeli control and under-
mine Syrian-Lebanese relations, weakening the Arab struggle for Palestinian rights.
While the treaty was approved by parliament on May 17, 1983, it was not signed by
the president and, hence, was never enforced.

This phase witnessed fierce fighting, particularly in the summer of 1983, between
the Progressive Socialist Party (Druze dominated) and the Lebanese Forces in the
Shoutf Mountains east and southeast of Beirut. The end result was a mass exodus
of Christian communities from the region, the destruction of many Druze and
Christian towns, and the killing of hundreds of civilians. Similarly, until February 6,
1984, greater Beirut was under the control of the government. On that day, the
Lebanese army was forced to withdraw from West Beirut, which again came under
the control of militias and political organizations opposed to the government (pri-
marily Amal and the Progressive Socialist Party). The civil strife between East and
West Beirut was reignited, but it was not simply between the main Lebanese parties
to the conflict. Intramilitia fighting frequently took place in both parts of the city,
especially in the more heterogeneous West Beirut.!? At the request of authorities in
West Beirut, Syrian forces reentered this part of the city in February 1987 to main-
tain order and prevent intramilitia clashes.

The failure to elect a new president in September 1988 led to a unique two-
government situation. When the six-year term of President Amin Gemayel was
about to end in September 1988 without agreement on a successor, he unilater-
ally appointed the commander of the army, General Michel Aoun, as president of a
council of ministers composed of the six members of the army command.The three
Muslim members of the appointed council refused to serve. The existing govern-
ment at the end of Gemayels term refused to acknowledge the legitimacy of the
council appointed by Gemayel and considered itself as the sole legitimate govern-
ment of the country. Hence, two competing governments emerged.

The government of General Aoun refused to acknowledge the Taif Accord rati-
fied by the Lebanese Parliament in October 1989. After a period of ferocious fight-
ing, first between the army led by Aoun and Syrian army units, and then between
pro-Taif Maronite forces (most notably the Lebanese Forces) and the army led by
Aoun, the latter was forced by a joint Syrian-Lebanese military action to take refuge
in the French Embassy. He was allowed to leave the country in October 1990, and
his departure paved the way for the unification of the Lebanese government and
public administration.!3

Given the intensification of the war, it is not surprising that the 1982-90 period
witnessed rapidly deteriorating economic and social conditions along with acceler-
ating emigration. After 1984, the value of the Lebanese pound declined rapidly in
nominal and real value. This was a period of increasing budgetary deficits and mount-
ing inflation. The heavy human and economic toll mounted as the war raged.

To sum up, the forced eviction of Palestinian camps from the eastern districts of
suburban Beirut in the pre-1982 phase of the war led to the creation of a central zone
(including Beirut) that was effectively under the control of the Lebanese authorities.
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In the wake of the Israeli invasion, there was a short-lived and costly attempt by the
Maronite-dominated Lebanese Forces to expand to Druze strongholds in the moun-
tain districts to the east of Beirut. Their failure led to an exodus of Christian com-
munities toward regions controlled by the Lebanese government and Christian
militias. Soon afterwards, the civil war settled into a relatively stable pattern of terri-
torial control that largely corresponded to sectarian divisions. Throughout this phase,
there were occasional intrafactional armed clashes, culminating in the 1988—90 war
among parties who controlled East Beirut and the surrounding eastern and north-
ern suburbs. The costs of the war were large. By some estimates, more than 144,000
died as a result of the war (5 percent of the population)'* and tens of thousands were
forced to leave their homes and villages and seek refuge elsewhere in the country
(Ministry of the Displaced, 1992).The economy was damaged and indirect costs (for-
gone production) are estimated at anywhere between US$80 and $160 billion (at
1995 prices).'?

Causes and Duration of the Civil War
Onset of the War

The CH model relates the incidence of civil war to a number of variables, including
a social fractionalization index, an ethnic dominance dummy variable, income and
economic growth, natural resource wealth, and population size (Collier 2000; Collier
and HoefHer 2001, 2004). How well does the CH model fit the Lebanese case?

Religious fractionalization in Lebanon can be regarded in two ways: (1) the com-
position of the population into various Christian and Muslim sects (currently there
are 18 ofticially recognized religious communities, with the Maronite, Shi’a, and
Sunni communities taken together dominating with an estimated 70-80 percent of
the population)'®; or (2) its broad division between the Christian and Muslim com-
munities, which at the time of the outbreak of the civil war was estimated to be in
the neighborhood of 45-55 percent respectively.!” In the evolving pre-1975 politi-
cal environment, calls for more equitable sectarian political power sharing centered
on increasing the political power of the Muslim community as a whole vis-a-vis the
Maronite community. Although the importance of increased participation of the
Shi’a community in the formula for power sharing was recognized, this did not
become explicit until the Taif Accord. For analytic purposes, it is more appropriate
to consider that Lebanon’s religious “map” is composed of two broad religious
communities. This is primarily the way that Lebanon’s religious fractionalization is
treated by CH.

The Lebanese population is ethnically (linguistically) homogeneous, thus ethnic
fractionalization does not play a role in the war. The small Armenian community (less
than 7 percent of the population) is fully integrated into Lebanese political life while
maintaining its cultural heritage. Because the social fractionalization index is a com-
bination of the indices of religious fractionalization and ethnic fractionalization, and
because the latter is low, Lebanon’s social fractionalization index is low as well (see

tables 3.2 and 3.3).
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Table 3.2 CH Model Coefficients for Core and Alternative Models

Model secm Ingdp gyl sxp sxp2 frac etdo peace Inpop geogia constant
Core —-0.0316 -0.1152 18.937  —29.4432  —0.0002 0.6704  -0.0037 0.7677 -2.487 -13.0731
Alternative -0.9504 -0.098 16.7734  -23.8005  -0.0002 0.4801  -0.0038 0.5105 -0.9919  -3.4375
Note: See note to table 3.3 for definition of abbreviations.

Table 3.3 Data on Lebanon

Year secm rgdpa gyl sxp frac etdo peace pop geogia psecin pgdpa
1970 49 1,474.51 1.875 0.05 938 0 136 2,617,140 0.645 0.00720 0.02615
1995 77 626.65 6.750 0.044 938 0 50 4,005,000 0.644 0.00296 0.05590

Note: Variable names are as follows: secm, secondary school enrollment for males; Ingdp, log of real per capita income; rgdpa, real per capita income, gy1, growth rate

of real income; sxp, primary commodity exports as a percent of GDP; sxp2, square of sxp; frac, social fractionalization; etdo, ethnic dominance; peace, time at peace

since last civil war; Inpop, log of population size; geogia, geographic fractionalization. psecm and pgdpa denote the probability estimates of civil war onset predicted

by the core and alternative models, respectively.
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According to the CH model, the risk of conflict rises with ethnic dominance.
Ethnic dominance is defined as a case in which the largest single group comprises
between 45 and 90 percent of the population. Lebanon is not characterized by eth-
nic dominance. However, we may postulate that Lebanon’s religious divisions are
akin to ethnic-linguistic divisions in other countries that witnessed civil wars. Thus,
the fact that at least one of the two main religious communities in Lebanon made
up more than 45 percent of the total was akin to ethnic dominance. If we reopera-
tionalize the dominance variable in this way, the CH model comes closer to captur-
ing the roots of the Lebanese civil war.

The CH model also relates the incidence of war to income, economic growth,
and natural resource wealth. When the war started, Lebanon, with a small popula-
tion of under 3 million, had one of the highest per capita income levels in the region
(and a high income level relative to developing countries in general).'® We noted
earlier that the national economy had been expanding at a fast rate before 1975.
Expanding employment opportunities should have lessened the risk of war by increas-
ing the opportunity costs of the war. There was also little class conflict, given the lim-
ited role played by leftist parties or the workers’ movement. Indeed, once the war
started, it was the underprivileged on both sides of the sectarian/political divide that
fought one another while various warlords (most of whom fought the war under
“national” slogans) exploited sectarian feelings to prolong the conflict in order to
achieve their private interests (see Makdisi 1977). Finally, Lebanon is not resource-
rich, so its risk of civil war according to the CH model should have been low (for
1973—74 primary exports constituted less than 3 percent of GDP).

The CH model generates a low probability of war in Lebanon. For 1970, the
probability was very small (2.6 percent), lower than the mean probability of civil war
for the countries in the CH data set (around 6 percent).'” The probability on the eve
of the war in 1974 cannot be calculated because the model uses data organized at

five-year intervals and excludes years of ongoing war.?’

But, because underlying con-
ditions did not change significantly, the probability of war in 1974 should also have
been low.?! What kept rising, however, was the underlying political tension.

The prediction of a low probability of war by the CH model for Lebanon is not
surprising. The ethnic dominance dummy variable takes a value of zero. Other vari-
ables that point to a low incidence of war for Lebanon (in comparison with the
countries that experienced civil wars) include a higher growth rate than the mean
for those countries, a very low ratio of natural resource wealth to GDP? a relatively
small population, and a higher geographic dispersion. However, the social fraction-
alization index for Lebanon was higher and the time distance from a past recorded
conflict (1958) was shorter. But the last two variables are noneconomic. In other
words, the main causes of the civil war in Lebanon are political rather than economic.
Equally important, the CH model does not account for external intervention, which
for Lebanon, as well as many other countries, was an important factor in the onset
and duration of civil war.

Similarly, the calculation for 1995 also points to a relatively low probability of war
breaking out (5.6 percent).The factors that account for the rise in this percentage in
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comparison with 1970 include a shorter time period from the end of last conflict
(1990), a larger population, and lower real per capita GDP? The effect of these
variables more than compensated for the effect of per capita real GDP growth, which
was higher in 1990-94 than it was in 1965—69.

All the above estimates emerge from the GDP (or “alternative”) version of the
CH model. By comparison, the secondary school enrollment (or “core”) version
produces a probability of war for 1970 of 0.72 percent and a probability of war for
1995 of 0.3 percent. These very low numbers reflect the strong traditional emphasis
on education in Lebanese society. Because of this emphasis, it may be that secondary
school enrollment is not a good proxy for economic opportunity. The probabilities
emerging from the GDP version seem more reasonable. If we gave weight to the
results of the secondary school enrollment version, we would end up with extremely
low probabilities of war. This would lend further support to the contention that the
causes of the war in Lebanon are not well represented in the CH framework.

The CH model finds little correlation between political repression or other
grievance and the incidence of war.Variables such as land or income inequality or
the level of democracy are statistically insignificant.

For Lebanon, economic variables such as income, economic growth, and natural
resource wealth, tend, according to the CH model, to decrease the probability of civil
conflict. Nevertheless, other socioeconomic factors helped to create a crisis situation.
The pre-1975 uneven development among Lebanon’s regions and the accompany-
ing socio/sectarian divisions were factors which, given the appropriate circum-
stances, could be exploited to support violent political change via the unleashing of
sectarian conflicts. In the early 1970s, rising inflationary pressures added to the
“explosive” potential of these divisions.

The Lebanese confessional system did not lead to the oppression of one reli-
gious group by another, as may be the case in countries with major ethnolinguis-
tic conflicts. Indeed, major attributes of liberal democracy, such as freedom of
expression and openness to the outside, have been maintained. However, the sec-
tarian formula for power sharing agreed to on the eve of independence came to
be regarded by the Muslim community as unjust and a cause for political griev-
ance. While not advocating the elimination of the confessional system, most of
the Muslim leadership (allying itself in the early stages of the war with the PLO)
pressed for a modified formula of power sharing that would give them a bigger
role in running the affairs of the state. This implied a corresponding change in their
involvement in public administration and their relative share of the public sector.
Similarly, increasing political power meant increasing opportunities for the Muslim
community to participate more widely in the national economy.?* However, this
picture should not obscure the fact that some of the actors involved in the conflict
(individuals and political groups) genuinely embraced a secular viewpoint and were
motivated by nonsectarian ideologies. To them, the conflict was a means to change
the sectarian order toward a more secular and equitable system. This did not mat-
erialize in the postwar era. If anything, the sectarian nature of political behavior has
become more pronounced.
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Our above analysis suggests that, of the variables in the CH model, it is religious
(as opposed to ethnolinguistic) fractionalization that was important as a determinant
of the Lebanese war and that the other variables are not relevant. But, as noted
earlier, it was the combination of internal and external factors that brought about the
onset of the war. The key external factor was the political/military stance of the PLO
and its conflict with the state, which invited more external interventions. These inter-
ventions also influenced the duration of the war, which we turn to next.

Duration of the Conflict

Factors that affect the onset of war need not also explain its duration. In particular,
the level of income affects duration to a lesser extent than it does onset and war dura-
tion has a nonmonotonic relationship with ethnolinguistic and religious fractional-
ization. Also, the odds of peace decline radically after the first year of conflict (Collier,
HoefHler, and Soderbom 2001). Other authors in examining the subject of duration,
emphasize the emergence of war economies, which provide an economic incentive
for wars to continue (Keen 2000; Richani 2001). Finally, external intervention plays
a significant role. The average length of a civil war that had external interventions
was nine years, whereas wars in which there was no external intervention had an
average length of 1.5 years (Elbadawi and Sambanis 2000).

The Lebanese civil war lasted for a relatively long time (16 years). This was much
longer than the average duration for the civil wars that have taken place since the end
of the World War II, namely two years. The broad religious divisions within Lebanese
society seem to fit the general pattern of fractionalization which helps to prolong
conflicts. Two additional factors played a significant role: economic greed and exter-
nal interventions.

Once the civil war broke out, economic gains accruing to the warring parties
became a major factor that sustained the war. The militias sought to enhance their
economic/financial position by various means:looting, confiscation of private prop-
erty, imposing taxes in the regions under their control, cultivation and trading of
drugs, trading in contraband, outright thievery (including in 1975-76 the pillaging
of the port of Beirut and the downtown district), bank robberies, and fraudulent
banking practices. Warring parties stood to gain a great deal financially from the
ongoing war (see tables 3.4 and 3.5).

There are no reliable and systematic data on the financial resources accruing to
the militias during the civil conflict. Scattered estimates, however, are available. By
one estimate, the militias were able to amass $15 billion during the war in addition
to funds received from outside sources (Corm 1994, 216-218). A comparable esti-
mate of $14.5 billion (for the aggregate turnover of the so-called black or informal
economy) was published in Annahar daily newspaper.> Added to the external finan-
cial assistance provided by intervening outside powers, the major militias had suffi-
cient resources at their disposal to finance their costly military and civilian operations,
permitting (or inducing) them to sustain the long-lasting and profitable armed con-
flict. Substantial personal wealth was accumulated by the various militia leadership
and their henchmen.?
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Table 3.4 Estimates of Financial Resources Accruing to Militias

During the Civil War

Frequency and

Militia Amount Description time frame
Lebanese US$75 million (1) Annual budget of the Lebanese Annual
Forces Forces
Lebanese US$40 million (1) Share of the annual budget used Annual
Forces to equip the Lebanese Forces
militia troups and pay for their
salaries (55 percent)
Lebanese US$25 million (2) Israeli direct military help to the Annual;
Forces Lebanese Forces 1976-1982
Lebanese US$80,000 (3) Earnings from controlling Monthly
Forces various ports incl. the fifth
basin of Beirut port
Lebanese US$100 million (1) Total investment of the Lebanese
Forces Forces
Lebanese US$60 million (1) Total investment of the Lebanese
Forces Forces in real estate
Lebanese US$5 million— Total expenditures Monthly; 1988
Forces US$6 million (4)
Lebanese US$20 million (4) Occasional sales of arms in
Forces foreign markets
Lebanese US$5 million (4) Sale of weapons and ammunition
Forces to the Lebanese Army
Lebanese US$65 (9) Monthly salary of the fighters Monthly
Forces
Lebanese US$150 million— Estimated gross annual income Annual,
Forces US$200 million (4) 1982-1989
pSp US$60,000 (3) Earnings from controlling the Monthly
ports of Jiyeh and Khalde
PSP US$75 (4) Monthly salary of the fighters Monthly
pSp US$70 million— Estimated gross annual income Annual,
US$100 million (4) 1982-1989
psSp US$70 million— Income from the ports of Annually
US$100 million (4) Khaldeh and Jyeh, importation
of fuel, industrial projects in
Shouf, taxation, and foreign aid.
PSP US$100 million (4) Grant from the PLO 1987
PSP US$40 million (4) Grant from the PLO, of which the 1987

first installment was received

(Continued)
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Table 3.4 Estimates of Financial Resources (Continued)

Frequency and

Militia Amount Description time frame
PSP US$35 million (4) Grant received from Libya 1987
Hizbullah US$23 million (4) Financial support from Iran Monthly
Hizbullah US$3 million (4) Funding from Iran allocated for Monthly, 1987

the recruitment of 25,000
fighters, who each will be paid

US$100 per month
Hizbullah US$100 (4) Monthly salary of the fighters Monthly
Hizbullah US$36 million— Estimated gross annual income Annual,
US$60 million (4) 1982-1989
Amal US$75 (4) Monthly salary of the fighters Monthly

Sources: (1) Le Commerce 26.05.89; (2) Picard (1996b); (3) Les Cahiers de I’Orient. Revue d’étude et de
réflexion sur le Liban et le monde arabe, deuxieme trimestre (1988), no. 10, pp. 271-287; (4) Richani
(2001).

Note: PSP, Progressive Socialist Party.

External interventions, particularly those by Lebanon’s two regional neighbors,
were critical in sustaining the war. Intervention included the provision of arms
and substantial financing of the warring parties. One source holds that foreign
financial assistance to the warring parties totaled twice the amount they raised
locally, or about $30 billion, if not more.?” There were also military interventions
by Syria and Israel, and as well as a multinational peacekeeping mission. As Syria
and Israel supported opposing groups, a modus vivandi was created that contributed
to a prolonged war as Lebanese parties could not independently reach a negoti-
ated settlement.

The role of Lebanese and Palestinian diasporas in sustaining the violence cannot
be easily measured. The warring parties attempted to secure assistance from their
respective communities abroad. This support took the form of political lobbying
and/or propaganda, as well as financial assistance. No estimates of the inflow of these
financial resources are available, but it is known, for example, that Palestinians work-
ing in Kuwait were subject to a tax on their earnings earmarked for the PLO.The
impact of the Lebanese and Palestinian diasporas on the civil war was probably minor.
Active support of the warring militias among the diaspora was in all likelihood con-
fined to small groups.

The Lebanese case exhibits a perhaps atypical level of factionalism. There were
multiple parties to the war that frequently broke down in intrafactional violence. Even
the government(s) whose composition reflected sectarian divisions often included
members who were sympathetic to the cause of the groups opposing the state.
Governmental institutions kept functioning in various parts of the country controlled
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Table 3.5 Estimates of Financial Resources Accruing to Militias During the Civil War

Source 1

Political money

Bribes and and
Arms trade Looting Exploitation® Smuggling extortion® Ports Drugs military resources Total
Average Gross value of Loss of tarift rev- Turnover of the
US$400 million looted prop- [Mlegal exports ) enues of legal Total exportse Black
Minimum erty US$2 bil-  Profits US$50 mil- of fuel US§200 mil- portst US$1.7 bil- Economy
US$100 million lion of which lion US$40 mil- lion Minimum lion ’ US$10 billion US$14.5 bil-
Maximum US$500 mil- Annually, lion Annually US$IS5million 1975-1991  lion
US$800 million 1o accrued 1975-1990 Lota, 7990 Maximum 1985 1975-1990
Annually to looters 19801989 US$19.5 million US$900 mil-
1975-1990 1975-1990 Annually, lion! Annually,
1975-1990 1975-1990

Earnings from
arms trade
exceeded
US$150 million

Annually, 1975-
1990

Earnings from
illegal
exports of
subsidized
wheat
US$20 mil-
lion
Total,
1987-1990

Average earnings
from unloading,
loading, and
transport in
illegal ports
US$2 million
Annually,
19801989 and
US$8 million
Annually,
1987-1989
Illegal earnings?
US$2.1 billion
Total 1975-1990
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Source 11

Pillaging Ransoms" Embezzlement of banks' Drugs and contraband Confiscation of arny arsenal Total
Minimum

US$5 billion Earnings from trade in drugs _
Maximum US$500 million Minimum US$700 million Total earm’nigs
US$7 billion Total, 1975—1990 US$250 million 1982-1983 Maximum US$1 billion Value Unknown* US$5 billion
Total, 1975-1990 , Annually, 1975-1990 1975-90

Sources: Source I: Annahar, October 15, 1990, p. 8; Source II: Corm (1994).

a. Exploitation includes imports and sale of expired medical supplies, imitation of products and selling them as originals, bank notes forgeries (esp. US dollars), etc.

b. Source I also reports that during 1975-90, illegal commissions on governmental projects and purchases totaled US$600 million and accrued to 200 government officials.

¢. Due to the existence of illegal ports.

d. Earnings created by avoiding the payment of port charges and custom fees, both of which had generated abnormal profits for industrialists, merchants, and importers.

e. Another source, Couvrat and Pless (1993), estimates profits accruing from the drug business at US$2 billion for the period 1975-90.

f. Another source, Richani (2001), estimates the war economy’s money circulated at US $900 million per year between 1978 and 1982, of which US $400 million was circu-
lated by the PLO, US $300 million was donated by foreign sources to different militias, and US $200 million was acquired by militias from internal Lebanese sources through
various means, including extortion, drug trafficking, and contraband.

g. Includes pillaging of the Beirut Port (1976), looting of the downtown district (1975/76), and confiscation of property.

h. Revenues from imposed tolls and taxes are not quantified.

i. In April 1976, the British Bank of the Middle East was subject to armed robbery. Estimates of stolen cash range from US$20 million to US$50 million. (Source: Fawaz 1993).

j-This figure pertains to the reserves embezzlement from the First Phoenician Bank and Capital Trust Bank.

k. Source II mentions that in the period 1982—83, the Lebanese army purchased about US$1 billion worth of arms from the United States, presumably as replacement for the

confiscated arms and equipment.
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by different sects/parties and paid the wages of their employees irrespective of their
political loyalties and the areas in which they served. Furthermore, external inter-
veners at times shifted their support from one side to another. For example, the
initial direct Syrian intervention in the early stages of the war was in support of tra-
ditional Maronite parties but later shifted to supporting groups opposing the
Maronites. Similarly, Israel, initially supported traditional Christian parties that fought
the Palestinians, but eventually created a surrogate army in the south that included
both Christians and Muslims.

Resolving the Conflict: The Taif Accord and Beyond

The settlement under the Taif Accord was based on the reaffirmation of the princi-
ple of sectarian power sharing, albeit with a modified formula. The Accord drew on
earlier reform plans that, for various domestic and external reasons, could not be
implemented. The most significant of these was the Syrian-sponsored 1985 Tripartite
Agreement (between the Lebanese Forces, Amal, and the Progressive Socialist Party
militias), which proposed constitutional amendments, a number of which were sim-
ilar to those subsequently adopted in the Taif Accord (Mailat 1992).

Although the Lebanese parties to the conflict might, after 16 years of war, have
become exhausted and ready to reach a settlement, it took external pressure to con-
clude the war. This was largely prompted by the Iraqi invasion of Kuwait in August
1990.This event encouraged outside powers (both Arab and Western) involved or
concerned with the Lebanese conflict to help settle it as a prelude to the launching
of the Allied campaign led by the United States to liberate Kuwait at the beginning
of 1991. Syria, a main actor in Lebanon’s civil conflict, was one of the Arab countries
that supported this campaign. As noted earlier, the ratification of the Taif Accord did
not lead to the cessation of hostilities in Lebanon until the ouster of General Aoun
in October 1990 through direct Syrian military action undertaken with tacit U.S.
approval.?®

The Accord created a more equitable sectarian formula for power sharing among
the two main religious communities by enhancing the position of the prime minis-
ter (Sunni Muslim), as well as that of the speaker of the house (Shi’a Muslim), and
curtailing some of the privileges that the president (Maronite) had enjoyed. For
example, the new Taif constitution stipulates that the appointment of the prime min-
ister is to be determined by binding consultation with members of parliament, which
the president is required to conduct for this purpose.To that extent, the prime min-
ister is no longer beholden to the president, as before, for his appointment. Also, the
council of ministers, which collectively was given wide executive powers, is chaired
by the prime minister unless the president chooses to attend its meetings, in which
case the president chairs. In practice, with some exceptions, the president has, so far,
chaired council meetings. As for the speaker of the house, his term of appointment
was extended from one to four years, which effectively freed him from the pressures
associated with one-year appointments. Furthermore, instead of the small advantage
previously enjoyed by the Christian community in parliament, the Accord specified
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equal representation for the two communities. This same principle continued to
apply to the council of ministers.

The essence of the political system, thus, remained unchanged. However, by read-
justing the basis for sectarian power sharing, the Accord envisaged, in principle, a
more collegial political governance among the major religious communities and,
hence, a firmer basis for domestic political stability. One major manifestation of this
anticipated collegiality is the enhanced power of the council of ministers, which is
supposed to act as a collective governing body. In contrast with parliamentary acts
that are taken by majority vote, the new constitution specifies that decisions of the
council of ministers are to be arrived at by consensus and only failing that by major-
ity vote. For “fundamental” questions facing the country, failing consensus, a major-
ity of two-thirds is required, subject to parliamentary approval.? Significantly, the Taif
Accord allowed for a temporary stay of Syrian troops in Lebanon to help the
Lebanese authorities establish law and order; the eventual withdrawal of these forces
was to be subject to the mutual agreement of the Syrian and Lebanese governments.
As would be expected, until forced to withdraw in April 2005, Syria had exercised
substantial political influence in postwar Lebanon.

A recent study on the successful settlement of civil wars argues that whatever rea-
sons bring combatants to the negotiating table and their signing of power sharing
pacts, the successful resolution of such wars would still require third-party security
guarantees concerning the safety of the combatants and the enforceability of the
agreed pacts.* The Taif Accord, which allowed for the presence of Syrian troops in
Lebanon (albeit on a temporary basis), seems to support this conclusion. On the other
hand, it is also important to understand the nature, extent,and duration of third-party
(external) security intervention. The Lebanese case demonstrates that this interven-
tion could go beyond its originally intended objectives. In as much as third-party
security guarantees may be necessary to help postconflict governments enforce
power-sharing pacts and maintain domestic peace, it is equally important to ensure
that the third party entrusted with this task does not, for self-serving reasons,
become perennially embroiled in domestic political processes and outcomes. This, of’
course, would depend on the nature of the agreed political compromises that paved
the way for the resolution of civil conflicts and whether they are inherently stable in
the long run—a matter that we cannot go into here.

In the case of Lebanon, the collegiate governance in the post-Taif period has not
been successful so far. In particular, the council of ministers has not come to assume
the enhanced role assigned to it in the constitution. Instead, the phenomenon of
“troika rule” (the troika comprising the president of the republic, the speaker of the
house, and the prime minister) emerged and has tended to dominate political life,
particularly after 1992. Effectively, it undermined the privileges that the Taif Accord
granted to the council of ministers as a collective governing body and diminished
the role of individual cabinet members in decision making. Without going into the
reasons that led to the troika rule, what is significant is that disagreements among
council members were not necessarily settled within the council of ministers or
parliament, but outside these institutions through reliance on the de facto “troika”
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system. Failing such a resolution, resort to Syrian mediation became necessary or
mandatory in order to settle existing disputes. With Syria playing the role of the
influential arbiter, domestic political flare-ups were not permitted to disrupt the
political process.”!

This, in turn, raises a fundamental question concerning the long-term workability
of the Taif Accord in the absence of an outside steadying or arbitrating hand. Does it
constitute the ultimate political framework that will ensure stability in the long run?
While the diffusion of political power among the main religious communities was
intended to contribute to sectarian stability, the post-Taif political experience reveals
the persistence of potential sectarian elements of instability (though in the Lebanese
case, as amply demonstrated, domestic stability cannot be isolated from regional influ-
ences). The question remains whether, in the absence of destabilizing external influ-
ences, the post-Taif political system is sufficiently viable to withstand internal shocks
without outside assistance.

From the end of the civil war until April 2005, Syrian involvement was a major
factor in determining political outcomes. Now that Syrian troops have withdrawn,
the workability of the Lebanese system under the condition of greatly diminished
Syrian influence is yet to be tested. Even if it is correct, as some argue, that the lack
of firm stability in the post-Taif era, in large measure, was attributable to the domi-
nating Syrian military and political presence, this would not negate the existence of
elements of potential instability associated with the nature of the political system
itself. For whatever its merits, the finely tuned sharing of political power among
Lebanon’s religious communities is inherently discriminatory. Conflicts among the
various political and sectarian leaders have arisen, and can arise again in the future,
over what they consider to be the rightful share of the religious community that each
represents in managing the affairs of the state. Sectarianism has continued to act as
the mainstay of political behavior. The Taif settlement notwithstanding, there is no
guarantee that, as in the past, sectarianism will not be a destabilizing influence.

The question of how to move from a discriminatory sectarian system to a more
stable nondiscriminatory political system or, alternatively, how to husband the
present system to render it more stable, falls outside the purview of this chapter.®
Nonetheless, we can postulate that the prewar circumstances that led to the civil
war are not as relevant in the postwar period. Calls for more equitable power shar-
ing among the major religious communities have been met. The Palestinian fac-
tor is no longer significant and the regional conflict is no longer as salient in
Lebanese politics. In the absence of active destabilizing external influences, it is
doubtful that the remaining potential elements of domestic instability mentioned
above—most notably religious fractionalization—would, on their own, lead to a
renewal of civil conflict. But this is a matter that requires further study before
arriving at firm conclusions.

In addition, Lebanon’s trade- and services-oriented economy, the traditionally
dominant private sector, and the country’s high educational attainment make a
recurrence to war unlikely, because such a course would have high economic
opportunity costs.
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Conclusions

The CH model is based on a simple portrayal of a war between the state and a sin-
gle rebel group.This is, of course, oversimplification. The Lebanese case highlights
the complicated dynamics that result from competition among several warring
groups and their allies.

Religious fractionalization appears as an important cause of civil conflict in the
Lebanese case, but it has not been fully examined in the CH model or in the litera-
ture more generally. It is not clear, for example, if religious fractionalization would
have been as important a factor in Lebanon if the political system had been secular
(nonsectarian). More cross-country research is needed to determine whether reli-
gious dominance plays the same role as ethnic dominance and under which condi-
tions it can fuel civil war. Our study suggests that an interactive effect between
educational attainment and religious dominance deserves further attention.

Repeated and competing external interventions played a major role in provok-
ing, prolonging, and ending the civil war in Lebanon. Until its withdrawal in April
2005, Syrian military presence in the postwar period exerted significant influence
over domestic politics. For Lebanon, the question that needs to be addressed is
whether the post-Taif Accord political system is sufficiently viable to withstand inter-
nal shocks without some form of external involvement. If not, which political
reforms are necessary to make the system viable?

More generally, this raises the related question of how to ensure that third-party
security guarantees, which may be necessary to resolve civil conflicts and ensure the
enforceability of power-sharing pacts in the immediate postconflict era, do not them-
selves permit or induce the guarantor to become embroiled in domestic political
issues in pursuit of specific objectives, such as enduring political dominance.This may
be especially relevant in cases where ethnolinguistic or religious factors had played
an important role in the onset of such conflicts.

Economic motives for civil war were weak in this case. We can immediately dis-
count the influence of natural resources. As the Lebanese economy was and remains
heavily dependent on trade and services, the policy issue of diversification for the
purpose of reducing the risk of potential conflict associated with natural resources
does not arise. The rate of growth preceding the conflict pointed to lower, rather than
a higher, risk of civil war. We, therefore, need to consider both the grievance (polit-
ical agenda) and greed (economic agenda) elements in interaction. Once the civil
war broke out, economic factors played an important role in prolonging its duration.

Notes

. For a review of the prewar economy, see Badre (1972) and Makdisi (1979).
. See Schmeil (1976), quoted in Labaki and Rjeily (1993, 182).
. On prevailing prewar conditions in the south, see Salih (1973).

oSS S T

. However, the wide cultural and professional gap between Christians and Muslims at
the beginning of independence was progressively reduced over the period under con-
sideration. See, for example, Labaki and Rjeily (1993, 185).
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Military confrontations took place between the Palestinian military organizations and
the Lebanese Army in 1968 and 1969.The conflict was settled with Egyptian media-
tion in November 1969.While the PLO would nominally respect Lebanese sovereignty,
the agreement allowed a measure of freedom for Palestinian groups taking action
against Israel from Lebanese soil. Increased Palestinian activity brought them in armed
conflict with Lebanese security forces and Christian parties.

A new president of the republic, Elias Sarkis, was elected by parliament in September
1976. He succeeded Sulieman Frangieh, whose six-year term had ended.

The ADF force consisted of 30,000 men, of whom 27,000 were Syrians.

For example, in March 1978, Israel invaded southern Lebanon. This military action
resulted in 2,000 deaths and 250,000 displaced persons and ended with the deployment
of UN troops on the Lebanese Isracli border. In 1980, Syria concentrated troops in the
Beqa’ valley and clashed with Kataeb militia entrenched in the city of Zahle near the
Beirut-Damascus highway.

The invasion brought economic havoc in its wake. Estimates of damage to physical
property alone exceeded $2 billion. See Council for Development and R econstruction,
The Reconstruction Project, April 1983, 1.5.

The well-publicized massacres took place in the refugee camps Sabra and Chatila while
the Israeli army was still in control of West Beirut.

U.S. and French army barracks were the target of suicidal attacks in October 1983 that
resulted in high troop casualties. These incidents hastened their decision to withdraw.
Prior to that, in April 1983, the U.S. Embassy located in West Beirut was blown up. It
was later relocated to the eastern suburbs of Beirut.

Atfter the Israeli invasion, Hizbollah, supported by Iranian funding, began to grow in
the southern suburbs of Beirut and in Shi’a-dominated regions of the country. It fre-
quently clashed with Amal in West Beirut for control of the Shi’a community. Clashes
also occurred between the Progressive Socialist Party and Amal. During intramilitia
warfare, the smaller Sunni militia, the Mourabitoon, was defeated. Intramilitia fight-
ing occurred throughout the war not only in Beirut but also in other parts of the
country.

As noted above, Syrian troops (which had originally entered Lebanon in 1976, the sec-
ond year of the civil war) continued to be deployed in Lebanon until April 2005.
Earlier, in May 2000, Israeli troops and their surrogate army had been forced to with-
draw from the occupied areas in the southern part of the country under constant attacks
from resistance groups, especially Hizbollah.

See report published in “Annahar,” March 5, 1992.The figure excludes the death toll
in Palestinian camps. The report cites a total of more than 184,000 injured, more than
17,000 who disappeared, and more than 13,000 who were maimed.

These are adjusted estimates based on available estimates for forgone production at 1974
prices. See Makdisi (2004, chapter 2).

Each of these communities probably constituted between 20 and 30 percent of the total
population.

The last population census was conducted in 1932. Hence, no official estimates on the
religious composition of the population have been available since that time.
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For 1973-74, the two years preceding the outbreak of the civil war, estimates of real
per capita gross domestic product (GDP) range from $1,000 to $1,300 (1974 prices).
Estimates obtained from Anke Hoeffler.

Calculating a probability of war for 1975 would be a misapplication of the CH model,
which deals with the probability of a war starting in the subsequent five-year period
beginning from a situation of peace. Lebanon was already at war in 1975.

Real per capita GDP was roughly 20 percent higher in 1974 than it was in 1970, while
the average per capita real GDP growth in 1970-74 was approximately 45 percent higher
than it was in 1965—69.The population increased by about 10 percent from 1970 to 1974.
According to the CH model, the incidence of civil war is likely to have a nonmonot-
onic relationship with the level of natural resources.

These variables are listed in order of increasing strength. In other words, the variable
that played the greatest role in making the probability of war higher in 1995 than in
1970 was per capita GDP, followed by population, and so on.

In the private sector, Christian dominance of the economy declined over time as the
Muslim communities grew in political and educational stature.

Issue of October 15,1990, p. 8. One source reports that PLO investments in Lebanon—
largely financed by Arab countries—were estimated at about $1.46 billion in the early
1980s (see Hamdan 1997).

Estimates of the direct costs of the war vary. Tarabulsi (1993) estimates the cost of a day’s
fighting at $150,000—$500,000. Picard (1996b) puts the cost of the war at $150 mil-
lion to $1.5 billion a year. Assuming an annual average of $800 million, this implies a
total loss of around $13 billion for the entire war.

See Corm (1994, 218). Some estimates put Libyan financial assistance to the PLO and
their Lebanese allies at about $50 million a month, at least prior to 1982, which adds
up to a total of $4.8 billion from 1975 to 1982. For the whole war period, Annahar (see
note 25) estimates the total of political money and military resources at about $10 bil-
lion. Another source quotes an estimate of $300 million for the annual inflow of polit-
ical money prior to 1982, for a total of $2.7 billion. See Nasr (1989).

After more than 14 years in forced exile, Aoun returned to Beirut on May 7, 2005 fol-
lowing the withdrawal of Syrian troops in the preceding months.

For a critical assessment of the Taif Accord, see Mailat (1992, 53-58).

See Walter (2002, 90-91 and 160-161).

Syria’s substantial influence in Lebanon was publicly acknowledged and often referred
to in the local press. On August 18, 1998, An-Nahar, daily, headlined its commentary
on the local situation:“Syria is no longer embarrassed in declaring its choice of the new
president.” In Lebanese diplomatic jargon, Syria’s accepted role as an arbiter and dis-
penser of advice to Lebanese politicians and officials was subsumed under close coop-
eration and coordination between the two countries, particularly when invoked in the
context of Israeli plans to destabilize the Lebanese domestic situation.

Barbara Walter (2002, 167—-168) notes that consociational power-sharing solutions are
appealing to groups who fear political domination. But power-sharing pacts are not stable
over time unless they evolve into liberal, open political institutions. For a relevant discus-
sion and application to Lebanon, see Makdisi (2004, chapter 5).
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ussia’s historically high levels of violent crime and political violence had

been suppressed by Soviet authorities, but reemerged with the liberaliza-

tions of the late 1980s and 1990s. In the wake of the dissolution of the
Soviet Union, Russia has the fourth highest level of homicides in the world, in part
as a consequence of the ongoing conflict over Chechen independence (WHO
2002).The Chechen war has increased political violence and crime in the rest of
Russia.

This chapter uses traditional indicators of violence as well as a new measure of con-
flict to analyze the high levels of violence in the transitional period in Russia. The
transition period that we analyze extends from 1992 to 2000. The new measure of
conflict that we use incorporates sociopolitical indicators and experts’ assessments and
it is measured at the level of Russian regions (see annex for a description). We com-
pare certain hypotheses from the economic literature on crime to the “greed and
grievance” model developed by Collier and HoefHler (2001). According to Collier
and HoefHer, conflict is generated by poor economic conditions, availability of easily
appropriated resources, and grievance against rich (ethnic) groups. These conditions
result in violence. Whereas the Collier-Hoeffler (CH) model seeks to establish the
causes of civil war, our analysis explores more broadly the relationship between con-
flict and violence in Russian society, and we explain the dynamics of crime.

The CH model focuses on civil war. Russia has a civil war in Chechnya, but con-
flict in other parts of Russia does not rise to the level of civil war. But Russia, based
on our measure of conflict, has several regions with substantial conflict in addition
to Chechnya. We argue that the Chechen war has provoked a strong countrywide
authoritarian reaction in an effort to prevent the breakdown of order.

The Chechen conflict is based on deep historical rifts between Chechens and the
Russian central state. The violence there is multifaceted and differs from that in other
regions of Russia. It includes the violence committed by the Chechens, the Russian
military, and the MVD (Ministry of Interior) troops that transcends the norms of
military actions. Violence includes kidnapping, hostage taking, and rape, which are
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criminal acts, used there for political purposes.When such acts are committed within
a civil conflict such as the one in Chechnya, we consider them as acts of political vio-
lence. Outside Chechnya, for example, in adjoining regions of southern Russia, inci-
dents of such violence (e.g., homicide and rape) are considered criminal acts.

The data used in this study include traditional indicators of violence, such as those
for homicide, rape, and assault. We also examined the violence that results from the
war in Chechnya. In spite of the common belief that much of the violence was linked
to the growth of organized crime, only a small portion of the recorded violence is
associated with organized crime. Much of the violence is linked to the societal tran-
sition after the collapse of the Soviet Union. We argue that this period of intense
property redistribution contributed to the rise in intrapersonal violence.We focus on
the interplay between political violence and crime and on the contagion eftects of
the Chechen conflict. The case of Chechnya provides support for the CH model
because of the availability of war-related capital, external financial support for the
rebellion, and the limited economic opportunities for the domestic population. The
rest of our analysis of crime and violence in Russia is also broadly consistent with
the CH model.

This chapter is organized into two parts. In the first part, we describe the histor-
ical development of common and political crime and violence in Soviet Russia and
then in the Russian Federation. We focus on the relationship between conflict and
crime in Russia and on the war in Chechnya. In the second part, we describe our
data and econometric methods and discuss our empirical findings.

Historical Overview and Analysis

Violent revolutions in 1905 and 1917, World War I from 1914 to 1918, a civil war
from 1917 to 1921, and years of resistance to Bolshevik rule caused enormous loss
of life in Russia. Massive state repression followed in the late 1920s as Stalin initiated
the purges that would last throughout his rule into the early 1950s. World War II
resulted in huge casualties as the Soviet Union was invaded. Millions of combatants
and civilians lost their lives in the war and many died in the forced deportations of
the war years.

Crime and Violence in Soviet Russia

The Russian revolution in 1917 and the subsequent civil war had a major impact
on the patterns of both violent and political crime. Crime became one of the major
urban problems in the two largest cities of Moscow and Leningrad (Gernet 1924,
1927). At this time, a significant amount of violent and property crime was com-
mitted by youths, urban migrants, and those displaced by the revolution.

The civil war (1917-21) was extremely violent.Violence ended in the western
Russian Federative Republic in the early 1920s, but raged on in other parts of the
country, particularly Central Asia, throughout the decade. Although political resist-
ance to the revolution had been largely suppressed in the major cities, it continued
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in more remote parts of the country throughout the decade. The militia, the army,
and the security police (the Cheka) suppressed the White opposition that had with-
drawn to Siberia after being routed by the Red Army in the western parts of the
country (Shelley 1996).

The 1920s continued as a period of great instability in the criminal and politi-
cal arena. Female criminality rose significantly and women’s crime became more
violent. In Moscow and Leningrad, murders were often premeditated and some
professional criminals committed multiple contract murders (Shelley 1982).!

Very different patterns of violence occurred in other parts of the country. Banditry
was rampant in the eastern parts and violent clashes between the militia and the
criminals resulted in many fatalities on both sides (Nikolaev 1959, 42—-49; 1967,
228-53).The bandits, armed by opponents of the Soviet regime, added an important
political dimension to the ordinary crime. The use of the regular police to address
social conflict had important long-term consequences for the maintenance of social
and political order.

With Stalin’s ascension to power in the late 1920s, political crime became the
focus of his law enforcement policies. During this period, the high level of vio-
lence was state sponsored, as the state began a mass campaign to collectivize agri-
culture and purge enemies of the state. Widespread resistance to collectivization by
the peasantry resulted from Stalin’s decision to order the end of all privately owned
farms and to force the agricultural population into collective farms. The ignomin-
ious role of the army, the Cheka (security police), and the regular police in subju-
gating the peasantry and eliminating the kulaks in the 1930s has been extensively
documented (Conquest 1986).

The intense repression of the Stalinist years resulted in both political conformity
and low crime rates. Professional criminals were rounded up and sent to labor camps
for lengthy sentences, which did not eliminate them but contributed to the low inci-
dence of crime. Millions were sent to these camps, often for petty crimes, which led
to a criminalization of the population with long-term implications for post-Stalinist
society.

Stalin fought wars against both external and internal enemies. Not only were indi-
vidual “enemies of the state” singled out for repression, but whole nationalities were
viewed as suspicious. During the war, whole nations, particularly those from the
Caucasus, were deported to Siberia and Central Asia (Conquest 1961). As shown
later, the deportation of the Chechens and their difficult return to their homeland
after Stalin’s death has had an impact on their contemporary levels of criminality.

Crime rates in the former Soviet Union were lower than in other industrialized
countries. Crime rates were low due to a combination of high rates of incarceration,
highly repressive law enforcement, limitations on internal travel, and closed frontiers.

A different geography of criminality than in western countries existed in the
USSR In most industrialized countries, there is a direct correlation between the level
of urbanization and the level of criminality. In the USSR, because urban centers were
favored and could exile serious offenders and limit the settlement of youthful males,
this relationship between crime and urbanization did not exist. An internal passport



90 Understanding Civil War

system regulated domestic travel and prevented internal migration without militia
permission. Residence in large cities was prohibited to serious offenders released
from labor camps. Former offenders were forced to settle in secondary cities and rural
areas, which had very high rates of crime. Therefore, crime was greater in the sec-
ondary cities of the Soviet Union and lower in the major urban centers (Shelley
1980).The legacy of this unique geography of crime continues as the highest rates
of crime are still recorded in many regions that are not major urban centers (see
figure 4.1).

Since former convicts were prohibited from settling in almost any city of signif-
icant size, many former offenders settled near the labor camps from which they were
released (Shelley 1981a). Therefore, the Urals and Siberia and parts of the Russian
Far East absorbed very large numbers of hardened criminals who continued to com-
mit very serious crime, often in association with their fellow ex-convicts. This
explains the higher rates of crime near labor camps—something that we also find in
our analysis.

Violence was always high in the former Soviet Union relative to other forms of
criminality (Shelley 1981b, 1987). Even though there were strict controls on weapons,
crimes were committed by such means as knives and axes. Often these crimes were
precipitated by alcohol abuse, and the long cold winters in small apartments aggra-
vated interpersonal relations. These same conditions continue to explain crime in
our analysis.

Gorbachev’s policies of perestroika and glasnost (openness) had a major impact on
crime. Crime increased and became more violent. According to official statistics,

Figure 4.1 Map of Russia Showing Number of Homicides per
100,000 Population in Year 2000
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the overall crime rate and homicide rate doubled from 1987 to 1991. Organized
crime also grew, merging the shadow economy with the criminal underworld and
corrupt state.

Steps taken to make the justice system more accountable and humane inadver-
tently contributed to the rise of crime. Large numbers of inmates were released into
a society that no longer guaranteed employment and in which no social safety net
of unemployment insurance or social services existed. The hundreds of thousands of
released ex-offenders could not be monitored because militia resources were diverted
to more pressing problems of ethnic conflict and mass political demonstrations.

The growth in crime and the increasing severity of criminality were perhaps
unavoidable in the transitional period, but many policies undertaken during pere-
stroika contributed to the rise in crime. For example, the introduction of prohibi-
tion in 1985, the month Gorbachev assumed power, contributed to the rise of
organized crime as it had in the United States in the 1920s. In the USSR, the
impact of prohibition was more acute, because this massive transfer of resources to
organized crime and corrupt bureaucrats coincided with the reintroduction of pri-
vate business and the initial phases of privatization of state property. Consequently,
from its inception, private capital was commonly acquired with the proceeds of
criminal activity.

Campaigns to reduce corruption in law enforcement may have improved the
administration of justice, but they did not reduce crime. Dismissed law enforcement
personnel were often recruited by the rapidly growing organized crime networks.
Replacements could not be found because militia work was underpaid and danger-
ous and citizens no longer felt compelled to serve the state.

Ethnic conflict in the final years of the Soviet period facilitated further violence.
Following attacks on symbols of Soviet authority, the militia and the army, many
weapons were acquired by citizens. Police stations and army posts were razed and
demobilized military personnel sold weapons to supplement their meager incomes
and buy drugs. National groups, particularly those in the Caucasus, imported
weapons to further their causes.

Some had predicted that the USSR would collapse in mass political violence.
Instead, high rates of intrapersonal violence and organized crime became the legacy
of the USSR in successor states. The problems of intrapersonal violence and nation-
alist violence were particularly pronounced in the southern border regions of the
Caucasus.

Crime During the Transition

Despite significant regional differences in crime rates, there are certain important
common trends over the last decade in the diverse regions of Russia. Crime rates
fell during the first year of Gorbachev’s rule when prohibition was introduced.They
then grew during the final four years of the Soviet period. Crime grew particularly
fast after three shocks: the large amnesty from labor camps at the end of the Soviet
period, price liberalization in 1992, and the economic crisis of 1998.
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In the transitional period of the 1990s, violent crime rates rose dramatically; this
was a consequence of rising organized crime, increasing poverty and income dispar-
ity, a high level of alcohol consumption, and rising mortality. Homicide rates tripled
during the years from 1988 to 1994.The most noted increase in criminality was in
the crimes linked to the new market economy where the growth rate was more than
double that for other categories of criminality (Luneev 1997).

Adult crime rates, unlike those of juveniles, did not level off in the second half
of the 1990s. Instead, crime rates for violent acts committed by adults grew dra-
matically both in the domestic and the public sphere. The killings associated with
organized crime and banditry were notable. In certain large cities with significant
organized crime groups, such as Moscow, St. Petersburg, and Ekaterinburg, there
were many killings associated with the division of territory (Saviuk 1999).

Violent crime not associated with organized crime also increased. Part of this is
explained by the availability of weapons, which were tightly controlled during the
Soviet period (Shelley 1987).The availability of arms, facilitated by the small weapons
trade of Russian organized crime and former military personnel, made many ordi-
nary acts of crime more violent than in the past. Consequently, Russia had 22 mor-
talities from homicides and assaults per 100,000 population, which is the fourth
highest rate in the world after Colombia, El Salvador, and Brazil, according to the
World Report on Violence and Health. 1t is triple the rate of the United States and
approximately 10 times that of Western Europe. In the years before the transitional
period (1965-90), both the United States and Soviet Russia had similarly high
levels of violence (Pridemore 2001). Both countries also incarcerated about 0.7% of’
their populations, because of their reliance on imprisonment as a sanction and the
imposition of lengthy sentences.

Examining the data from the city of Moscow obtained from the International
Crime Victim Survey (ICVS) revealed that the risk of victimization from violence
is comparable to that of the capitals of higher income countries and other transitional
countries, but lower than that of the capitals of Latin America included in the sur-
vey (UNDP 2001;Van Kesteren, Mayhew, and Nieuwbeerta 2000). National data
from crime victimization surveys in Belgium, France, the Netherlands, Poland, and
the United States revealed that 1 percent of the population had been victims of assault
in 1999. Similar ICVS data from different cities revealed a 1 percent victimization
rate in Moscow, Budapest, Tbilisi, and Vilnius, about 3 percent in Bogotd and Buenos
Aires, and 5 percent in Johannesburg.

According to the ICVS, there was a very low rate of reporting of crime by
Moscow residents, indicating little public faith in the police.? Only a quarter of seri-
ous crimes against persons and private property are reported to the police, a much
lower rate than in Western European cities where half of all crimes are reported
(del Frate andVan Kesteren,2004). Moreover, not all reported crimes are registered
by the police. For example, the ICVS shows that in Moscow for the 11 categories
of crime in which victims were surveyed, there were 80 crimes per 100 inhabitants
in 1995, whereas the Moscow police registered one crime per 100 inhabitants in
that year.?
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Ethnic Conflict, Crime, and Political Violence

Ethnic conflict in the late 1980s had an impact on politically motivated violence and
on criminal violence. In fact, the unusually high rates of violence in Russia in the
contemporary period suggest that there is a strong spillover effect from areas of vio-
lent civil conflict partly through the exposure of military personnel to violence and
civil war.

Until the dissolution of the Soviet Union, there was no serious violent ethnic
conflict in the country. But, according to one Russian demographer (Moukomel

1998, 1),

In the late 1980s civil wars broke out in six out of fifteen Soviet Republics,
four of the six were in the Caucasus, including one war on Russian territory.
Deaths totaled about 100 thousand in the nine largest conflicts in the period
1988-1996. . . . These conflicts among ethnic, confessional, or tribal groups
affected more that 10 million people, or about 3% of the population of the
former USSR.

Many politicians underestimated the risk of such violence, believing that good rela-
tions existed among the diverse ethnic groups of the former Soviet Union.

The Russian Federation includes more than 100 ethnic groups. Russians dom-
inate, accounting for 80 percent of the population. There are 21 national republics
with either a distinct ethnic majority or large titular group. Many of these
autonomous republics are sites of ongoing or potential violence.

The ethnic conflict in the Caucasus has affected crime rates and crime patterns,
particularly in the south of the country. Russia includes the highly unstable North
Caucasus region and borders the unstable South Caucasus. Russian military per-
sonnel trade in arms, and many of the local personnel on the southern Russian bor-
der and in the neighboring Caucasian states have engaged in significant smuggling
across the borders. Arms and drug trafficking and kidnapping are particularly pro-
nounced in this region, and local business people are pressured to launder money
for the Chechen crime groups. The instability in Georgia prior to the Rose revo-
lution exacerbated the criminal situation in the region because criminals found safe
haven there.

Conflict in Chechnya

The war in Chechnya has occurred in two periods: 1994—96 and 1999 to the pres-
ent. Much greater military force has been used by the Russians in the second period.
A significant difference between the two periods is the provision of funding by sup-
porters of terrorism in the second period. In the first period, there was a strong link
between political violence and organized crime and the war was sustained with prof-
its from organized criminal activity. The second period of war has been partly sup-
ported by international funding by Islamic terrorist networks.
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The average monthly fatalities in the Chechen conflict are estimated from the
official reports to be 178 (and 813 wounded) in the first stage, 1994-96,and 117 (399
wounded) in the second stage, since 1999. The first military assault began with
Chechnya’s efforts to obtain autonomy (Lieven 1998).The Russians justified their
attack, in part, as an attempt to root out organized crime (Lieven 1998; Seely 2001).
Chechen organized crime in the 1990s was only one part (not the controlling part)
of Russian organized crime.

The Chechens, exiled from their homeland by Stalin for more than two decades,
had an extensive diaspora that existed in many regions of the former Soviet Union
and abroad. Experienced traders, they helped run lucrative farmers’ markets and were
active participants in the shadow economy in the Soviet period as were many other
Caucasian groups. Chechens were identified by the Soviet era militia as an impor-
tant organized crime group.They occupied second- and third-tier hotels in Moscow
as their bases of operations. Their activities included running auto-theft rings, extort-
ing sellers in markets, and trading in arms and drugs.

Chechnya, before the bombing campaigns that destroyed its infrastructure, was
relatively wealthy with significant petrochemical factories and oil reserves, the rich-
est in the Caucasus after the reserves near Baku, Azerbaijan (Lieven 1998).

The Russian military in the first stage of the war encountered much more resist-
ance than it had anticipated. Chechen war efforts were funded by a diversity of
sources, including the domestic and foreign Chechen diaspora community, revenues
from the diversion of oil and its sale, organized crime activity including the narcotics
trade, and the Islamic community abroad through charitable foundations and also
through Islamic mosques (i.e., collections in London mosques provide approximately
£50,000 a week).

The war seemed to end in 1996 with the Russians failing to secure a clear victory.
There were many forces that would work to ensure that the peace was not perma-
nent.Among these were Russian military and political officials who could not accept
the failure of Russia to secure its dominance over the Chechens,an ethnic group long
in conflict with the Russians. There was much political and financial interest that
ensured the absence of a permanent peace. Furthermore, there has been a “spiral and
cycle of violence that makes the conflict impossible to resolve” ( Jersild 2004, 368).
Civil society, generally weak in Russian society, could not provide a counterbalance
to the strong military and political interests pushing for renewed conflict. There was
almost no civil society in Chechnya, and Russian human rights groups, according to
a leading activist, once the cease-fire was declared, failed to stay adequately engaged.*

The resumption of the fighting in 1999 provides some illustration for the
greed-versus-grievance hypothesis. There were enormous financial incentives to
keep the war going. The Russian high military command has made millions for
itself by siphoning off and diverting some of the Chechen oil production.Young
Russian combatants have secured valuables for themselves by raiding Chechen
households. Some of their pay and loot has been bartered with Chechens for
drugs (Gentleman 2001).

Funding for Chechnya was diversified in the second war and the nexus between
external Islamic funding, terrorism, and the Chechen conflict has become evident.
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Arabs and Pakistanis, possibly associated with al-Qaeda, have collected funds in
Mosques in London, whereas in the 1990s the Chechens did much of their own
collection of funds.®

The Russian government has accused the al-Qaeda network of funneling mil-
lions of dollars to the Chechen cause. Moscow’s charges seem to be affirmed by the
appearance of Omar Khattab, an Arab, connected to the al-Qaeda network, who pro-
vided another source of funding (RFE/RL 2002). Through him, equipment, sup-
plies, food, and training were provided to the Chechens. Some suggest that the
amount funneled through Khattab may be exaggerated to conflate the Chechen
drive for autonomy with the al-Qaeda terrorist network. But American analyses of
money flows suggest that support from Islamic charities flowed from Muslims in the
Arab world to Muslims in the Balkans and in the Caucasus (USIP 2002).

Empirical Analysis

Next, we empirically test the link described previously between the rise in common
(criminal) violence and a rise in the level of political violence and civil conflict. Civil
conflict is intensified by violence and is rooted in a poor economic situation and eth-
nic polarization. We test this hypothesis as well as others. We test whether violence
increases as the quality of life declines; or as a result of fundamental changes in wealth
and property distribution; or as the deterrence eftect of law enforcement declines; or
as the economy weakens and income inequality increases. Grievances generated by
ethnic polarization should lead to higher rates of criminal violence. A positive cor-
relation should exist between the level of urbanization and violence because urban
areas have more wealth, greater anonymity, and often lower rates of crime detection.
These hypotheses are drawn partly from the CH model and partly from the eco-
nomics literature on crime.

Data and Empirical Model

Our study of Russian crime utilizes the CH model (2001; see also Collier and
Hoeftler 1998). According to this model, the risk of initiation of conflict depends on
gains minus costs:

p(T) T - Costs|Y,C(ELF)],

where p is the probability of rebel victory, T'is per capita taxable base of the economy,
Y'is the per capita income, and C is coordination cost, which is the function of eth-
nolinguistic fractionalization (ELF). Similarly, our economic model of criminal behav-
ior says that an offender commits a crime taking into account the similar expression:

pY-— Costs(Y,p,F),

where p is the probability of not being caught and F is the size of the fine in case of
punishment. Since income Y'is both a benefit and a cost, its total effect is ambiguous.
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In the CH model, civil war risk is a function of opportunities and grievances
(Collier, 2000; Collier and Hoeffler, 2001). Both opportunities and grievances also
explain common crime. The low costs of committing an offense and the presence
of crime-specific capital are measures of opportunities for oftenders. Our empiri-
cal analysis examines reported crime as a function of crime clearance rates, life
expectancy, per capita income, income growth, past crime rate, and the contagion
measure of the Chechen conflict. Measures of grievances include ethnic hatreds,
sociopolitical conflict, and economic inequality. These are represented in our analy-
sis by ethnic polarization, sociopolitical conflict indicators, and the Gini index.

Crime statistics were classified from the Stalinist period until Gorbachev’s glasnost
policy (Luneev 1997). With the collapse of the Soviet Union, Russia inherited the
statistical data reporting and recording methods of the USSR.This provided conti-
nuity, albeit with the weaknesses of the Soviet data collection system. Economic and
socioeconomic statistics, conforming to international reporting methods, are now
available for Russia since the first half of 1990s. Therefore, there are now national and
regional data available in most areas for a 10-year period.

Russia is divided into 89 regions and of these only 77 can be included in this
study because the Chechen and Ingush Republics have weak statistical collection
capacity. Another 10 regions, autonomous okrugs (independent subregions) are
excluded because their statistics are included in those of a larger region.

In our econometric analysis, we used crime rates for violent and property
offenses as well as violent property crimes. We explored the relations among socio-
economic, demographic, and other variables and crime. Table 4.1 contains the def-
inition, statistical descriptions, and sources of all variables. The data consist of 691
observation points for 77 Russian regions covering the nine years of the transition
period 1992-2000. To test the hypotheses, we used a wide variety of panel data,
which consist of short time series across a large number of regions. Most panel series
have nine years of observation points, but the income inequality measure, the Gini
index, is constructed for seven years, whereas education, ethnic polarization, deter-
rence, and reform indicators have only one point in time and are thus assumed to
be stable over time.

Social and demographic data come from the Russian State Statistical Admin-
istration (Goskomstat), including quality-of-life indicators and economic and demo-
graphic variables. Quality-of-life indicators include life expectancy at birth and level
of education of the population. Together with per capita income, these two indica-
tors constitute the Human Development Index (HDI) constructed by the United
Nations Development Programme (UNDP). Socioeconomic indicators include
average real income, unemployment rate, and income inequality. Demographic indi-
cators include the degree of urbanization, population mobility, and ethnic diversity,
as measured by the level of ethnolinguistic fractionalization® and ethnic polarization
as introduced by Esterban and Ray (1994), as calculated from census data.To exam-
ine deterrence, we analyze such factors as the strength of the police force and prison
capacity. To examine general sociopolitical conflict in Russian regions, an index was
constructed by specialists of the Center for the Study and Resolution of Conflicts.
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Table 4.1 Descriptive Statistics and Variable Definitions

Name Definition Obs Mean ~ SD Min Max Source
Homicide mortality rate Number of mortalities from homicide and 691 28.6 16.2 3.6 144.5 Ministry of Health
assault, per 100,000 population
Homicide mortality rate, Number of mortalities from homicide and 691 45.9 26.8 5.3 244.3 Ministry of Health
males assault, males per 100,000 males
Homicide mortality rate, Number of mortalities from homicide and 691 12.9 6.5 1.1 48.1 Ministry of Health
females assault, females per 100,000 females
Registered homicide Number of registered by police homicides and 691 20.6 9.0 3.7 81.0 Ministry of Interior
rate attempted homicides, per 100,000 population
Total registered crime Number of registered crimes, per 100,000 460 1,891 566 614 3,855 Ministry of Interior
rate population
Registered assault rate Number of registered by police assaults, per 691 40.1 26.6 6.0 292.5 Ministry of Interior
100,000 population
Registered rape rate Number of registered by police rapes, per 691 8.3 4.3 1.8 47.1 Ministry of Interior
100,000 population
Registered open stealing Number of registered by police open stealing, 691 89.4 46.9 12.0 291.0 Ministry of Interior
rate per 100,000 population
Registered assault with Number of registered by police assault with 460 24.0 10.0 6.2 56.6 Ministry of Interior
intent to rob rate intent to rob, per 100,000 population
Cleared homicides Share of cleared homicides during the period, 691 80.7 9.9 22.2 100.0 Ministry of Interior
percent
Real cleared homicides Share of cleared homicides during the period in 691 63.3 22.4 23.1 229.3 Authors’ calculations

the total number of mortalities from homi-
cide and assault, percent

based on Ministry

of Interior and

Ministry of

Health statistics
(Continued)
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Table 4.1 Descriptive Statistics and Variable Definitions (Continued)

Name Definition Obs Mean  SD Min Max Source
Cleared crimes Share of cleared crimes during the period, 460 72.0 7.0 52.8 92.1 Ministry of Interior
percent
Cleared assaults Share of cleared assaults during the period, 691 77.0 9.9 36.5 98.1 Ministry of Interior
percent
Cleared rapes Share of cleared rapes during the period, percent 691 86.3 7.9 48.9 100.0 Ministry of Interior
Cleared open stealing Share of cleared open stealing the period, 691 54.4 13.2 14.4 89 Ministry of Interior
percent
Cleared assault with Share of cleared assault with intent to rob 460 69.0 12.0 33.0 96.6 Ministry of Interior
intent to rob during the period, percent
Quality of life Life expectancy from birth, years 691 65.6 2.4 55.3 72.3 Goskomstat of Russia
Industrial output Industrial output at constant 1990 billion rubles 691 0.19 0.09 0.02 0.50 Recalculated from
per 100,000 population Goskomstat
statistics
Real income Real income per capita in 25-good-busket 691 3.5 1.6 1.3 17.2 Calculations based
on Goskomstat
statistics
Unemployment Share of unemployed people in labor force, 691 10.7 5.0 2.8 32.0 Goskomstat of Russia
percent (ILO methodology)
Alcohol abuse Number of people hospitalized in stationary 691 79.1 42.0 0.0 220.7 Ministry of Health
medical facilities with diagnosis of alcohol
psychosis, per 100,000 population
Net migration Number of arrivals less departures, per 10,000 691 7 105 -1104 200 Goskomstat of Russia
population
Conflict General sociopolitical conflict indicator 691 9.2 6.8 0.2 61.4 Institute of ethnology

and anthropology,
Moscow
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Contagion of Chechen

conflict

Ethnic polarization

ELF

Educational attainment

Small privatization

Prison capacity

Urban population
‘Winter temperature

Summer temperature

Sociopolitical conflict in Chechnya divided by
distance from the region to Chechnya

Esteban and Ray measure of ethnic polarization,
alpha=1.6

Ethnolinguistic fractionalization
Average years of education of population above
15 years of age

Share of privatized business in trade, catering,
and household services as of 1996, percent

Number of beds in correctional institutions, per
100,000 population

Share of urban population, percent
Average temperature in January, °C
Average temperature in July, °C

691

691

691

691

691

691

691
691
691

0.06

0.09

0.29

9.4

82

327

69.3
-11.3
18.6

0.10

0.04

0.19

0.5

32

143

12.7
7.5
2.7

0.00

0.02

0.05

8.7

20

77

235
—43.9
10

0.68

0.15

0.85

306

913

100.0
3.2
27.1

Calculations based on
the previous
variable
Calculations based on
Goskomstat Census
of population 1989
Calculations based on
Goskomstat Census
of population 1989
Calculations based on
Goskomstat
Microcensus 1994
“Rossiyskie regiony
posle viborov—
967, ed. Lavrov
A. M.,
Yuriditcheskaya
literatura, Moscow,
1997
Moscow Center for
Prison Reform
WWW.Prison.org
Goskomstat of Russia
Goskomstat of Russia
Goskomstat of Russia
(Continued)
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Table 4.1 Descriptive Statistics and Variable Definitions (Continued)

Name Definition Obs Mean  SD Min Max Source
Gini index Measure of inequality in income distribution 460 0.34 0.06 0.22 0.62 Authors’ calculations
based on Goskomst
at statistics
Drug users Number of registered drug users, per 100,000 691 69.8 80.7 2.1 515.6 Ministry of Health
population
Industrial output growth Growth of industrial output at constant 1990 691 -0.06  0.15 —0.54 0.69 Calculations based on
billion rubles per 100,000 population Goskomstat
statistics
Real income growth Growth of average real income per capita in 691 -0.03  0.29 -0.72 1.17 Calculations based on

25-good-busket

Goskomstat

statistics

Note: Obs, number of observation points.
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Detailed description of the index construction is provided in the annex. We have also
constructed a measure of contagion from the Chechen conflict for every region.This
index is the ratio of sociopolitical conflict in Chechnya and the distance of a region
from the Chechen Republic.

The crime statistics used here are the rates of officially registered crimes and their
clearance rates for all major offenses as collected by the Russian Federation Ministry
of the Interior. The crimes for which there are registered statistics include the fol-
lowing: homicide,” assault, rape, grabezh (open stealing, or robbery), razboi (assault
with intent to rob), larceny-theft, and hooliganism (intentional acts violating public
order).® We have also used as an alternative source the mortality statistics from the
Ministry of Health (i.e., total mortality from homicides and assaults for males and
females also divided by sex).

The base model is a dynamic panel data model with the crime rate as the depend-
ent variable and lagged crime rate and a set of other indicators as independent vari-
ables, taking the form:

Yie =a Y/‘1—1+B Xf[+’Y Z,‘+6,+8[,

The model includes time-varying and invariant independent variables and time-
specific effect.

Estimation is based on the General Method of Moments (GMM) for a system of
equations in levels and first differences using some relevant moment conditions. The
use of the system GMM estimator not only greatly improves the precision, but also
greatly reduces the finite sample bias (Blundell, Bond, and Windmeijer 2000). Instead
of the usual assumption of strictly exogenous explanatory variables, this approach
allows us to assume that some explanatory variables could be endogenous (Arellano
and Bond 1991, 1998). This means that they could be affected by past and present
realizations of a dependent variable but not by its future values.

Variables in the Empirical Analysis

In the core model, in addition to the predetermined lagged dependent variable, only
three explanatory variables are assumed to be endogenous: life expectancy, clearance
rate, and conflict. The first two are endogenous because their calculation reflects
criminal statistics. Conflict is also potentially endogenous, because its increase is an
expected response to violence. Other variables in the regression are assumed to be
exogenous. Lagged first differences of endogenous independent variables and a
lagged dependent variable are used as instruments for the equation in levels, and sec-
ond lags of dependent and endogenous variables are instruments for the equation in
first differences.” A special block matrix of instruments is constructed in this case. All
exogenous variables are also used as instrumental variables.

In addition to the clearance rate (the number of reported crimes solved by the
police), prison capacity was examined as a potential measure of deterrence. Using
capacity as an independent variable, as opposed to the total prison population, we
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avoid a causality problem in the analysis. Most of Russia’s detention facilities were
built in the Tsarist and Stalinist periods. They are located in the coldest regions and
their location was not determined by a high level of criminalization in a region. In
economic terms, every additional sentenced criminal does not lead to the construc-
tion of an additional prison place, because it may be very expensive to build in a par-
ticular locale. Regional crime data may be affected by post-labor camp release
policies which leave many released offenders close to their places of confinement.

The system dynamic panel data model was estimated by GMM for 11 types of
crime. Core regression results are shown in table 4.2. In four regressions for total
crime, larceny-theft, assault with intent to rob, and hooliganism, a second-order
serial correlation test is rejected indicating that the model is not correctly specified
(not reported). In addition we estimated core regression with the Gini index (not
reported). In this case, regressions are done on the reduced sample of observation
points, but we observe a similarity of results with the previous table. Conflict and
ethnic polarization, persistence over time (dynamic process), the strength of the
police force, and the quality of life are found to be the strongest determinants of
violence.

Table 4.3 shows the results of the regression analysis for a wide set of independ-
ent variables. All the basic conclusions still hold, but conflict is significantly positive
only for homicide and rapes in this case. Similar to the findings in Fajnzylber,
Lederman, and Loayza (2000), the results for all seven types of crime are persistent
over time. The long-run effects seem to be increasing with less serious forms of
crime.Therefore, a thief is more likely to commit similar crimes in the following year
than a person who committed assault or murder. This is a general finding in crimi-
nology concerning homicide data and indicates that Russia conforms to general pat-
terns of recidivism. In the following sections, we discuss the major findings in relation
to the hypotheses.

Relationship of Conflict to Violence

Econometric analysis confirms our main hypothesis that conflict leads to more vio-
lence and that the Chechen conflict has contagion effects. We find that contagion
for the Chechen conflict is significantly positive for rape and homicides of males.
Also, both the degree of sociopolitical conflict and ethnic polarization significantly
affect the levels of all violent crimes studied. As table 4.4 indicates, violent crimes
that are most sensitive to conflict and ethnic polarization are: rapes, homicide
(including attempted), homicide mortality, and assaults, in descending order. Non-
violent crimes are not found to be sensitive to conflict and grievance arising from
ethnic confrontation.

The recorded rape rate has declined by 54 percent in Russia during the tran-
sitional period. This may be the result of an increasing unwillingness to report
such crimes given low expectations of apprehending the offenders. We did find,
however, a positive link between rapes and regions of conflict, which conforms
to the previously established relationships between rape and wartime violence
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Table 4.2 GMM Core Regression Results

Homicide Homicide
Homicide mortality, mortality,

Variable Homicide mortality males females Assault Rape Robbery
Crime, lag 0.376%%* 0.661%** 0.742%%% 0.328%#% 0.788%#* 0.384%%* 0.868%**
Conflict 0.190%** 0.128%** 0.231%%%* —0.0006 0.104%** 0.126%** —0.230%**
Clearance rate —0.065%%%* —0.059%%%* —0.076%%* —0.032%%* —0.056%* 0.044%%* —0.421%%*
Life expectancy —2.10%%* —2.62%%% —3.337%%% —1.67%%* —1.90%%%* —0.712%** —1.36%%*
Ethnic polarization 27 4% 26.2%%% 27.9%%* 12.7%%% 16.3%*% 14.8%%* —12.1%%
Contagion of 0.871 5.67%%* 7.93%%* —0.395 —2.22 2.18%** 5.11%%*

Chechen conflict
Constant 154%%* 190%** 244H%% 122%%* 147%%%* 47.3%%* 125%#%
No. observation 691 691 691 691 691 691 691

points
No. years 9 9 9 9 9 9 9
No. regions 77 77 77 77 77 77 77
Sargan test, p value 359 283 173 560 234 .369 170
FO serial .000 .001 .000 .000 .000 .000 .000

correlation

test, p value
SO serial 273 721 371 935 .360 .662 .968

correlation

test, p value

Note: The matrix of instruments is constructed from second lags of crime, conflict, clearance, and life expectancy for the equation in first differences, while first lags
of differenced lagged crime, conflict, clearance, and life expectancy are instruments for the equation in levels. Ethnic polarization and contagion are assumed to be
an exogenous variable. They are included in the list of instruments.

The asterisks in this and following tables denote statistical significance of coefficients: *significant at 10%; **significant at 5%; ***significant at 1%.
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Table 4.3 GMM Extended Regression Results

Homicide Homicide

Homicide mortality, mortality, Open
Variable Homicide mortality males females Assault Rape stealing
Crime, lag 0.3%*% 0.639%%* 0.685%*%%* 0.386%+%* 0.609%%%* 0.247%%% 0.762%%%*
Conflict 0.143%%%* 0.022 0.044 —-0.02 —0.246%%%* 0.107%*%*%* —0.266**
Clearance rate —0.141%%%* —0.105%%%* —0.161%%%* —0.041%#%* —0.701%%%* —0.0827%#%** —0.968#%#%*
Life expectancy —1.76%%% —1.59%%% —2.26%%% —1.13%%% —2.96%%* —0.54%%% —0.666%%*
Unemployment 0.009 0.025 —0.004 0.02 —0.082%** —0.075%%* 0.325%%%*
Net migration 0.005%%%* —0.001 —0.004%*%* 0.004 %% —-0.0001 0.003%%#%* —0.01%*%*
Alcohol abuse —0.007%%* —0.002 0.004 —0.003 —-0.011 —0.001 —0.039%%%*
Drug users 0.005%%%* 0.004%#7%* 0.005 0.003%#%%* 0.013%%%* —0.002 —-0.006
Industrial output 2.17 —3.9%* —7.54%%% —0.697 -0.673 0.029 22, 9%k
Real income —-0.032 —0.031 -0.14 0.013 —-0.103 0.112%* —1.39%#%
Industrial output 0.013 2.87%*% 6.01%** —0.69 0.195 —0.282 —12.6%%%*

growth

Real income growth —0.7%% —1.27%%% =11 —0.862%%* —2.83%%% —0.524%%* —-0.301
Prison capacity 0.001 0.0003 0.0004 —0.0001 0.005%%* 0.003%%* 0.016%**



Sor

Reform

Urban population

Education

Ethnic polarization

‘Winter temperature

Summer temperature

Constant

No. observation points

No. years

No. regions

Sargan test, p value

FO serial correlation
test, p value

SO serial correlation
test, p value

0.015%%%*
—-0.011
—1.33%%%
27 9%k
—0.203%%%*
(). 4k

150%%%
691

7

77
931
.000

196

0.015%**
—0.02
—0.769
27.6%%%
—0.147%%*

0.026

691

7

77
147
.000

.632

0.018%**
—0.058%*
—-0.52
36.6%%*
—0.209%%*

0.117%%

691

7

77
135
.000

344

0.015%**
0.029%%*
—1.68%%*
21.6%%*
—0.096%**
—0.042%%*
96.3%%%
691
7
77
397
.000

946

0.002
—() 7k
—5. gk
6.67
—0.432%%%
—0.349%%%*
309k
691
7
77
.046
.000

411

—0.001
—0.079%**
22 1%%%
—0.023
—0.121%%*
62***
691
7
77
335
.001

.675

0.038%#*
0.148%#*
-2.57
=10
0.138%%*
—0.416%%*
691
7
77
104
.000

782

Note: The matrix of instruments is constructed from second lags of crime, conflict, and clearance for the equation in first differences, while first lags of differenced

lagged crime, conflict, and clearance are instruments for the equation in levels. Other regressors are used as instruments.
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Table 4.4 Impact on Crimes from Additional Variance of
Independent Variable (Percent)

Homicide ~ Homicide

Homicide — mortality, — mortality, Open
Variable Homicide — mortality males females  Assault Rape  stealing
Conflict 7 2 3 0 2 10 -1
Ethnic 5 3 2 3 1 7 0
polarization
Clearance -3 -5 —4 -5 -1 4 -6
Life expectancy — —24 -21 =17 =32 =12 =19 -3
Education -3 -1 -1 -6 -6 -5 -1

Note: Calculations of impact are based on regression results and discriptive statistics in tables 4.1 and

4.2, and in addition on table 4.3 for education.

(Brownmiller 1993). Rape is a tool of aggression in conflict regions. Women in con-
flict regions may be more willing to report these crimes because they see this as a
reflection of political aggression against them and are not as concerned that the police
will not find the perpetrators.

The rise in homicide in conflict areas is consistent with previous research in other
regions of the world, which suggests that violent crime is higher in regions with seri-
ous and sustained conflicts (Archer and Gartner 1976). More recently, this relation-
ship between high rates of violence in conflict areas has also been found in Latin
America (Fajnzylber et al. 1998).The results we obtained support the CH model on
grievance and higher levels of criminal violence.

Our hypothesis that ethnic fractionalization generates grievances, leading to
higher rates of crime is confirmed by our data. We find that there will be more griev-
ances in the future because of the changing ethnic structure of the population and
rising fractionalization. The very low birth rate among Russians, the continued high
level of mortality, and the exodus of Russians, particularly women of child-bearing
age, will result in a diminished Russian population. The growing Islamic populations
in Russia'® that may not identify with Russia (this does not apply to all such groups)
and the growth of Chinese and other Asian immigrants in Siberia and the Far East
may lead to higher ethnic polarization and, therefore, to more conflicts and violence.

Relationship between Quality of Life and Violence

Life expectancy, one of the components of the HDI even after controlling for its
endogeneity, is significantly negative for any type of crime analyzed. The correla-
tion is very high especially for violence: One additional year of life expectancy in
Russia “saves” lives for about two females and three males per 100,000 persons of
the respective sex annually or, in nominal figures, for 1,400 women and 2,200 men.
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We investigated the dynamics of life expectancy in Russia during the 20th century.!!
The life expectancy of a 30-year-old male today is exactly the life expectancy of
similar males 100 years ago (Institut narodnogo khozyaistva RAN 2001). Our cal-
culations show that a drop from 70 to 64 years in life expectancy of a 30-year-old
male since 1965 could contribute to an additional 20 deaths from homicides and
assaults per 100,000 males annually. This decline in life expectancy explains over half
of the growth in homicides between 1965 and 2000, which was from 10 to 45 per
100,000 males.

Another component of HDI, the average level of educational attainment, 1s sig-
nificantly negative for violent crimes. The human development effect in terms of
education and life expectancy has a strong impact on crime. Every additional year
of education reduces rates of violence by 6—13 percent for different types of crime.
An additional standard deviation in life expectancy, equivalent to 2.4 years, has a
very large and negative effect on violence. Thus, it reduces the number of assaults
by 12 percent and the homicide mortality rate for females by 32 percent as shown
in table 4.5.

As in most countries in the world, violent crime rates in Russia are found to be
higher where people are less educated. The possible explanation of this phenom-

Table 4.5 Conflict Regression Results

Variable Coefficient
Conflict, lag (.77 %%
Homicide mortality —0.011%%*
Life expectancy —0.096%*
Real income —0.113%%*
Unemployment 0.024%3%%
Ethnolinguistic fractionalization 0.881%*%#%*
Education 1.21%%*
Urban population —0.042%%*
‘Winter temperature —0.028%#%**
Summer temperature 0.047%%%*
Constant —0.728
No. observation points 691

No. years 9

No. regions 77

Sargan test, p value 191

FO serial correlation test, p value 0

SO serial correlation test, p value 769

Note: The matrix of instruments is constructed from second lags of homicide and life expectancy
and second, third, and fourth lags of conflict for the equation in first differences, while first lags of
differenced conflict, homicide, and life expectancy are instruments for the equation in levels.

Other regressors are used as instruments.
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enon is that well-educated people seem not only to live healthier and longer lives
(Deev and Shkolnikov 2000), but also have less aggression against other people and
within their families. More educated people can also better understand the long-
term consequences of causing serious harm to their victims. They have more secu-
rity and more to lose through their violence. Although in the case of organized
crime, there may be the opposite story connecting crime and education. Crime
groups and contract killers have appeared in places where qualified workers, large
businesses, money flows, and shadow economy were concentrated, especially in
Moscow, the Urals, and Siberia. As a result, during the transition period, some
highly publicized contract assassinations occurred in Moscow and some industrial
centers, where several popular journalists, members of parliament, bankers, heads
of enterprises, mayors, and governors were victims of contract killers. Most of these
several hundred assassinations have not been solved.

Impact of Deterrence on Violence

One of our robust results is that the effectiveness of police, approximated by the clear-
ance rate, is significantly negative in all cases: Police have a deterrent effect on crime
such as Eide has found (Eide, Aasness, and Skjerpen 1994). In contrast, the prison
system may actually contribute to the growth of crime. There is a positive correla-
tion of about 0.3 between prison capacity and crime. Our analysis shows that regions
with higher prison capacity have more assault, rape, and robbery. Russia’s high rate
of incarceration may generate crime because youthful offenders learn from more
experienced fellow convicts. Released offenders are forced to settle near their for-
mer labor camps, where they have no roots and limited opportunities for legitimate
employment. Released offenders often rapidly commit new crimes and return to
the labor camps.This may explain why the coldest regions close to the labor camps
have the highest rate of violence (see figure 4.1).

Impact of Income and Growth on Violence

We use two measures of income—real industrial production per capita and real
income per capita—and two measures of growth. We find that only growth reduces
crime. Thus, crime is countercyclical because economic growth provides more
opportunities for employment in the legal economy.This is consistent with the logic
of the CH model (with reference to civil war). But we cannot confirm that lack of
economic development contributes to a rise in crime. Neither the volume of indus-
trial production nor average income is significant in determining crime rates.

A process of inequitable economic development is, however, costly to the social
order of society. Crime sharply increased after the initiation of reform and then sta-
bilized. The measure of income inequality, the Gini index, is found to have a positive
effect on all crimes (significantly positive in half of the cases). Analysis of the Russian
experience confirms the findings in the empirical literature that higher inequality in
income distribution generates more violence (Soares 2001).



Crime, Violence, and Political Conflict in Russia 109

Impact of Economic Reforms on Violence

The process of privatization contributed significantly to criminal violence. Thus,
we found that there was a higher level of violence in regions in which the massive
first wave of privatization occurred in the small business sector. Small-scale busi-
ness privatization is shown to have a positive effect on crime, which was signifi-
cant in five out of seven regressions, and this was true, in particular, for all four
homicide regressions.

Although some Russian economists used small business privatization as an eco-
nomic reform indicator, in Russia this may not be an accurate indicator of reform
because of the intrusion of organized crime into this sector (Rossiyskie regiony posle
viborov—96 1997;Volkov 2002). This may also explain why privatization is so pos-
itively correlated with homicide. In a turbulent Russia, economic reform may serve
as a measure of potential gains in criminal industry and not as a source of legitimate
economic opportunities.

Impact of Alcohol and Drug Addiction on Violence

Despite the previously found relationship between alcohol abuse and crime, we did
not find this relationship in our data (Andrienko 2001). We did not find that the
proxy for alcohol consumption, the number of people hospitalized in stationary
medical facilities with diagnosis of alcohol psychosis, has any significant impact on
crime.This may have occurred because we did not use a very precise measure of alco-
hol abuse (the number of individuals suffering from alcohol psychosis is under-
estimated especially in rural areas, where medical assistance is not so easy obtained).
The number of drug users, registered by the Ministry of Health, is positively linked
to homicide and assault.

Impact of Climate on Violence

The severe Russian climate increases significantly the rate of violent crime. Russia
has the greatest number of people living in intense cold, the greatest concentration
being in Siberia. The harsh climate affects people’s behavior as they have to spend
more time indoors, tend to consume strong alcoholic drinks, and have less opportu-
nity for recreational activity. For every 10°C that the Russian winter and summer is
colder than in Europe, our calculation reveals that the level of violence is increased
by approximately 10 percent. Thus, there is a large negative correlation between win-
ter climate and violence, about —0.6 for homicides and assaults.

Relationship between Migration and Violence

The official statistics provide data on official migration, much of which consists of
well-educated migrants from former Soviet states (Zaionchkovskaia 1994). Illegal
migrants who are more marginalized and with greater likelihood of committing acts
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of violence are not reflected in official statistics. Therefore, our data only provide par-
tial confirmation for the positive impact of population mobility on violent crime.
A positive correlation between migration and homicides and rapes is observed for
women but is not observed for homicide mortality in males. From the existing data,
we cannot determine whether hostility toward some migrants results in higher rates
of victimization. Russians returning from other countries of the former Soviet
Union are often better educated and more qualified workers. However, their return
contributes to tightness in the local labor market and this may cause conflict
(Zaionchkovskaia 1994).

Relationship between Urbanization and Violence

Crime rates are generally higher in urban areas, although in many societies violence
is higher in rural areas. The results obtained in our study are ambiguous. More urban-
ized areas have higher rates of homicide among females and less rape among females
and homicide among males. This contradicts the general findings of the ICVS that
show that crime grows dramatically with the level of urbanization (Andrienko 2002;
Van Kesteren et al. 2000).

This may reflect a legacy of the Soviet period when there was not a positive cor-
relation between the level of urbanization and crime because youthful males were
prohibited from moving to large cities and serious offenders were permanently exiled
from large cities to rural communities and smaller towns. Therefore, the Soviet Union
represented an anomaly in which there was not a positive correlation between the
level of urbanization and crime (Shelley 1980).

How Violence Affects Conflict

To analyze the impact of violence on conflict, we used a dynamic panel data regres-
sion (see table 4.5). A specification search was conducted to determine significant
determinants. Conflict is found to be persistent over time and increases significantly
with ELF'? and the unemployment rate, but decreases with higher life expectancy;,
real income, and urbanization. This finding is consistent with the CH model (except
for the result on fractionalization, which is the opposite from what Collier and
HoefHler found). But note that “conflict” here is not equivalent to civil war, as in
Chechnya, but reflects other forms of conflict within Russian society.

Two unexpected results were identified. First, conflict is higher in regions with
higher educational levels. This might suggest that the negative sociopolitical develop-
ments of the transition were clearer to those with better education, who were more
frustrated by this, consistent with relative deprivation theories (e.g., Gurr 1970).

Second, conflict falls with higher levels of violence (homicides), but this is not a
robust result. The impact of violence on conflict appears to be inverse U-shaped.
Conflict rises with violence until a certain threshold level of violence is reached. At
the maximum of this conflict, there may be so many people eliminated on each side
that conflict starts to fall. This conclusion is based on adding the square of homicides
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to the model. Results indicate that both the linear and quadratic terms are signifi-
cant with a positive and negative sign, respectively.

These results suggest that the subjugation of Chechen rebels by the Russian
army and the persistent blood feuds among the Caucasians are examples of the
likelihood of violence being diminished by the large number of casualties.
Obviously, if members of rival rebel groups kill each other, this reduces the risk of
large-scale conflict. The same applies to contract killings in organized crime.The more
crime bosses are killed, the lower is the likelihood of razborki (large-scale criminal
group conflicts) leading to large internecine group conflict (Kriminologicheskaya
Assotsiatsiya 1998).

Conclusion

This chapter established a relationship between crime, violence, civil war, and latent
conflict in Russian society. Russia, throughout much of the transitional period, has
been characterized by a high level of violence.The rate of violence is associated with
the political transition and the long-lasting war in Chechnya. Ordinary crime—in
particular violent crime—across the Russian Federation is significantly affected by
the level of sociopolitical conflict in Chechnya. Chechnya has had a strong spillover
effect on crime in the North Caucasus regions that are closest to Chechnya, but it
has also had an impact on crime rates throughout Russia.

Recorded levels of violence are generally higher in developing and transitional
countries. Russia, despite its high levels of education and international standing, has
patterns of violence that are commonly found in the developing world and in coun-
tries with significant conflicts within their borders. High rates of violence are
present throughout Russian society and the problem has become worse with the
transition. Violence increases as one moves east in Russia. Part of this pattern is
explained by the severe climate and the Soviet legacy of settlement of released con-
victs near labor camps. The traditional patterns of violence in these regions were
exacerbated by the transition. Our empirical results show that violence resulted from
inequitable distribution of wealth, rapid privatization, a fall in real income, and
increased drug addiction. Compounding the problem was the decline in the social
safety net and the rise of organized crime.The dramatic drop in life expectancy also
contributed to the rise in levels of violence.

We found that several measures of both opportunity and grievances used in the
CH model are very important in explaining ordinary crime rates in Russia. The
location of homicides provides some confirmation of the CH hypothesis that vio-
lence will be more likely if there is conflict over the division of natural resources.

Russia’s homicide rate is one-third that of Colombia, a country that has been
engaged in civil war for decades. Russia’s homicide rate places it halfway between
the homicide rate of countries with civil war and countries at peace. Although the
war in Chechnya is confined to a relatively small region of the country, the recruit-
ment of combatants nationwide and their return to their home communities after
their period of service facilitates spillover effects across Russia. This may explain
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why Russia’s rate of homicide is almost double that of Ukraine, which has had a
more peaceful transition.

Our research shows that the eftects of the Chechen war on crime are most pro-
nounced in regions near Chechnya. The constructed sociopolitical conflict index
reveals that conflict is highest in Chechnya, Ingushetia, Karachaevo-Cherkessia,
Dagestan, Krasnodar, Tyva, and Severnaya Osetia. All but one of these regions is in
the North Caucasus. There is also an especially strong positive correlation between
conflict and some socioeconomic indicators (in descending order: unemployment,
ethnolinguistic fractionalization, drug use, size of rural population, and ethnic polar-
ization) and a small significant positive correlation with violence (see table 4.6).

We also discussed that the Chechen conflict has changed over time as a function
of external sources of funding. Furthermore, the presence of valuable natural
resources, the existence of a significant diaspora, and the availability of foreign mer-
cenaries, are all factors that have prolonged the civil conflict. These findings are con-
sistent with the CH model.

An important new result is that, despite the common perception that violent
crime and property crime are very different, we obtain very similar results in all
regressions. We do find that conflict and ethnic polarization have a significant posi-

Table 4.6 Correlation of
Socioeconomic
Indicators with General
Conflict Indicator

Variable Correlation
Unemployment 0.46
ELF 0.42
Drug users 0.31
Birth rate 0.24
Infant mortality 0.21
Ethnic polarization 0.21
Homicide 0.19
Summer temperature 0.17
Industrial output growth 0.14
Homicide mortality 0.12
Real income -0.13
Hooliganism -0.13
Larceny-theft -0.19
Net migration —-0.19
Industrial output —-0.26
Urban population —-0.30
Alcohol abuse -0.34
Death rate —-0.35

Note: Based on 691 observations.
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tive impact on violent crimes, whereas income disparity has a positive impact on all
crimes registered by the police but rape.The stability of violence rates over time, the
strength of the police force, and the quality of life are the strongest determinants of
violence.

Finally, we return to our main finding on the link between the level of societal
violence and conflict.Violent crime in Russia is at a level usually found in countries
at civil war. Russia’s civil war in Chechnya has a broad impact on crime in the entire
country. But Chechnya does not explain everything. Our conjecture is that high rates
of violent crime in Russia are an indicator of more generalized conflict underlying
Russian society.

Annex: Sociopolitical Conflict Indicator

The Center for the Study and Resolution of Conflicts at the Institute of Ethnology
and Anthropology in Moscow, in cooperation with the Network for Ethnic
Monitoring and Early Warning of Conflict, has assessed sociopolitical conflict in
some Russian regions and former Soviet states. Qualitative assessment is based on
regional expert views of 46 conflict indicators developed by Professor Tishkov.
Indicators are subdivided along seven broad categories: (1) environment and natural
resources; (2) demography and migration; (3) power, state, and policy; (4) economy
and social sphere; (5) culture, education, and communication; (6) contacts and stereo-
types; and (7) external conditions. Every indicator is rated in two scales, A and B.
Scale A has a range of {-2,-1,0, 1,2} and shows the influence of an ethnopolitical
indicator for the overall conflict situation in a region, with —2 showing a negative sit-
uation. Scale B has a range of {0, 1,2} and measures the significance of the indica-
tor for societal conflict: 2 means strong impact and 0 means no impact. The
consolidated conflict index for the given indicator j is nonzero only for negative
values on scale A and defined as:

BforA <0

Cl, =

J
0 otherwise

The general sociopolitical conflict indicator is calculated as the sum of consol-
idated indices of conflict:

46
Conflict = ZCI ;

J=1

The index is available for 1996-2001 for regions included in the Network for
monitoring. For other years and regions, they applied a similar methodological
approach and based all expert estimation on ethnographical publications and sta-
tistical information.
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Notes

1. The same phenomenon exists today as major urban centers have more violence con-
nected to professional crime, whereas in most of the country, violent crime is connected
to the circumstances of daily life.

2. See also the recent sociological surveys on the legal culture of the population and the
political resources of reforms held by the Russian Academy of Civil Service in Moscow:
http://www.rags.ru/s_center/opros/polit_res_reform/index.htm.

3. Reporting rates for homicide are apparently higher because it is a more dangerous
crime for society and there is less possibility for the police to hide such crimes. In order
to ensure that such latent crime does not change the results of our analysis, we also used
alternative data sources, particularly for homicides.

4. Interview with Liudmila Alexeeva, Moscow Helsinki Group, July 2001.

5. Interview with individual who accompanied the Chechens to the mosques, March 2002.

6. ELF is calculated as the probability that two people who meet randomly do not belong
to the same ethnic group.

7. The homicide data of most countries in the world include deaths that result from homi-
cide, but in Russia the total homicide rate also includes attempted homicides that do
not result in death, whereas assaults that subsequently result in death are not recorded
as homicides.

8. See Berman (1972) for definitions and translations of these crimes.

9. The set of instruments is supplied by the relevant moment conditions:

E[Yit—ZrAeir] = O’

E[Xit72’ASit] = O’
E[A}/it—laeir = 07

E[AX/'I—lagit] = 07

which emerge from assumed endogeneity and stationary property of the model.

10. Thus, ratio of Islamic to Orthodox traditionally confessing population in Russia has
increased from 1/16 in 1926 to 1/10 in 1999 according to Bogoyavlenski (1999).

11. Currently, life expectancy at birth is 58 for males and 72 for females.

12. When ethnic polarization is used instead of ELF it is not statistically significant.

References

Andrienko, Yuri. 2001.“V poiskakh ob’yasneniya rosta prestupnosti v Rossii v perekhodni
period: kriminometritcheski podkhod.” Economitcheski zhurnal Vishei Shkoli Economiki 5 (2):
194-220.

——. 2002. “Crime, Wealth and Inequality: Evidence from International Crime Victim
Surveys” [online]. E-prints 01-214E, Economic Education and Research Consortium,

Moscow. http://www.eerc.ru/details/download.aspx?file_id=3861.



Crime, Violence, and Political Conflict in Russia 115§

Archer,Dane, and Rosemary Gartner. 1976.“Violent Acts and Violent Times:A Comparative
Approach to Postwar Homicide Rates.” American Sociological Review 41: 937-63.

Arellano M., and S. Bond. 1991.“Some Tests of Specification for Panel Data: Monte Carlo
Evidence and an Application to Employment Equations.” Review of Economic Studies 58:
277-97.

——.1998.“Dynamic Panel Data Estimation Using DPD98 for Gauss: a Guide for Users.”
Mimeo.

Berman, Harold J. 1972. Soviet Criminal Law and Procedure: The RSFSR Codes, 2nd ed.
Cambridge, MA: Harvard University Press.

Blundell, Richard, Stephen Bond, and Frank Windmeijer. 2000.“Estimation in Dynamic Panel
Data Models: Improving on the Performance of the Standard GMM Estimation” [online].
London, UK:The Institute for Fiscal Studies, 2000 WP #00/12. http://ideas.repec.org/
p/ifs/ifsewp/00-12.html.

Bogoyavlenski, D. 1999. “Etnitcheskiy sostav naseleniya Rossii.” Naselenie i Obschestvo 41
(November): 1-4.

Brownmiller, Susan. 1993. Against Our Will: Men, Women and Rape. New York: Ballantine
Books.

Collier, Paul. 2000. “Doing Well out of War: An Economic Perspective.” In Greed and
Grievance Economic Agendas in Civil Wars, ed. Mats Berdal and David M. Malone. Boulder,
CO: Lynne Rienner Publishers.

Collier, P, and A. Hoeftler. 1998. “On Economic Causes of Civil War.” Oxford Economic
Papers 50: 563-73.

——.2001. “Greed and Grievance in Civil War.” Policy Research Working Paper 2355,
‘World Bank, Washington, DC.

Conquest, Robert. 1961. Power and Policy in the U.S.S.R. New York: St. Martin’s Press.

——.1986. The Harvest of Sorrow. New York: Oxford University Press.

Deev,A., and V. Shkolnikov. 2000.“Neodnorodnost’ smertnosti: analiz individualnyikh dan-
nyikh.” In Neravenstvo i smertnost’ v Rossii, ed.V. Shkolnikov, E. Andreeva, and T. Maleva.
Moscow: Carnegie Center February.

del Frate, Alvazzi, and John Van Kesteren. 2004. “Criminal Victimization in Urban Europe:
Key Findings from the 2000 International Crime Victims Survey” [online]. Turin: UNI-
CRI. http://www.unicri.it/wwd/analysis/icvs/publications.php.

Eide, Erling, Jorgen Aasness, and Terie Skjerpen. 1994. “Economics of Crime: Deterrence
and the Rational Offender.” In Economic Analysis, 227. Oxford: North-Holland.

Esterban, J., and D. Ray. 1994.“On the Measurement of Polarization.” Econometrica 63 (4):
819-51.

Fajnzylber, Pablo, Daniel Lederman, and Norman Loayza. 1998. “Determinants of Crime
Rates in Latin America and the World: An Empirical Assessment.” [online]. World Bank,
Washington, DC. http://www.worldbank.org/research/conflict/ papers/fajnzy.htm.

——.2000.“Crime andVictimization: An Economic Perspective.” Economia Fall: 219-302.

Gentleman, Amelia. 2001. “Rebels Have Nothing to Lose.” http://www.calguard.ca.gov/
ia/Chechnya/Chechnya%20-%20R ebels%20Have%20Nothing%20to%20Lose.htm.
Accessed December 4, 2004.

Gernet, M. N. 1924. Prestupnyi mir Moskvy. Moscow: Pravo i zhizn.



116 Understanding Civil War

——. 1927. Prestupnost’ i samoubiistvo vo vremiia voiny i posle nee. Moscow: Tsentral’'noe sta-
tisticheskoe upravlenie SSSR..

Gurr, Ted Robert. 1970. Why Men Rebel. Princeton, NJ: Princeton University Press.

Institut narodnogo khozyaistva RAN—TSsentr demographii 1 ecologii cheloveka. 2001.
Vosmoi ezhegodniy demographicheskiy doklad “Naselenie Rossii 2000.” Moscow: Institut nar-
odnogo khozyaistva.

Jersild, Austin. 2004. “The Chechen Wars in Historical Perspective: New Work on
Contemporary Russian-Chechen Relations.” Slavic Review 63: 2.

Kriminologicheskaya assotsiatsiya. 1998. Organizovannaia Prestupnost’, Vol. 4, ed. Azalia
Dolgova. Moscow: Kriminologicheskaya assotsiatsiya.

Lieven,Anatol. 1998. Chechnya: Tombstone of Russian Power. New Haven, CT:Yale University
Press.

Luneev,V. V. 1997. Prestupnost’ XX veka. Moscow: Norma.

Moukomel,V. 1998. “Demographicheskie posledstviya etnicheskikh I regionalnikh konfli-
tov v SNG.” Naselenie i Obschestvo 27 (April): 1-4.

Mukhin,Vladimir. 2005.*“Krovavaya ariphmetika voin: Ot men’shego k bol’shemu” [online].
Nezavisimoe Voennoe Obozrenie 18 (427). May 20. http://nvo.ng.ru/notes/2004-10-
29/8 arithmetics.html.

Nikolaev, P. E 1959. Omskaia militsiia v pervye gody sovetskoi vlasti (1917-1923). Omsk:
Arkhivnyi otdel UVD ispolkoma Omskogo oblastnogo soveta deputatov trudiaskchikhsiia.

——. 1967. Sovetskaia militsiia Sibiri (1917—-1922). Omsk: Zapadno-sibirskoe knizhnoe
izdatel’stvo.

Pridemore, W. 2001. “Using Newly Available Homicide Data to Debug Two Myths about
Violence in an International Context.” Homicide Studies 5 (August): 266—74.

RFE/RL (Radio Free Europe/Radio Liberty). 2002. “Crime, Corruption and Terrorism
Watch.”2 (4), January 31.http://www.rferl.org/corruptionwatch/2002/01/4-310102.asp.

Rossiyskie regiony posle viborov—296. 1997. ed.A. M. Lavrov. Moscow:Yuriditcheskaya literatura.

Saviuk, L. K. 1999. Pravovaia Statistika: Uchebnik. Moscow: Iurist.

Seely, Robert. 2001. Russo-Chechen Conflict, 1800-2000: A Deadly Embrace. London: Frank
Cass.

Shelley, Louise 1. 1980.“The Geography of Soviet Criminality.”” American Sociological Review
45 (February): 111-22.

——. 1981a.“Internal Migration and Crime in the Soviet Union.” Canadian Slavonic Papers
23 (March): 77-87.

——. 1981b. Crime and Modernization: The Impact of Industrialization and Urbanization on
Crime. Carbondale, IL: Southern Illinois University Press.

——. 1982. “Historical Trends in Moscow and Leningrad Crime.” Soviet Union 1: 43—45.

—— 1987.“Interpersonal Violence in the Soviet Union.” Violence, Aggression and Terrorism 1
(2): 41-67.

——.1996. Policing Soviet Society: The Evolution of State Control. New York: Routledge.

Soares R. R. 2001. “Development, Crime, and Punishment: Accounting for the Interna-
tional Differences in Crime Rates.” Chicago, IL: Department of Economics, University
of Chicago. Mimeo.

UNDP (United Nations Development Programme). 2001. Human Development Report 2001
[online]. New York: UNDP. http://hdr.undp.org/reports/global/2001/en.



Crime, Violence, and Political Conflict in Russia 117

USIP (United States Institute of Peace). 2002. “Lawless Rule versus Rule of Law in the
Balkans” [online]. December, No. 97. www.usip.org/pubs/specialreports/sr97.html.
Van Kesteren, John, Pat Mayhew, and Paul Nieuwbeerta. 2000. “Criminal Victimization in
Seventeen Industrialized Countries: Key Findings from the 2000 International Crime
Victims Survey” [online]|. The Haague: Research and Documentation Center of the

Ministry of Justice. http://www.unicri.it/wwd/analysis/icvs/publications.php.

Volkov, Vadim. 2002. Violent Entrepreneuers: The Use of Force in the Making of Russian
Capitalism. Ithaca: Cornell University Press.

WHO (World Health Organization). 2002. World Report on Violence and Health 2002
[online]. Geneva: WHO. http://www.who.int/violence_injury_prevention/violence/
world_report/en/.

Zaionchkovskaia, Zhanna A. 1994. Migratia naselenia i rinok truda v Rossii. Moscow: Institute

for Economic Forecasting.






Conflict,Violence, and
Crime 1n Colombia

FABIO SANCHEZ, ANDRES SOLIMANO,
AND MICHEL FORMISANO

his chapter analyzes the relationship between armed conflict and multiple

forms of violence and criminal activity in Colombia. Colombia’s civil war

is one of the longest running civil wars in the world. We explain the war’s
intractability as a result of complex linkages across political conflict, violence, and
criminal activity.

The main focus on this chapter is on the dynamics of armed conflict. We find evi-
dence of a spiral of violence—measured by the homicide rate—and other forms of
criminal activity, particularly linked to the insurgents’ eftorts to finance the civil war
through kidnapping, extortion, and cultivation of illicit crops. We agree with the main
hypothesis of the Collier-Hoeffler (CH) model, as we argue that the Colombian civil
war has produced an explosion of illegal activities, violence, and crime that in turn
allows the continuation and expansion of the civil war. However, we go beyond this
model as we examine how an initial shock of violence and crime prompted by a
rebel group in a particular region propagates through contagion or imitation to
neighboring regions. Thus, our approach contributes to the understanding of the
dynamics of violence and crime that accompany domestic conflicts and civil wars.

This chapter is divided into six sections. The first section overviews the history of
domestic conflict and civil war in Colombia since the 19th century, focusing on the
period of La Violencia (1946—62). The second section discusses the origins and con-
solidation of the Revolutionary Armed Forces of Colombia: People’s Army (FAR C-
EP) and the National Liberation Army (ELN) guerrillas and illegal self-defense
groups.The third section describes the evolution of the violence and criminal activ-
ity indicators, in particular, homicide, kidnapping, and drug trafficking. The fourth
section analyzes the dynamics of the relationship between political conflict and vio-
lent crime from a theoretical and empirical point of view.We use spatial analysis tech-
niques to examine clusters and diffusion dynamics of criminal activity. In the fifth
section, we use spatial econometric analysis to explain determinants of the different
types of crimes at the municipal and departmental level. We conclude with an
overview of the argument and a discussion of the fit of the CH model to this case.
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Conflict in Colombia

Colombian history is often seen as a long series of civil wars and violence dating to
1839.The first civil war—the war of the Supremes (Guerra de los Supremos)—began
only a few years after Colombia was liberated from Spain in 1819. It was fought
between supporters of Simon Bolivar (El Libertador), who attempted a coup d’état
against the santanderistas (supporters of Francisco de Paula Santander, one of the lead-
ers of Colombian independence). The war ended in 1841 and led to the founding
of the Liberal and Conservative parties that have dominated Colombian politics. In
1851, Colombia was again at civil war. Historians (e.g., Alape 1985; Fischer 1991;
Jaramillo 2001) have counted 54 civil wars in the 20 years between 1851 and 1871.

The period from 1902 to 1948 was one of relative calm, though one with grow-
ing social conflict. A slow process of industrial and financial modernization was
accompanied with agrarian movements in the 1920s and 1930s. Land tenants
demanded better working conditions and the right to cultivate coftee, whereas native
Indians demanded the restitution of their communal land. Meanwhile, thousands of
peasants in the frontier regions invaded the newly formed landed properties (hacien-
das), reclaiming the public land that they had lost (LeGrand 1986). The Liberal party,
which promoted agrarian reform during the 1930s,lost power in 1946 and the assas-
sination of liberal leader Jorge Eliécer Gaitan in April 1948 marked the beginning of
the period known as La Violencia.

Accusing the Conservative government of the murder, Liberals and Communists
took to the mountains. In November 1949, the Communist party began to organ-
ize self-defense groups for the peasants. Popular discontent was on the rise as vio-
lence also rose and the government of Ospina Perez (1946-50) imposed a state of’
siege in November 1949. The Liberal party abstained from the elections. Armed
resistance spread among small guerrilla groups in the Eastern Plains, Antioquia’s
southwest, the south of Cérdoba, and Tolima. Laureano Gémez won the 1950 uncon-
tested election, continuing the repression against the Liberals (Henderson 1984;
Molina 1973).

In June 1953, General Rojas Pinilla staged a military coup and the violence esca-
lated, leading to the fall of the military regime and the birth of the Frente Nacional in
1958.The new political regime was grounded on a alternating power scheme between
Liberals and Conservatives (Hartlyn 1993). The Frente Nacional agreement ended La
Violencia but did not eradicate guerrilla groups and excluded the Communists and
other leftist parties from government.

There are several competing hypotheses on the origin of La Violencia. Guerrero
(1991) argues that it was rooted in earlier conflicts between Colombian states. Others
focus on the social and agrarian movements of the 1920s and 1930s, or on hatreds,
party interests, land despoilment, and religious persecutions dating to the 19th cen-
tury (Alape 1985; Jaramillo 1991). Ramsey (1981) locates the roots of La Violencia in
the repression of the social movements of the 1920s, and Guzman, Fals, and Umana
(1962) and others point to persecutions of Conservatives by Liberals in the 1930s to
explain the Conservatives’ desire for revenge, fed by the Catholic Church.
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Others disagree. Deas (1991) claims that La Violencia is not rooted deeply in
Colombian history and he identifies major differences between the 19th-century
conflicts and the political oppression of the 1930s. An important difference is that
in the 19th century wars the army was a party from the outset in contrast to La
Violencia, where most of the fighting involved paramilitary groups. Earlier civil
wars in Colombia were also of shorter duration and lower intensity and were not
accompanied by rising crime.

Tovar (1999) points to state weakness as the main explanation of the violence
while LeGrand (1986) argues that land disputes between agricultural entrepreneurs
and settlers led to violence. According to LeGrand (1986) entrepreneurs oftered the
settlers the option of expulsion or tenant labor. A small agrarian resistance coalesced,
leading to the first demonstrations of rural protest. As urban populations were mobi-
lized, the violence spread widely (Pécaut 1985, 1987).

These studies offer several plausible hypotheses about the origins of La Violencia,
but they do not analyze the dynamics of violence. In 1946, before La Violencia began,
the homicide rate was low and it increased dramatically during 1950s and across all
regions according to homicide data collected by the Ministry of Justice (Ministerio
de Justicia 1961) shown in table 5.1.

However, table 5.1 shows that there were important differences in the homicide
rate between departments during La Violencia. In fact, there were regional differences
in conflict dynamics over time and in the spatial diffusion of violence during La
Violencia. Although it is important to understand such patterns to explain the depth
and duration of violence in Colombia, they have not been examined extensively. A
recent study (Chacon and Sanchez, forthcoming) showed that regional differences
in the intensity of civil conflict during La Violencia were mostly explained by the
degree of local political polarization between Liberals and Conservatives and less by
historical land conflict or rural poverty.

Rise and Consolidation of Illegal Armed Groups

In this section we present a short historical account of the rise of illegal armed
groups. This will help us to understand the conflict’s recent dynamics and to grasp
more accurately the relationship between conflict and crime.

Rise and Evolution of the FARC

Following La Violencia and after the establishment of the Frente Nacional, the num-
ber of violent confrontations and deaths decreased drastically, although they never
reached the prewar levels. Guerrilla and peasant self-defense groups emerged in
regions such as Marquetalia (in the south of Tolima), Ariari in the Eastern Plains,
and Sumapaz. These regions began to be called “independent republics” and were
strongly attacked by the army and air force in 1963, particularly in Marquetalia.
After the retreat of the military, the peasant resistance groups reorganized under
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Table 5.1 Departmental Homicide Rate per 100,000 Inhabitants, 1946—60

Departments 1946 1947 1948 1949 1950 1951 1952 1953 1954 1955 1956 1957 1958 1959 1960
Antioquia 8.7 6.2 8.8 14.5 25.8 25.0 45.6 33.9 21.3 235 29.4 24.2 38.4 383 416
Atlantico 3.1 3.0 9.2 9.2 12.1 9.7 6.2 7.6 7.6 6.6 7.5 4.7 6.0 6.6 6.3
Bolivar 3.0 1.5 2.4 5.2 4.3 6.0 5.5 6.4 6.1 6.1 4.6 7.6 5.2 50 11.8
Boyaca 12.8 17.8 32.1 50.6 33.5 35.9 38.2 25.3 20.1 17.0 19.2 19.7 26.6 223 279
Caldas 6.6 7.9 14.1 29.0 30.1 34.7 37.0 41.8 422 518 59.5 91.0 117.0 81.1 435
Cauca 9.3 7.0 11.9 12.6 11.7 15.5 14.8 15.9 19.9  26.1 27.6 32.1 44.8 27.1 259
Cordoba 1.4 1.4 1.4 1.4 1.4 1.4 1.4 2.9 9.3 5.1 9.5 8.5 8.1 6.4 4.7
Cundinamarca  11.9 9.3 11.5 17.5 23.6 31.2 35.0 22.4 17.5 223 18.0 18.9 24.7 229 237
Choco 1.8 1.8 1.8 3.6 9.8 13.3 18.6 5.9 8.1 3.6 14.3 12.1 14.7 104 11.0
Huila 6.0 3.8 8.5 12.2 10.0 23.2 18.4 59.0 50.9  47.6 99.9 47.3 68.3 21.8 319
Magdalena 5.3 6.3 12.1 17.9 17.2 14.9 9.5 17.9 15.1 12.2 11.5 14.1 14.2 125 118
Narino 9.6 11.4 8.6 9.2 5.9 8.9 6.9 6.4 9.1 11.0 5.6 8.5 9.0 10.3 8.0
Norte de 48.0 771 46.0 79.5 53.5 43.5 52.0 51.0 46.3  47.7 51.5 49.6 62.7 66.4  56.8
Santander
Santander 16.1 30.0 40.3 86.5 37.4 43.5 57.0 46.9 36.1 40.2 41.9 36.2 59.0 50.6  56.0
Tolima 8.5 7.2 11.4 13.9 31.2 47.6 86.7 63.4 479  98.1 164.1  115.6  133.7 100.7 62.8
Valle 19.4 16.7 21.6 69.3 76.2 68.1 83.5 44.9 33.1 57.0 54.6 87.5 97.3 62.4 512
Intendencias 14.5 5.7 15.2 27.1 35.3 45.7 60.9 40.3 20.4 244 21.2 28.8 27.4 29.6 279

Source: Ministerio de Justicia (1961).
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the name Southern Block (Blogue Sur) with the support of the Communist party.
A year later, they established themselves as the FAR C.Thus, the peasant self-defense
groups of southern Tolima, with support from the Communist party, called the
First Guerrilla Conference in 1965. In this conference, they set as their main objec-
tives the subsistence of the movement and the transformation of their forces into
mobile guerrillas.

The rise of the FARC peasant guerrilla groups in the 1960s has remote origins
in the so-called peasant leagues. Guerrilla movements rose first in those regions
where the agrarian movement was stronger (Pizarro 1991) and where frustration
over the failure of agrarian reform was more intense. Conflict between political par-
ties also determined the formation of guerilla groups (Gilodhés 1985; Pizarro 1991).
No short-term economic conditions, such as high inflation or poor economic per-
formance, could explain the emergence of those groups. In contrast, structural causes,
such as the crisis of minifundio (small property of land) or unequal land distribution,
are more plausible explanations of the rise of the guerrilla groups. The FARC rose
as an organization that “gathered the tradition of Colombian agrarian struggle that
started in the 1920s.”!

The Second Guerrilla Conference was held in April 1966 in the region of the
Duda River. In this meeting, the FARC pledged to expand guerilla activities
nationwide. During this period, the guerrillas expanded slowly. The FAR C did not
have a national presence in the 1970s; they instead concentrated in a few regions,
including Tolima, Cauca, Meta, Huila, Caqueta, Cundinamarca, the Uraba region,
and the Mid-Magdalena River (Magdalena Medio). By 1978, the FARC had
enrolled 1,000 men.

The 1980s marked a drastic turn in the growth and consolidation of the FARC.
In May 1982, after the Seventh Guerrilla Conference, the group added “EP” to its
acronym (which stood for “People’s Army,” see www.farc-ep.org), revising their
modus operandi and objectives. Thus, they decided to bring the war to the urban cen-
ters and use kidnapping and intimidation to obtain financing, which allowed them
to grow (Bottia 2002; Gémez Buendia 1991). The FARC expanded their influence
to the east and established the Central Mountain Range as their strategic axis of
expansion to the west. The success of their financing plan allowed them to grow from
1,000 men fighting on seven fronts in 1978, to more than 16,000 men fighting on
66 fronts in 2000.

Emergence and Evolution of the ELN

The National Liberation Army (ELN) was created under the influence of the Cuban
revolution. The initial core was formed by 16 men who started to operate in 1962.
In 1965, the ELN launched its first attack against the police post in the town of
Simacota. Their strategic objectives were the assumption of power by the poor and
the defeat of the national oligarchy, the armed forces, and North America’s imperi-
alist economic, political, and military interests (Medina 2001). Their commitment to
armed confrontation granted this group a large amount of publicity in idealistic
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circles, such as university students. By the end of 1965, 30 men were enrolled in
the group.?

Between 1966 and 1973, the ELN gained momentum. By 1973, it had 270 men,
though the retaliation for the attack on the police post of Anori (in Antioquia)
almost led it to its extinction. Between 1974 and 1978, the ELN underwent a slow
recovery, changing leaders constantly and revising its objectives. Since the 1980s,
this guerrilla group grew significantly and became active in other regions of
Colombia. By 2000, the ELN had enrolled 4,500 men, distributed across 41 fronts
throughout much of the country.?

The recovery and expansion of the ELN are partly the result of a change in strat-
egy as the ELN began imitating the FAR C’s strategies. The ELN also benefited from
extortions done by the Domingo Lain front in the oil region of Sarare, against the
foreign companies in charge of the construction of the Cafio Limén-Covenas
pipeline (Offstein 2002). Today, the ELN is the second largest guerrilla group in
Colombia and is financed by extortion, alliances with drug trafticking cartels, and
kidnapping. It is half as big as the FAR C, but it causes as much damage and violence.

Illegal Self-Defense Groups (Paramilitary Organizations)

Self-defense groups came into being in the 1980s under the government of Belisario
Betancur. They were sponsored and financed by land owners and initially made an
army of not more than 1,000 men. They quickly adopted an offensive strategy, per-
forming certain functions of the state, fighting against the guerrillas, and murdering
leftist leaders and so-called “friends of the guerrilla” (Cubides 1999). They were
consolidated in a counterinsurgency organization known as the United Self-
Defense of Colombia (AUC).They entered areas traditionally dominated by guer-
rillas, such as Uraba in Antioquia, Cordoba, and Meta and Putumayo (Presidencia
de la Republica 2002).

In the 1990s, these groups grew exponentially and they now have more than
10,000 men scattered throughout the country. They have perpetrated murders and
massacres to intimidate or displace the population, thus cutting into the guerrillas’
local support networks. Most people attribute most of the massacres to this group.
The AUC finances its activities with contributions from landowners, cattle dealers,
and even urban business people whom they protect. Just like guerrilla groups, they
receive financing from drug traffickers (selling protection for illicit crops) and there
is some evidence that they use kidnapping to raise ransom.

Violent Crime and Drug Trafficking in Colombia

Below we present the trends and patterns of crime in Colombia from the 1950s for
homicide and from the 1980s for kidnapping and property crime. We analyze the
change in crime in the recent past. Many variables affect the crime rate, but drug traf-
ficking and armed conflict seem to be the cause of the recent sharp increase in the
crime rate in Colombia.
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Homicide

As expected, there is a high correlation between political conflict (war) and the
homicide rate in Colombia.The first period of intensification of homicide violence
took place between 1950 and the beginning of the 1960s, which corresponds with
La Violencia (see figure 5.1). The military coup in 1953 reduced the number of vio-
lent deaths only temporarily. The homicide rate increased again, reaching a record
level of 50 homicides per 100,000 inhabitants (hphti) in 1957. Soon after the Frente
Nacional political agreement, the homicide rate began to decrease, reaching approx-
imately 20 hphti by the end of the 1960s.

The second cycle of rise in homicides began in the 1980s and persists to this day.
At first, this increase corresponded with the strong growth of the cocaine trade and
the consolidation of the drug cartels. Later, it also corresponded to strengthening of
the guerrilla groups. The homicide rate escalated, reaching its highest level of 81 hphti
in 1992; from then on, the homicide rate decreased slightly, although the trend was
reversed in recent years coinciding with the intensification of armed conflict and the
fortification of the guerrilla and paramilitary groups.

Colombia has had a high homicide rate for long periods of time, but there has
been a clear increase over time (see figure 5.1). The 1990s had the highest homi-
cide rate in the last 50 years. There are important regional differences (see table 5.1),
but in all regions the general trends have been the same over time.

Deaths due directly to the guerilla and paramilitary war are included in the homi-
cide rate and may count for around 15 percent of total reported homicides.* These
numbers can be misleading for several reasons. First, some homicides attributable to
those groups are not counted in official figures. Second, as we will show later, these

Figure 5.1 Colombia’s Homicide Rate (1945-2000)
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numbers obfuscate some of the connections between deaths related to the war and
the overall homicide rate that is also the result of criminal violence. We argue that
the separation of political and criminal violence is misleading.

Kidnapping

In addition to homicides, kidnapping is the main criminal activity related to the
Colombian conflict. At the end of the 1980s, this type of crime increased dramati-
cally along with the strength of the guerrilla organizations and paramilitaries. In the
early 1960s, there were very few cases of kidnapping. During the 1980s and 1990s,
kidnapping grew from 258 cases in 1985 to 3,706 cases in 2000 (see figure 5.2).

Kidnappings also expanded spatially over time. In 1985, only the least-inhabited
departments had no kidnappings and there were no departments (states) with more
than 35 kidnappings a year. In 1990, there were kidnappings in most of the country
and there were some departments in which kidnappings exceeded 100 per year. Data
from Pais Libre for 1999-2000 indicate that between 1999 and 2000, 50 percent of
the kidnappings can be attributed to the FARC and the ELN guerrillas, showing an
average of 1,430 kidnappings per year for these two groups. For the same period,
6 percent of the cases were attributed to the paramilitary groups, and 10 percent to
groups of common criminals.

Drug Trafficking

One of the factors that is most closely related to the persistence and intensification
of the Colombian conflict is drug trafficking, yet the importance of drug trafficking
for the war changed over time. In the 1980s, Colombia became the largest cocaine
exporter in the world, supporting the growth of the Medellin, Cali, and Caribbean
Coast cartels. Because drug trafficking was so profitable, and given their financial

Figure 5.2 Kidnappings and Guerrilla Attacks, 1984-99
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needs, Colombian guerrillas began to charge taxes on illicit crops, on cocaine labo-
ratories located in the jungle, and on intermediaries. These taxes were in exchange
for protection from governmental actions against this business, and were intended to
limit competition in the market (Molano 1990; Thoumi 2002). During the 1980s,
the cocaine business decreased steadily from around 9 percent of gross domestic
product (GDP) in 1985 to just under 2 percent in 2000 (Rocha 2000; Steiner 1997).
However, on average the income derived from illegal drug trade has been around
US$2 billion per year (Rocha 2000; Steiner 1997).The profits generated by this busi-
ness resulted in violent fights within the different cartels, between the cartels and the
guerrillas, and between the cartels and the government, causing a significant increase
in the number of homicides during the 1980s. Drug trafficking also affected gov-
ernment institutions, leading to intimidation, corruption, and a weakening of the
judicial system, which further emboldened crime (Gaviria 2000; Sanchez and
Nunez 2000).

Following the eradication of illegal crops in Peru and Bolivia at the beginning of
the 1990s, cocaine crops moved to Colombia. More precisely, they moved to the
regions of the frontier in southern Colombia, mainly appearing in the territories
controlled by the FARC. From then on, the number of hectares cultivated with
cocaine grew from 20,000 in 1990 to 160,000 in 2000, while the number of labo-
ratories that produced cocaine paste scattered in the jungle increased. The disman-
tling of the Medellin and Cali cartels in the first half of the 1990s, along with the
boom of the Mexican cartels, allowed the FARC and the AUC to increase their
importance in the business of drug trafficking. Figure 5.3 shows the correlation
between the increase in the number of hectares cultivated with cocaine and the num-
ber of FARC men. Because of their increase in participation in the drug business,

Figure 5.3 FARC Men and Size of the Cocaine Crops
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guerrillas were able to take over additional resources that allowed them to expand
their military capacity, and therefore to intensify the Colombian conflict (Cubides
1999; Echandia 1999; Rangel 1999). Both the guerrillas and the AUC today finance
a great part of their activities with resources provided by the drug business, and at the
same time exchange drugs for armaments in the black market.

Property Crimes and Road Piracy

Property crime has averaged around 250 instances per 100,000 inhabitants (phti) (see
figure 5.4). This pattern is quite different from the one for homicides and kidnap-
ping, which grew during the period under analysis. The department with the high-
est rate is Bogota, with an average of over 600 crimes phti from 1985 to 2000,
although the rate decreased in later years. Geographically isolated departments have
the lowest crime rate (Putumayo,Vichada, orVaupés).®

Road piracy has increased significantly: from 206 cases in 1985 to 1,557 in 1993,
and 3,260 cases in 2000. Therefore, the rate per 100,000 inhabitants increased from
0.64 in 1985 to nearly 8 in 2000. The worst regions are in Antioquia, Bogota, and
Santander.There is not a very precise explanation of the causes of the increase in road
piracy, although this crime is associated with guerrilla activities, mainly by the ELN,
and with groups of common criminals.

In the next section, we discuss in more detail the link between common crime
and crime and violence related to the political conflict.

Relationship between Conflict and Violence

The dynamics of violence in the Colombian conflict have been understudied. The
data presented previously suggest a dynamic relationship between the activities of

Figure 5.4 Property Crime Rate and Road Piracy Rate
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guerillas and paramilitaries, as well as drug cartels in their effort to establish their ter-
ritorial control and extract resources. All of these groups aimed to control the pop-
ulation, and violence or the threat of violence was a strategy to achieve that objective
(Salazar and Castillo 2001). Control of the population, in turn, is useful because it
allows the guerillas to enrich themselves through drug trafticking and other crime.
Over time, political and criminal violence in Colombia became indistinguishable.

Other analysts have pointed out the geographical relationship between homicide
rates, the influence of armed groups, and drug trafticking activities (Echandia 1999,
2001; Rubio 1999; Sanchez and Nuiez 2000). According to Rubio (1999),1in 1995,
in 9 of the 10 regions with higher homicide rates there was an active presence
of guerrilla groups, compared to a national presence of 54 percent. In 7 of these
10 regions drug trafficking activities had been detected, compared to a national level
of 23 percent; in the same manner, paramilitary presence exceeds the national aver-
age. The effect of the conflict on homicide violence is so large that almost all homi-
cides in Colombia in 1995 (93 percent) occurred in municipalities in which the
presence of at least one of the three illegal armed groups had been detected. The
municipalities without the presence of illegal actors account for 36 percent of
the country’s municipalities, comprising only 14.9 percent of the population,and
their homicide rate (39 phti) was much lower than the national average, although
it was still high by international standards.

The transmission mechanisms underlying this relationship are terror and intimi-
dation. The absence of the state creates a space for the development of parastatal
organizations that establish their authority through violence. The data show that there
is a geographic correspondence between the presence of illegal armed groups, high
homicide rates, and the existence of illegal crops (Thoumi 2002). The eastern depart-
ments that had the highest rates of violence in 1985 with homicide rates of more
than 65 phti became the second most violent in the 1990s, having a homicide rate
less than 35 phti in 2000. In contrast, the departments of the Andean region register
the highest homicide rates today. In fact, violence in departments (states) such as
Antioquia has risen considerably as a result of the expansion of the conflict in par-
ticular in the rural areas of the department. Antioquia had extremely high rates of
homicide, mostly concentrated in metropolitan Medellin where drug trafficking was
a very significant activity. The expansion of conflict from 1985 to 2000 changed the
patterns of violence in the country.Violence, measured by the homicide rate, rose in
the regions where political conflict became more intense.

Diffusion of Conflict to Violent Crime

Spatial econometric methods can be used to explain the patterns of diffusion of
criminal activities and of illegal armed groups. Higher violence or greater presence
of illegal groups in certain spatial units (regions, municipalities) spreads to neighbor-
ing units, creating an expansion of violence. Through contagion, a spatial unit can
spread violence to neighboring units even if the latter may not have factors that cre-
ate violence. In the case of homicides, contagious diffusion involves criminal organ-
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izations that perpetrate crimes leading to more homicides. For example, an illegal
organization competing for the control of a certain territory can trigger attacks and
retaliations from other organizations fighting for the same territory. The attacks and
retaliations can involve nonparticipant individuals or towns, causing a generalized
increase of violence.

The patterns of contagious diftusion of violence and crime can be divided in two
forms.The first is relocation, which occurs when violence moves from one region to
another because of either an increase in law enforcement presence or the exhaustion
of illegal profits in a given region.The second is diffusion, which occurs when vio-
lence and criminal activities spread out from the center toward neighboring spatial
units, but the center continues having high crime rates. Another mechanism is hier-
archical diffusion, which consists of criminal activity dissemination that does not
require spatial contact and takes place through imitation or innovation (Cohen and
Tita 1999). For example, groups of criminals learn and imitate the guerrillas’ or para-
militaries’ techniques (homicide, kidnapping, extortion, etc.), leading to an increase
in the crime rate of other regions.

Spatial Indicators of Conflict and Violence

A number of indicators can be used to show the relationship between conflict—
measured by an index of the presence of illegal armed groups—and violence and
crime. Figures 5.5-5.8 show the relationship between the standardized local homi-
cide rate® and homicide rates in neighboring municipalities, and between illegal
armed group presence in neighboring municipalities and local and neighboring
homicide rates. The correlation between local and neighboring indicators shows the
different patterns of space association between municipalities.

In figure 5.5, we examine the relationship between the local homicide rate and
the average homicide rate of neighboring municipalities.” Each point is located on
the Euclidian space local homicide rate—neighbor homicide rate. Each point in the
space is either low (L) or high (H) relative to the other local or neighbor observa-
tions. Consequently, the space is formed by four quadrants with points where both
local and neighbor homicide rates are high (quadrant H, H), one of them is high
and the other one low (H, L), low and high (L, H), or low and low (L, L). We can
see that the spatial relationship for homicide rates between local and neighboring
municipalities is positive with a correlation coefficient of 0.5. In addition, the
points located in the (H, H) quadrant, outside the circle denoting a distance of
two standard deviations from the point estimate, are groups of municipalities with
very high homicide rates. These are groups or clusters of municipalities that we
call “hot spots.”

Figures 5.6-5.8 show the relationship between groups of neighboring munici-
palities with illegal armed actor presence, and homicide rates in neighboring munic-
ipalities. They all show that a grouping pattern between these two variables exists.
Thus, groups of municipalities with low homicide rates coincide spatially with
groups of municipalities with a low presence of illegal armed actors, whereas groups
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Figure 5.5 Local and Neighbor Homicide Rate
(1995-2000 mean)

131

LH

Neighbor Homicide Rate

2+
LL

y =0.553x + 1E-15
R* = 0.3059

-3

Source: Calculations of the authors.

5 10
Local Homicide Rate

Figure 5.6 Neighbor FARC vs. Neighbor Homicide Rate
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Figure 5.7 Neighbor ELN vs. Neighbor Homicide Rate
(1995-2000 mean)
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Figure 5.8 Neighbor Common Criminals vs. Neighbor
Homicide Rate (1995-2000 mean)
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with high homicide rates coincide with a high presence of illegal groups. The cor-
relation is positive and significant for the FARC (0.18), the ELN (0.29), and the
groups of common criminals (0.30) (this includes the paramilitaries). In addition, in
all cases we detect groups of municipalities that are “hot spots,” that is a high pres-
ence of illegal armed groups with groups of municipalities with high homicide rates.
Thus, the relationship between the presence of illegal armed groups in neighboring
municipalities and the homicide rate in the local municipality is positive. This means
that regional presence of illegal armed groups is associated with local violence, even
if there are no factors that generate violence in the local municipality.

Spatial Dynamics of Conflict and Violent Crime

In order to determine the diffusion dynamics of violence and crime we must ana-
lyze how the local-neighbor combinations of violent crime, conflict, and violence
change over time. The dissemination can take place between neighboring munic-
ipalities or between municipalities that are not close geographically to one another.

There are several possible patterns and changes over time. For example, the share
of local municipalities with high homicide rates could increase. This can happen
simultaneously both with an increase or a decrease of the neighbors’ homicide rate.
The same occurs with the relationship between the changes in local or neighbor
homicide rates and changes in the presence of illegal armed groups in the neighbors.
There are two types of contagious diftusion (figure 5.9). First, there could be an
expansion between neighbors, when the violence rate 1s low in the local municipal-
ity and high in the neighbor, and changes to high in the local municipality and to
high in the neighbor, that is,a group of municipalities changes from quadrant (L, H)
to quadrant (H, H).The opposite case can also occur, where a group of municipal-
ities can change from quadrant (H, L) to quadrant (L, L). Second, there could be relo-
cation between neighbors, when the violence rate changes from low in the local
municipality and high in the neighbor, to high in the local municipality and low in
the neighbors, that is, a group of municipalities changes from quadrant (L, H) to
quadrant (H, L). The opposite case is also possible, in which a group of municipali-
ties changes from quadrant (H, L) to quadrant (L, H).

The dynamics of hierarchical expansion can be classified in the following way
(figure 5.10):

1. Isolated increase or decrease, which is present when the violence rate in the local
municipality increases (decreases) without the neighbor’ rate being high (low) or
decreases (increases) without the neighbor’ rate being low (high). Local munic-
ipalities move from quadrant (L, L) to quadrant (H, L) in the case of an increase,
and from quadrant (H, H) to quadrant (L, H) in the case of a decrease.

2. Global increase or decrease, which takes place when both the local municipal-
ity and its neighbor move together from low violence rates to high ones, or from
high ones to low ones. In the first case of a global increase, they move from quad-
rant (L, L) to quadrant (H, H) and in the case of the global decrease they change
from quadrant (H, H) to (L, L).
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Figure 5.9 Contagious Diffusion Patterns
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In figures 5.11-5.14, we show evidence of contagious and hierarchical expansion
between 1995-97 and 1998-2000 as a result of the following combinations: (a) local
homicide—neighbor homicide; (b) neighbor homicide—neighbor FAR C; (c) neigh-
bor homicide—neighbor ELN; and (d) neighbor homicide—neighbor paramilitary.
The combination of local homicide—neighbor homicide (figure 5.11) shows that
56 municipalities presented contagious diffusion of expansion and relocation of vio-
lence, and 46 of them presented contagious diffusion of contraction and relocation
of violence. On the other hand, 55 municipalities had increasing hierarchical diffu-
sion, both isolated and global, whereas decreasing hierarchical diffusion, both iso-
lated and global, appeared only in 26 municipalities.

Figure 5.12 shows the results for combinations of neighbor homicide—neighbor
FAR C, which illustrates how regional FAR C expansion is translated into regional
increases of violence. For the 1995-97/1998-2000 period, the results show that
94 groups of neighboring municipalities experienced contagious diffusion of expan-
sion or relocation, whereas 56 groups experienced contagious diffusion of contrac-
tion or relocation. On the other hand, 55 groups of municipalities had increasing
hierarchical diffusion, whereas 26 groups of municipalities experienced decreasing
hierarchical diffusion. This means that regional increases in the homicide rates were



Conflict, Violence, and Crime in Colombia 135

Figure 5.10 Hierarchical Diffusion
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preceded by high previous regional presence of FARC in 75 percent of the cases.
The other 25 percent are caused by increasing hierarchical diffusion. In addition, the
number of groups of neighboring municipalities that had increases in violence rates
(either of contagious or hierarchical diffusion) was greater than the number of groups
with decreases.

The combinations of neighbor homicides—neighbor ELN are shown in figure
5.13.Here, 59 groups of neighboring municipalities presented increasing contagious
diffusion or relocation in their violence rates, whereas 28 groups of neighbors expe-
rienced decreasing contagious diffusion or relocation. On the other hand, 20 groups
of neighboring municipalities had decreasing hierarchical contagious diffusion,
whereas 32 had decreasing hierarchical diffusion. Again, 75 percent of the groups
of neighboring municipalities (within the neighbor homicides—neighbor ELN
combinations) that had increases in their standardized violence rates had a high pre-
vious presence of ELN.

Figure 5.14 shows the same diagram for neighbor homicide rates—neighbor para-
military. We can see that 103 municipalities experienced increasing contagious
diffusion or relocation, and 32 had increasing hierarchical diffusion. Additionally,
75 municipalities experienced decreasing contagious diffusion, and 75 had decreas-
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Figure 5.12 Neighbor Homicide Rate vs. Neighbor FARC
(number of groups that experienced change

between 1995-98 and 1998-2000)
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Figure 5.13 Neighbor Homicide Rate vs. Neighbor ELN
(number of groups that experienced change

between 1995-98 and 1998-2000)
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Figure 5.14 Neighbor Homicide Rate vs. Neighbor Common
Criminals (number of groups that experienced
change between 1995-98 and 1998-2000)
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ing hierarchical diffusion. Therefore, during the period analyzed, Colombia experi-
enced the largest increase of illegal self-defense groups, which led to an increase of
violence. Accordingly, in 78 percent of the groups of neighboring municipalities
where standardized homicide rates increased, there was a large presence index of ille-
gal self-defense groups.

Finally, we analyzed other combinations of (a) local homicides—local FAR C pres-
ence; (b) local homicides—neighbor FAR C presence; (c) neighbor homicides—local
FARC presence;and (d) local homicides—local ELN presence.All these analyses show
that most of the diffusion of violence is caused by contagion or relocation, which is
always preceded by high presence of illegal armed groups.®

Econometric Evidence

The preceding discussion leads us to formulate several hypotheses about the rela-
tionship between conflict, violence, and crime in Colombia. Some researchers have
argued that Colombia is a violent country, because of cultural or other historical rea-
sons. Only 10-15 percent of all homicides are associated with the war or drug traf-
ficking (Comision de Estudios Sobre la Violencia 1987). Thus, other homicides
are often explained as an outcome of “intolerance” or the “violent nature” of
Colombian society. A central hypothesis of this chapter is that Colombia has expe-
rienced cycles of violence associated with political conflict during the 1950s and
with drug trafticking and conflict since the latter half of the 1980s, with specific pat-
terns of diffusion in time and space. This means that the studies attributing “only” 15
percent of homicides to conflict or drug trafficking and the rest of them to “street”
violence or “intolerance” are misleading as they do not take into account the effects
of diffusion and persistence of violence caused by a initial shock of violence origi-
nated in conflict, drug trafticking, or political violence.

Violence (homicide) is one of the means of gaining territorial control by illegal
armed groups and not an end in itself. We argue that there is a correlation between
the spatial presence of these groups and violent crime, especially crime against civil-
ians. The violence is self-sustaining: The initial shock of violent crime persists
through time and is diffused across space, leading to a permanent increase in the
homicide rate in the local geographic unit and in the neighboring units.

Related to the above, we hypothesize that the increase in kidnapping is clearly
related to the growth of the financing needs of illegal armed groups. Although some
of the kidnappings have “political” objectives, most of them are aimed at obtaining
ransom. In addition, kidnapping generates innovation and imitation patterns by
