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Abstract

Globally, both people and economic activity are increasingly concentrated in urban areas. Yet, for the vast majority of developing country cities, little is known about the granular spatial organization of such activity despite its key importance to policy and urban planning. This paper adapts a machine learning based algorithm to predict the spatial distribution of employment using input data from open access sources such as Open Street Map and Google Earth Engine. The algorithm is trained on 14 test cities, ranging from Buenos Aires in Argentina to Dakar in Senegal. A spatial adaptation of the random forest algorithm is used to predict within-city cells in the 14 test cities with extremely high accuracy (R-squared greater than 95 percent), and cells in out-of-sample "unseen" cities with high accuracy (mean R-squared of 63 percent). This approach uses open data to produce high resolution estimates of the distribution of urban employment for cities where such information does not exist, making evidence-based planning more accessible than ever before.
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1 Introduction

Cities across developing countries have experienced unparalleled population growth in recent decades, fueled both by rural-urban migration and high population growth (Henderson and Kriticos (2018), Bryan et al. (2020)). These dynamics differ substantially from traditional urban growth patterns experienced by European and North American cities, particularly in terms of speed and the noticeable absence of structural transformation and industrialization (Henderson and Kriticos, 2018). In general, urbanization is strongly associated with economic growth on a national scale (Glaeser and Xiong, 2017) and agglomeration economies (economic benefits arising from spatial clustering of economic activity) (Bryan et al., 2020). However, negative externalities arising from high urban density, such as congestion and insufficient sanitation infrastructure, require well planned policy action in terms of, for example, infrastructure and institutions. It is thus crucial to improve our understanding of the dynamics and inner functionalities of cities in order to design more targeted policies to support successful urban development. In particular, gaining an insight into how jobs are spatially distributed is key to understanding urban form and internal labor market structure.

These assessments matter. Metrics that estimate accessibility to jobs aim to capture in a simple fashion how an urban area’s transport systems and land use perform in connecting workers to employment opportunities, a core function of cities (Duranton and Puga, 2015). It is also useful to uncover areas of a city that are underserved by public transport systems, where residents have low access to jobs (i.e., spatial mismatch) (Gobillon and Selod, 2014) and where public interventions would be beneficial. In fact, employment accessibility studies have become a mandatory pre-requisite for World Bank financed urban transport operations in recent years. In parallel, there is increasing recognition that natural disasters and climate change impose significant costs on societies not only through damage to infrastructure assets but also through disruptions to the infrastructure services that these systems enable (Halle-gatte et al., 2019). Disruptions to commuting movements entail large opportunity costs in the form of lost time, discomfort or foregone salaries (He et al., 2021). Minimizing or even preventing these disruptions is possible through targeted maintenance of, or investments in, road infrastructure identified through network criticality analyses, but these hinge on an understanding of job locations. Finally, there is much to gain in terms of furthering our understanding of the urban agglomeration forces at play, particularly with respect to employment density (Ciccone and Hall, 1996) and spatial clustering, i.e. monocentric, polycentric, or dispersed (Lall et al., 2021a; Bertaud, 2002).

However, in most developing country cities, granular information on jobs is often not available as geo-referenced business registries and employment censuses rarely exist or are incomplete and outdated. Given these exercises are costly and burdensome to organize, requiring the mobilization, training and deployment of surveyors, they are only conducted...
infrequently and if undertaken often suffer from quality issues. Here we aim to fill this key knowledge gap by developing a new machine learning technique to predict the spatial distribution of employment from openly and widely available data on amenities, roads, light intensity and other variables such as population density.

A burgeoning literature has recently emerged that harnesses satellite data and so-called ‘big data’ to uncover socio-economic and spatial patterns of cities. Of particular note is a milestone study by Henderson et al. (2012) where the authors show that night light intensity derived from satellite data can be used as a proxy for income/GDP. A second set of studies focus on estimating the spatial extent of urban areas in developing countries. For instance, Henderson et al. (2021b) rely on satellite based population data to identify urban areas and estimate wages for cities in six SSA countries. Focusing on building characteristics, Lall et al. (2021b) and Henderson et al. (2021a) rely on building height data to investigate urban form for 397 cities and identify slum areas in Nairobi respectively. Another valuable source of data is derived via digital (often crowd-sourced) maps, e.g., Open Street Map (OSM). For example, Baruah et al. (2021) combine satellite based population and night lights data with OSM data on the road network to compare the urban form of cities formally under anglophone and francophone colonial rule, while Soman et al. (2020) rely on OSM data to detect informal settlements.

A related strand of literature combines non-traditional data with machine learning approaches in order to predict a range of socio-economic parameters thus overcoming data sparsity challenges in developing countries. For example, Jean et al. (2016) rely on high resolution satellite imagery in combination with convolutional neural network (CNN) analysis to predict wealth across five SSA countries, where CNN is used to extract roads and other features from the raw pixels of the satellite imagery. Yeh et al. (2020) extend this work and predict asset wealth at high resolution for 20,000 villages located across SSA. Similarly, Engstrom et al. (2021) exploit deep learning methods to predict poverty and consumption at the local level across Sri Lanka. Blumenstock et al. (2015) alternatively rely on mobile phone data to infer socio-economic status at an individual level via a machine learning classification analysis. While these studies represent just a fraction of efforts in the literature, they capture an emerging trend in the deployment of novel data and machine learning to fill gaps in data collection in low resource environments.

In terms of novel approaches to specifically estimating employment, the literature is more limited. The ‘gold standard’ is census data on firms or employees, typically assembled by government agencies in the course of collecting taxes. It is hence normally limited to the formal sector. Travel surveys, in contrast, typically have much more limited coverage of the population, but can often be statistically upweighted to provide a reasonably accurate picture of employment distribution - and may also include the informal sector. However, as is the case for business registries and employment censuses, travel surveys are also scarce.
and conducted inconsistently. To overcome this data gap, some scholars have inferred the presence of firms from imagery, including both street imagery (Straulino et al., 2021) and satellites (Goldblatt et al., 2020). However, these approaches are severely limited to picking up just what is ‘seen’ from the exterior or shape of buildings. Other authors have successfully inferred work locations (among other information) from mobile phone data, either through Call Detail Records, CDRs, (Kreindler and Miyauchi, 2021; Zagatti et al., 2018; Louail et al., 2015) or more granular information obtained from anonymized GPS logs collected from smartphone users through third party apps (Miyauchi et al., 2021; Yabe et al., 2020, 2021). These approaches are promising but have several drawbacks. First, they are time consuming, as obtaining agreement from mobile phone subscription providers or third parties for data use, accessing the data in a secure manner and processing it usually takes several months. Second, accessing this data can be costly when not made freely available for humanitarian purposes (Lu et al., 2012; Bengtsson et al., 2015). Thirdly, there are concerns that this type of data may lack proportional coverage over space, notably for CDRs where cell phone towers are geographically unequally distributed. Similarly, coverage is likely to vary across sub-populations, especially when the data comes in the form of GPS logs obtained from smartphones that have a low penetration share in developing country economies and are mainly owned by higher income groups. Quick to deploy, cheap and scalable alternative methodologies to understand the spatial distribution of jobs in urban areas are urgently needed.

Here, we develop a novel method to predict the spatial density of employment using open freely available data from web-based sources including OpenStreetMap (OSM) and Google Earth Engine (GEE). OSM contains information on the spatial location of hundreds of amenities and other mapped attributes, ranging from bus stops to shops to the street network. These variables hold invaluable information on human activity, which we hypothesize is highly correlated with employment density. We supplement the OSM variables with satellite data, such as population, night lights and land cover, accessed via GEE. In order to predict employment density from OSM and GEE data sources, we deploy a range of machine learning algorithms, focusing in particular on two ensemble tree methods - Random Forest (RF) and Gradient Boosting Machines (GBM) - a Regularized Generalized Linear Model and a linear regression. We select the RF algorithms specifically due to their ability to handle noise in the training data, stemming from a mix of measurement error and incompleteness in both the employment and feature data. We propose a simple extension to these models, and extend our feature space to include the spatial version of each feature based on feature values in neighboring cells, thus accounting for local spatial clustering. We additionally include Regularized Generalized Linear Models and linear regression based approaches, which while less suited to our noisy data, enable us to delve deeper into variable importance scores, and uncover which features are most indicative of the presence of employment.

Our work differs from previous work along a number of dimensions. First, we focus on
prediction of employment rather than income or urban extent. Second, we predict employment at high spatial resolution within cities, while much similar work focuses on larger spatial scales. Third, we explicitly aim to develop a framework that can predict employment in an out-of-sample setting, where training data for the city in question is not available. This is a key feature, and rarely tackled in the literature, for usability in data scarce environments. Finally, our approach is scalable and more robust than alternative methods, particularly in comparison to deep learning approaches which tend to be less robust to noise in the data. We train the model on data derived from open sources, and use methods that require reasonable and accessible levels of computing power. Our work relates most closely to Goldblatt et al. (2020) who explore the correlation between satellite derived features and employment/enterprise at the local level for Vietnam, and Ahlfeldt et al. (2020) who infer ‘prime locations’ (defined as locations exhibiting very high density of human capital intensive services) on the basis of Google Places data.

We apply our method to 14 cities, ranging from Buenos Aires in Argentina to Dakar in Senegal. The set of cities was chosen for a variety of reasons including both geographical spread and the availability of granular employment data (for training purposes). We note that the source (and quality) of this employment data varies, and is based on both census and travel surveys. We show that we can predict held back within-city cells in our test cities with extremely high accuracy (> 95% $R^2$), and cells in out-of-sample cities with high accuracy (mean 63% with max 80% $R^2$). The variation in out-of-sample prediction can likely be attributed to a combination of city-specific relationships between employment and our features, and varying degrees of data quality for both the feature and employment data across cities. We investigate this latter effect, finding support in the data for this hypothesis.

We hope our work will be widely deployed for policy and humanitarian purposes. Recently, it has been noted that academic advances in the application of data science methods to development questions has yielded little real world impact to date (Burke et al., 2021). This was attributed in part to difficulties in interpretability. By using minimally processed input data sources, we avoid the complex processing required for extracting objects, for example, from raw satellite imagery data. We hope that this simplification, combined with the open nature of the input data and the widely-used random forest algorithm deployed, reduces interpretation issues and barriers to use.

2 Data

We build the analyses and train the algorithms on a sample set of 14 cities for which we have access to urban employment data with spatial identifiers. This data set consists of 9 cities across Sub-Saharan Africa (SSA) and 5 cities in Latin America (LAT); see Figures 1 (a) and (c). Across cities, the data differs by data collection type and by degree of spatial
### Table 1: Overview of Data across Cities

<table>
<thead>
<tr>
<th>City</th>
<th>Data Type</th>
<th>Year Collected</th>
<th>No. of Polygons</th>
<th>Mean Size of Polygons (km²)</th>
<th>No. of 500m x 500m Grid Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SSA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abidjan/CIV</td>
<td>Population Census</td>
<td>2015</td>
<td>307</td>
<td>14.79</td>
<td>21,121</td>
</tr>
<tr>
<td>Dakar/SEN</td>
<td>Travel Survey</td>
<td>2015</td>
<td>213</td>
<td>2.51</td>
<td>2,663</td>
</tr>
<tr>
<td>Dar es Salaam/TZA</td>
<td></td>
<td></td>
<td>101</td>
<td>17.73</td>
<td>8,436</td>
</tr>
<tr>
<td>Douala/CMR</td>
<td>Travel Survey</td>
<td>2018</td>
<td>194</td>
<td>1.37</td>
<td>1,399</td>
</tr>
<tr>
<td>Harare/ZWE</td>
<td>Population Census</td>
<td>2012</td>
<td>75</td>
<td>12.50</td>
<td>4,558</td>
</tr>
<tr>
<td>Kampala/UGA</td>
<td>Firm Census</td>
<td>2011</td>
<td>184,335*</td>
<td>5.05*</td>
<td>4,721</td>
</tr>
<tr>
<td>Kigali/RWA</td>
<td>Firm Census</td>
<td>2011</td>
<td>1,162</td>
<td>0.63</td>
<td>3,566</td>
</tr>
<tr>
<td>Kinshasa/COD</td>
<td>Travel Survey</td>
<td>2018</td>
<td>395</td>
<td>3.68</td>
<td>7,021</td>
</tr>
<tr>
<td>Nairobi/KEN</td>
<td>Travel Survey</td>
<td>2013</td>
<td>106</td>
<td>6.77</td>
<td>3,532</td>
</tr>
<tr>
<td><strong>LAT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belo Horizonte/BRA</td>
<td>Firm Census</td>
<td>2019</td>
<td>1,048</td>
<td>3.05</td>
<td>13,687</td>
</tr>
<tr>
<td>Bogotá/COL</td>
<td></td>
<td></td>
<td>19,915</td>
<td>0.02</td>
<td>2,190</td>
</tr>
<tr>
<td>Buenos Aires/ARG</td>
<td>Firm Census</td>
<td>2004/5</td>
<td>11,822</td>
<td>0.30</td>
<td>16,551</td>
</tr>
<tr>
<td>Lima/PER</td>
<td>Population Census</td>
<td>2010</td>
<td>91,875</td>
<td>0.01</td>
<td>4,988</td>
</tr>
<tr>
<td>Mexico City/MEX</td>
<td>Firm Census</td>
<td>2019</td>
<td>476,853*</td>
<td>0.33*</td>
<td>4,161</td>
</tr>
</tbody>
</table>

Note: Firm Census refers to firm censuses, establishment censuses or other firm registries, or projections based on these. Data excludes units with missing employment information. * Data was provided in latitude/longitude point locations; data for Kampala was spatially matched to the 2012 Kampala travel survey polygons, data for Mexico City was spatially matched to AGEB polygons.

Disaggregation; city specific details are provided in Table 1. The data is usually collected either via travel/commuting surveys, extrapolated via population censuses or identified from business registries, where the degree of spatial disaggregation is generally higher for the latter, i.e., resulting in smaller polygon units. For cities where we have access to multiple rounds of data, we rely on the most recently collected and/or most spatially disaggregated version of the data.

First, we calculate the spatial employment density for each polygon provided; see Figure 1(b). In order to achieve homogeneity of spatial units across the cities and higher spatial disaggregation overall, we overlay each city with a grid net of 500m x 500m hexagonal cells.

See Appendix A for more information on the data sources.
We intersect the original polygon and grid cell layers and obtain spatial employment data for each grid cell through weighting employment values by the spatial intersection of grid cells and polygons. For most cities the data is provided as number of jobs per polygon, making the identification of exact job locations impossible. Hence, we assume homogeneity in spatial distribution of employment within polygons when computing grid cell values.

For our 14 cities, we extract OSM data on the cities’ major street networks, public transport stations, shop and office locations, amenities, airports, lakes, rivers, parks, forests and coastlines. We further compile satellite data accessed via Google Earth Engine (GEE) on
night lights, population, air pollution, geophysical land surface, built-up land cover, the Normalized Difference Vegetation Index/NDVI, the Normalized Difference Water Index/NDWI and land use\textsuperscript{2}. The data on night lights, population, air pollution, NDVI and NDWI contains temporal variation and is thus averaged within its original resolution raster cells across 2015 to 2019 prior to intersecting it with the employment grid cell layer. Both OSM and GEE data is available globally, where OSM is crowd-sourced mapped feature data and thus is assumed to exhibit heterogeneity in data quality and completeness across cities; data included via GEE is assumed to be consistent across included locations. GEE hosts an array of satellite and rasterized data from various sources. For computational arguments and ease of scale-up of the analyses, we limit our choice of satellite data to those available in rasterised form. Consequentially, in contrast to the related literature (see for example Jean et al. (2016) and Yeh et al. (2020)), we do not require deep learning methods or convolutional neural networks to detect and extract features\textsuperscript{3} from raw satellite pixels.

For each city, we compute a bounding box around the overall geographical area and extract OSM data for various features located within this box. In order to obtain the grid level values from the mapped features, we count all point features, e.g. shop locations and public transport hubs in a given grid cell. For line features, e.g. roads and rivers, we extract the length per grid cell, and for polygon features, e.g. parks and airports, we calculate the spatial intersection with grid cells. For GEE derived data, feature values per grid cell are computed via a weighted spatial intersection between the original data raster cells and 500m x 500m hexagonal grid cells. Given that cells on the border of the city are cut by the external outline of the city and are thus smaller than 500m x 500m grid cells, we compute and use the density versions of the values for each grid cell for the analyses. In addition to the extracted features, we also derive further features from the raw OSM and GEE data (e.g. street intersections are derived from the OSM data on the city’s street network and terrain roughness is computed based on the earth’s surface elevation data). Figure 2 provides visualizations of a selection of OSM and GEE features for Dakar/Senegal.

A visual comparison between the images contained in Figure 1 and Figure 2 suggests that both employment and features follow a broadly similar spatial distribution pattern across Dakar. The highest values of both employment and the majority of the features can be observed in the west and in particular the south west of the city. Commercial, administrative and institutional activities in Dakar are concentrated in the “Plateau” and “Fann” neighborhoods, towards the South and South-West of the peninsula. Industrial zones are distributed in a slightly more homogeneous manner between Dakar, Pikine and Rufisque (with the addition of Guédiawaye, the four municipalities, together, constitute the Dakar metropolitan

\textsuperscript{2}See Appendix A for further details.

\textsuperscript{3}Throughout this work, we use the terms features and covariates, and the terms of response and dependent variable interchangeably.
area) but remain very concentrated along the coast. They are found in the vicinity of the Port and along the southern coastline. The rest of the territory is dominated by residential areas that continue to expand to the East of the peninsula. Some features, e.g. major roads, exhibit a high density towards the west of the city, but are also present towards the east, whereas other features, e.g. public transport hubs, appear to be nearly absent towards the city’s east. Overall, the distribution of employment within the city exhibits relatively strong spatial clustering with a Moran’s $I$ value of 0.91. Some of the features similarly reveal strong spatial clustering patterns, e.g., night lights, while others are more spatially spread across the city, e.g. public transport hub locations$^4$. Given that spatially disaggregate data, i.e. features

$^4$The Moran’s I statistic (Moran (1948) and Anselin (1996)) allows to quantitatively describe the level of spatial
in lines, points and polygons, is aggregated while data obtained via larger polygons or grid
cells is disaggregated to the grid cell level, i.e. air pollution data comes in 1km² resolution,
higher spatial autocorrelation is present within the latter. Hence, the calculated Moran’s I
statistics are influenced both by differences in spatial clustering of the features, but also by
the spatial resolution of the original data. In order to reduce the potential impact of the dif-
ferent levels of spatial (dis)aggregation on the subsequent analyses, we train our models on a
large set of cartographic, geographical and geological features for the predictions of spatial
employment within cities.

We rely on feature engineering to generate and trial multiple feature variations derived
from the original raw data. In other words, we create variations of the original data and include
them as additional features. These spatial density adjusted parameters (i.e., neighboring
cell values), binary features derived from binned quartiles of the features’ distributions across
values, binary features indicating the presence or absence of a given feature in a grid cell, and
count and logarithm adjusted versions. Our assembled data set³ comprising all sample cities
contains 98,594 observations⁶ and more than 100 features⁷, where each unit of observation
is a 500m x 500m hexagonal grid cell. Given that cities differ in their physical extent, and due
to a higher presence of original polygons with ‘NA’ employment values in some cities, the
contributions of cities to the overall sample is not uniform (see Table 1 for details).

3 Methods

3.1 Dimensionality Reduction via Principal Component Analysis (PCA)

Identification of patterns within large data sets with many features is often difficult, e.g.
due to the presence of collinearities. Methods of Unsupervised Machine Learning are pre-
dominantly employed to identify clusters of observations sharing similarities or to compress
high dimensional data to reveal patterns within the data more clearly. Within this work, we
specifically rely on Principal Component Analysis (PCA) for this purpose (Pearson, 1901). PCA
identifies a finite number of linear combinations containing all features (Principal Compo-

³Clustering of a variable, where Moran’s I values generally range from -1 to 1. A Moran’s I of approximately 0
indicates a completely random spatial distribution, negative values point to spatial dispersion and positive values
to spatial clustering of a variable. Moran’s I values of visualized variables: Employment Density (log): 0.91***, Major
Roads (log): 0.57***, Intersections (log): 0.66***, Public Transport Hubs (log): 0.51***, Amenities (log): 0.62***, Shops
(log): 0.59***, Night Lights (log): 0.99***, Population (log): 0.98***, NDVI: 0.74***, Urban Land Cover: 0.76*** (with
*** representing p < 0.01, ** indicating p < 0.05 and * pointing to p < 0.1 significance levels computed via Monte
Carlo simulations across 500 runs respectively; all variables are analyzed post within-city standardization)

⁴This only includes observations with non-missing information.
⁵Features are reshaped according to each model’s requirement resulting in slightly different numbers of vari-
ables across models.

⁶This dataset and feature space are used interchangeably throughout this work.
nents/PCs) while preserving the covariance structure of the original feature space. Each PC consists of a linear combination of all features, where the contribution of each feature within a PC is determined by its assigned feature loading, which are higher for variables more important to the variance of the overall data set. Hence, for each observation of the original data a projected point can be derived via the PCs computed. However, given that PCA is an unsupervised dimensionality reduction technique it does not allow to explicitly focus on a response variable. Additionally, PCAs are limited due to their linearity assumption of the underlying data. Thus, for this work, we limit our use of PCA to exploring and visualizing the data.

3.2 Ensemble Methods: Random Forest and Gradient Boosting Machine Algorithms

Models based on decision trees offer an alternative methodological approach of computations for prediction problems. Decision trees split the full data into rectangular regions (‘leaves’) through covariates and threshold selection to minimize the average squared error. Predictions are then formed on each partitioned data subsample and averaged over all to obtain a prediction model for the full data set (Breiman et al., 1984). In order to avoid overfitting, and thus reduced out-of-sample performance, a penalty term is identified to determine optimal hyperparameters, e.g. tree depth, along the trade-off of the model’s complexity and out-of-sample performance\(^8\).

While a model based on a single tree offers the advantage that it can be understood relatively intuitively, combined algorithm models generally outperform those derived from a single algorithm. Models building combinations of many decision trees (‘Ensemble tree methods’) have thus emerged as reliable extensions to single decision trees delivering robust performance quality. The Random Forest (RF) algorithm (Breiman, 2001) has been established as one of the most widely used ensemble tree methods across the recent literature (see for example Engstrom et al. (2021)). The RF algorithm generates mean predictions based on many randomly perturbed parallel trees where each tree is identified for a subsample of the overall data, where subsamples are most often identified via bootstrapping (‘bagging’). Different from traditional decision tree models, RF models optimize their parameters for a random subset of covariates whose selection differs at each split. This introduces variation within the analyzed data for each tree along both the data splits and covariate selection and results in a better overall fit of the combined algorithm. In particular, the RF specific partitioning of observations and feature space rules allow for the model to remain robust even in the context of noisy data (Perlich et al., 2003). Additionally, given that the final RF model is based on averaging across many trees, RF models also smooth out any discontinuities introduced into the feature space through subsampling. RF generally outperform single decision tree based models, deliver robust high predictive performance while requiring little

\(^8\)See Athey and Imbens (2019) for more details.
additional manual tuning. Gradient Boosting Machines (GBM) are a related ensemble tree method (Friedman, 2002). GBM also merge multiple tree models but different from RF estimate these sequentially and combine them by reiteration. Unlike RF, GBM models rely on 'boosting' to generate the final model, i.e. each tree is fit to the whole dataset and trees are added sequentially to enhance performance cumulatively. GBM models can deliver precise predictions, however they are noticeably more sensitive to outliers in the data and hyperparameters specifics than RF models (Dietterich, 2000).

Overall, both RF and GBM present algorithms that can deliver high precision estimates. However, while GBM can outperform RF under specific data structures, it is also significantly more sensitive to noise in the data and to the choice of hyperparameters.

3.3 Feature Selection Approaches with Regularized GLM Models

Large feature spaces allow to explore the relationship of the dependent variable with various covariates. However, a large number of features may also introduce higher levels of collinearity across the feature space and may result in overfitting, thus lowering out-of-sample performance (Athey and Imbens, 2015). In order to reduce the aforementioned issues while retaining as much as possible of the information contained within the feature space, regularized linear models\(^9\) amend linear estimations by adding feature selection identification to the overall estimation. In the first step, the regularized GLM model selects important features across the whole feature space according to

\[
\beta_{\text{reg}} = \arg \min \left\{ \sum_{i=1}^{N} \left( y_i - \sum_{j=1}^{K} x_{ij} \beta_j \right)^2 + \lambda \sum_{j=1}^{K} \beta_j \right\}
\]

where \(\sum_{i=1}^{N} \left( y_i - \sum_{j=1}^{K} x_{ij} \beta_j \right)^2\) are the estimation’s residuals, and \(\lambda\) is the penalty term applied across a feature space with \(N\) observations and \(K\) features. The regularization parameter can either be set by the researcher or determined through the model via cross-validation to minimize the model’s RMSE. However, given that the regularization estimation also introduces a penalty on the important features (Varian, 2014), the regularization estimation is followed by a standard linear model estimated over the subset of selected nonzero variables. The most known versions of regularization models are Lasso (Tibshirani (1996); Belloni and Chernozhukov (2013)), Ridge (Hoerl and Kennard, 1970) and Elastic Net (Zou and Hastie, 2005) models where the models differ in the specifics of the penalty parameter applied. Lasso models use absolute value penalties to shrink the coefficients of unimportant variables to zero and thus tend to perform better for models with a finite set of important covariates. Ridge models rely on quadratic penalties to reduce the coefficients of unimportant variables, but unlike Lasso models never shrink these to absolute zero. Ridge estimations are hence

---

\(^9\)Also referred to as penalized (linear) models throughout the literature
more suited to models where multiple variables exhibit similar importance. Elastic Net models combine elements of both Lasso and Ridge models. Regularized models can easily be used in combination with the standard econometrics models, and thus remains intuitive in its interpretation.

3.4 Model Setup

In order to identify the model that best predicts employment across all sample cities, we test the algorithms outlined in Sections 3.2 and 3.3 across the whole data set and on separate SSA and LAT subsets. For all models, we follow a standard test-and-train split of the data. We generate a random 80/20 split where we train the models on 80% of the original feature space and test on the held back 20% to gain insight into the model’s out-of-sample predictive performance; the test and train sets are identical across the models. For the GBM of Section 5.1 and Reg GLM model of Section 5.2 we further impose a k-fold cross validation (CV) set up with 10 folds and 10 repeats. Within the training of the models, the training data is thus split into 10 equally sized disjoint subsets where a model is fitted on 9 folds and internally assessed on the remaining fold. This is iterated over all folds and repeated 10 times, so that each model effectively runs through 100 fitting processes. This set-up enables us to identify and subsequently incorporate model hyperparameters that optimize out-of-sample performance. The final model is then fit to the complete train data set. Given the bootstrapping structure of random forest algorithms, no k-fold CV is required for hyperparameter optimization. To obtain insight into out-of-sample performance, we test the model on the test data and compare the models’ performance by relying on the model’s $R^2$ and Root Mean Squared Error (RMSE)$^{10}$. $R^2$ presents how well the model predicts (the variation in) the response variable and the RMSE measures the averaged difference predicted and observed response value.

4 Exploratory Analysis

In order to gain insight into the structure of the data, we exploit two options to summarize the data: (1) Pearson correlations to identify pairwise relationships between all variables, and (2) Principal Component Analysis (PCA) to gain a thorough insight into the underlying dynamics of the feature space.

Figure 3(a) provides a visual representation of the pairwise Pearson correlations across the main features of the data set, and Figure 3(b) specifically depicts the pairwise Pearson correlations of the response variable of log(employment density) with the covariates at the grid

$$R^2 = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}$$

and

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2}$$

where $y_i$ is the observed, $\hat{y}_i$ is the predicted, $\bar{y}$ is the mean response variable, $n$ is number of observations with $0 \leq R^2 \leq 1$ and RMSE is measured in the unit of the response variable.
Figure 3: Overview of the Feature Space Correlations.
Subfigure (a) visualizes the pairwise Pearson correlations across the whole data set, and (b) summarizes the pairwise Pearson correlations of log(employment density) with the main features.

cell level across the whole data set. We identify correlations along both directions, i.e. there exist both positive and negative correlations across features, and with the response variable. Overall, the majority of correlations across the feature space are positive, and the positive strongly outweigh negative correlations in magnitude. We observe that the features derived from night lights and population data are most strongly correlated with employment. This is not unexpected given that information derived from night lights in particular have become a standard proxy for economic development across the literature, although predominantly in the context of cross-country studies or studies conducted at larger spatial units (see Henderson et al. (2012) for example).

From the cartographic features derived via OSM, we find that amenities and street intersections are particularly strongly correlated with employment. This could possibly point to co-location of amenities with urban employment or that amenities themselves are the place of employment in the case of the former (Ahlfeldt et al., 2015). The latter indicates that the street network is denser around high employment areas (Gudmundsson and Mohajeri, 2013). We further observe that the geographical and geological features concerning vegetation in-
tensity and water presence negatively correlate the strongest with employment, i.e. a higher presence of either water or vegetation indicates lower or no employment (see also Goldblatt et al. (2020)). Further, terrain roughness and elevation also tend to correlate negatively with the response variable, although with lower magnitudes. These also correlate negatively with the night lights and population variables, cautiously hinting at a reduced suitability of rough terrain for both residential and commercial buildings. In general, we observe a large number of positive correlations across the whole features space, and in particular features that are strongly correlated with the response variable also tend to be correlated themselves, and exhibit similar correlation patterns with other features.

In order to gain a deeper understanding of the underlying structure of the data, we further exploit a Principle Component Analysis (PCA). However, given that a PCA is an unsupervised approach, it does not allow us to explicitly focus on employment. Thus, we limit our use of the PCA to exploring and visualizing the data, and rely on it for two specific reasons: (1) to analyze how homogeneous the structure of the data is across cities following within-city standardization, and (2) to understand how the features relate to each other.

A PCA constructs various linear combinations of the original observations by assigning weights to each variable\(^ {11}\). A principal component refers to a specific combination of feature weights. Figure 4(a) shows the PCA loading plot which illustrates how strongly each variable influences principal components 1 and 2 respectively, i.e., the weight assigned by each of the principal components to a given variable. The position on the graph responds to the

\(^{11}\)See Section 3.1 for methodological details
relative weight identified for the variable by principal component 1 on x-axis and by principal component 2 on the y-axis. Night lights for example have been assigned a weight of 0.78 by principal component 1, and -0.38 by principal component 2. Given that larger weights represent variables more important to the data set, variables located further away from the origin can therefore be interpreted as more influential; equivalently, variables located closely to the origin are less important. The PCA loadings plot highlights that data on night lights, population, urban land cover, shops and amenities strongly contribute to the first two principal components hinting at the importance of these variables to the overall data patterns across the whole feature space. Further, each feature’s position within the graph enables us to gain further insight into the correlations across the feature space. Features whose coordinates are within close proximity are generally positively correlated, and those who are located at an approximately 90° angle from each other are weakly correlated or uncorrelated. Features that diverge, and are thus located at approximately 180° from each other are negatively correlated. We observe that employment is most closely related to night lights, population and paved major roads, and to urban land cover and intersections data to a slightly lesser degree. This indicates that these variables correlate strongly with employment. This finding is in line with the Pearson correlations computed previously. This further suggests that night lights, population and urban land cover are important to both the variance of the whole data set and to predict employment, where the former follows from the variable’s own position and the latter from its close location to employment on the graph. Furthermore, those features that exhibit low levels of correlations with employment, e.g., terrain roughness and elevation, also contribute relatively little to the PCs; this is indicated by their close location to the origin. This indicates that these variables likely do not contribute strongly to the prediction of employment given their weak correlation with employment as indicated by the PCA.

Relying on this PCA weighting structure, each original observation can be transformed through weighting the observation’s variable values accordingly. Figure 4(b) shows the PCA’s monoplott where each point refers to a observation transformed into an index through weighting of its variable value according to different weighting structures computed; the position on the x-axis refers to the observation’s values weighted according to principal component 1 and the position on the y-axis according to principal component 2. The ellipsoids capture the area where the majority of the transformed observations are located where each ellipsoid refers to the observations of a specific city. Given that the city ellipsoids overlap to a large degree, i.e. the transformed observations are located largely within the same area, we can conclude that these observations are largely similar post-transformation. This allows us to conclude that the cities can be modelled jointly within one algorithm. A small degree of heterogeneity across and within the cities’ ellipsoids can be observed. This is most likely driven by differences in data collection, heterogeneity in the relationship between response variable and covariates, and city specific idiosyncrasy.
5 Results

5.1 Random Forest and Gradient Boosting Machine Algorithm Predictions

In order to select candidate models for employment prediction, we consider our problem and the data sets at hand. On one side, we have employment data that is measured very differently across the sample cities. On the other side, we have OSM data that may be incomplete to varying degrees across cities. Given this statistical noise, we expect that the random forest (RF) model will be most suited due to its feature space and observation partitioning setup which makes it more robust in the presence of noise. Table 2 contains the results.

Across the whole data set, RF achieves high predictive performance with $R^2$ of 0.82 and RMSE of 0.43 (Table 2, column (1)). This result is substantially above those obtained in the related literature estimating employment factors. For instance, Goldblatt et al. (2020) predict enterprise and employment counts for Vietnamese communes and obtain $R^2$s ranging from 0.24 to 0.33. Our results are above but more comparable to those obtained from studies predicting poverty parameters where $R^2$s generally range from 0.3 to 0.8 (Jean et al. (2016) and Yeh et al. (2020)). However, unlike our approach that is based on pre-processed satellite data and mapped features these studies require complex deep learning methods to achieve their predictive performance. We do not observe noticeable differences in predictive quality across the two geographic regions. However, to test if models trained on data from each region separately achieve higher predictive performance, we retrain the algorithm on the data split accordingly (Table 2, columns (2) and (3)). The results indicate a marginal increase in the predictive performance for the model trained on SSA data, but no change in predictive quality for LAT observations. However, both of these models perform noticeably worse when assessed on data from the other region. Hence, in the cases where grid cells from the city being predicted are not contained in the training set (i.e., Latin American cities predicted from a model trained only on SSA cities), the predictions tend to be lower.

Employment is often clustered in one area if the city is monocentrically organized or multiple areas for polycentric cities. These clusters are generally larger than our specific grid cell choice of 500m x 500m. We hypothesize that high employment grid cells are generally surrounded by other high employment grid cells thus forming a high employment cluster. Furthermore, given that our grid cell structure has been superimposed in an arbitrary manner, it may for example be that the public transport hub closest to a high employment location is located in a neighboring cell. Similarly, a grid cell exhibiting a relatively high number of public transport hubs with low or no number of public transport hubs in surrounding cells is unlikely to indicate an employment cluster. This highlights the importance of including information on surrounding cells into the analysis. We thus extend the feature space by adding feature values (e.g., mean values) from neighboring cells to mimic the structure of a spatial
Table 2: Performance comparison across ensemble tree models ($R^2$ (RMSE))

<table>
<thead>
<tr>
<th></th>
<th>All Cities</th>
<th>SSA Cities</th>
<th>LAT Cities</th>
<th>All Cities</th>
<th>SSA Cities</th>
<th>LAT Cities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td><strong>Train Data</strong></td>
<td></td>
<td></td>
<td></td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Cities</td>
<td>0.82 (0.43)</td>
<td>0.59 (0.65)</td>
<td>0.43 (0.80)</td>
<td>0.95 (0.23)</td>
<td>0.62 (0.63)</td>
<td>0.44 (0.79)</td>
</tr>
<tr>
<td>Test Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSA Cities</td>
<td>0.82 (0.43)</td>
<td>0.85 (0.40)</td>
<td>0.40 (0.83)</td>
<td>0.95 (0.23)</td>
<td>0.96 (0.21)</td>
<td>0.41 (0.82)</td>
</tr>
<tr>
<td>LAT Cities</td>
<td>0.82 (0.43)</td>
<td>0.53 (0.71)</td>
<td>0.82 (0.42)</td>
<td>0.95 (0.24)</td>
<td>0.54 (0.70)</td>
<td>0.95 (0.23)</td>
</tr>
<tr>
<td>No. Obs.</td>
<td>98,594</td>
<td>57,017</td>
<td>41,577</td>
<td>98,594</td>
<td>57,017</td>
<td>41,577</td>
</tr>
<tr>
<td>Spatial RF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Cities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSA Cities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAT Cities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. Obs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Test and train data sets used across the algorithms are identical; test data is subsampled to avoid repeated observations; No. Obs. refers to the full data sets of both train and test data for each sample; lag model (Anselin, 1996) (‘Spatial RF’ in Table 2, columns (4) to (6)). Overall, the results improve noticeably in comparison to the models trained exclusively on within-grid cell feature values and achieve very high predictive quality, both when trained on the whole data but also when trained on regional subsets with $R^2$ of 0.95 and 0.96 across the three models. However, similar to the results of columns (1) to (3), while marginal improvements in the models are observed when trained on regional sub-samples, the model trained on regional samples exhibits noticeably lower predictive performance compared to the model trained on the combined data.

Given that Gradient Boosting Machine algorithms often out-perform random forest models, we retrain the algorithms accordingly as an alternative approach. Here we rely on the extreme gradient boosting machine specification (xgboost); Results are provided in Table 2. Across both versions of the feature space, the results obtained via xgboost remain below those achieved via RF. Similarly to the RF models, Spatial xgboost outperforms the non-spatial version. In contrast to the RF case, models trained on region samples result in a higher predictive performance for the LAT than SSA model. However, these results also remain below the predictive performance achieved via RF.

Comparing both algorithms, the data and variable partitioning structures of the RF algorithm make it less prone to overfitting and more robust in the presence of noisy data. While xgboost models may outperform RF in settings where data is less noisy (Dietterich, 2000), within the context of our feature space which exhibits structural noise stemming from city id-
iosyncracy (city specific relationships between employment and features, and measurement errors in both the dependent variable and the OSM features), the RF model performs noticeably better across all variations of the data.

We can dig slightly deeper into model performance, and investigate how the model performs for small and large employment values. Typically, models tend to smooth towards the mean (performs the best for values close to the mean), while predicting less well outliers. An illustration of the observed and predicted grid cell employment values for Dakar, Senegal is provided in Figure 5. A visual comparison highlights an upwards bias for low levels of employment, e.g. the values predicted for grid cells located in the northeast of the area depicted. Some grid cells with high employment values appear to be underpredicted, e.g. in the south of Dakar, albeit to a lower degree.

Considering our full dataset, we find that higher values of employment are predicted more accurately but exhibit a small downwards bias while low employment levels tend to be slightly overpredicted (shown in Figure 6). This could be driven by repeated observations where polygons with zero employment have been disaggregated into multiple grid cells. Overall, despite minor smoothing, the relative squared error is roughly constant across dif-
Different levels of employment thus supporting the reliability of our results.

In order to gain an understanding of which features are particularly important for the prediction of employment, we extract the feature importance from the Spatial RF models trained on all cities and the SSA and LAT samples. A visualization of the most important features of each model is provided in Figure 7. For the model trained on all cities, population data (both cells and neighboring cells) is the strongest predictor of employment. This is followed by data on night lights and the NDVI observed across neighboring cells. The most important OSM-derived features are neighboring amenities (neighbor version of aggregated amenity variable) which are identified as the 5th most important feature. Noticeably, 11 of the 15 most important features are satellite derived. Further, features identified as important are often relevant in both own-cell and neighbor versions, where for example the population of a grid cell but also the population of neighboring cells are identified as important predictor variables. This might in part be driven by the spatial disaggregation employed when obtaining grid cell level values from polygons and might also be influenced by the non-random spatial distribution of both dependent and feature variables.

For the model trained solely on SSA cities’ observations, the features of population, night lights and urban land cover are the most important. Interestingly, two specific features (intersections and public transport) are ranked as important for the SSA model but do not feature within the overall model. For the LAT cities’ model, urban land cover is also highly important in both its within grid and within neighboring grid cells. Across all three models, three main conclusions regarding feature importance can be drawn: (1) satellite data derived features are usually most important, (2) amenities (a combination of both categorized and uncategorized amenities) appear to be the most relevant employment predictor derived via OSM, and (3) some features are identified as influential across all three models, but there exists also heterogeneity across the samples.
Overall our results reveal that a combination of satellite and mapped features data can predict employment to a high degree; even for the high levels of spatial resolution required for within-city analyses. Furthermore, despite the presence of noise in the data, exploiting the RF algorithm results in very high predictive performance quality. In addition, adding neighboring features delivers particularly high predictive performance, highlighting the importance of explicitly incorporating the geospatial dimension of data. Interestingly, we find that models trained on one region but tested on the other perform less well. This could be due to two distinct phenomena: first, there could be structural differences between the two sets. In other words, cities in LAT could share common relationships between employment and our features (but different to SSA). Second, cities could themselves exhibit unique relationships, and hence leaving own-city cells out of the training data significantly impacts the ability of the model to predict that city.

Another consideration that deserves some attention is that of heterogeneity in data quality across cities. Both the underlying surveyed employment data that we are trying to predict and the OSM completeness could be a main cause of differences in relationships between employment distribution and mapping and satellite features. Such data quality issues could be consistent with both hypotheses: structurally different relationships in SSA and LAT if the OSM data is consistently less complete in SSA cities; and differing prediction quality if employment data is of lower quality in particular urban areas. We will further investigate these issues below.
5.2 Alternative Algorithms

In order to test whether algorithms based on different statistical foundations provide better predictive performance, we fit regularized linear algorithms on the training data and benchmark their performance. Within the training process of RF models the data is randomly split and a random subset of variables is tested for each data subset. Given this evaluation of a randomly drawn subset of features, the likelihood that each tested subset contains highly correlated variables is low. This set-up reduces the issue of multicollinearity within RF models (Genuer et al., 2010). Regularized linear models do not partition the data, but instead first reduce the feature space to only the most important variables before fitting the model in the second step. As penalized models represent a family of models differing in their penalty specifics, we allow the algorithm to determine the most suitable model through optimal penalty parameter choice. Results are provided in Table 3.

Overall, the model selects the clear majority of features as relevant across both non-spatial and spatial versions. Comparing the predictive performance reveals that the models’ $R^2$ generally remains substantially below (and RMSE above) those observed for both RF and GBM models. This holds true across all six versions of the fitted model (spatial vs non spatial, all cities, and regional specific). Similar to the GBM fit models, the algorithm fit exclusively on LAT cities tends to perform better than those fit to all cities’ or SSA cities’ data. However, the increased fit to the data is similarly accompanied by overfitting, i.e., the model is very closely aligned with the specific training data and thus not sufficiently flexible to predict any other data to a high degree. This results in worse predictive performance when the algorithm is used to predict the SSA or overall cities’ test data. As with the ensemble tree simulations, the models based on data including spatial effects outperform the non-spatial version although increases in predictive performance are very marginal.

Hence, the predictive performance of these models is lower compared to the RF models discussed in the previous subsection. However, we can exploit the fact that regularized linear models select a subset of important features in order to delve deeper into understanding how different features interact with employment. For example, the model selects 81/84 features for the ‘All Cities’ model. Taking this subset in each case, we run a spatial regression analysis which directly incorporates spatial dependence within the data. We examine the model coefficients, comparing the most important features to those previously identified by the RF feature importance score; Table 3 provides the results$^{12}$. Across all three regression sets, the features of NDWI and NDVI (water/vegetation) are reoccurring with high importance. Night lights are the only additional satellite derived feature listed for the ‘All Cities’ model, while terrain roughness, population and urban land cover are also listed for the ‘SSA’ and ‘LAT’

---

$^{12}$All Spatial Regressions listed in Table 3 follow the Spatial Durbin Error model; given the large amounts of features, we only list the largest ten coefficients among statistically significant variables.
Table 3: Performance comparison across Regularized Gen. Linear Models (R² (RMSE))

<table>
<thead>
<tr>
<th></th>
<th>All Cities</th>
<th>SSA Cities</th>
<th>LAT Cities</th>
<th>All Cities</th>
<th>SSA Cities</th>
<th>LAT Cities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train Data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>RegGLM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Cities</td>
<td>0.56 (0.66)</td>
<td>0.53 (0.73)</td>
<td>0.44 (0.75)</td>
<td>0.58 (0.65)</td>
<td>0.52 (0.78)</td>
<td>0.46 (0.74)</td>
</tr>
<tr>
<td>SSA Cities</td>
<td>0.49 (0.72)</td>
<td>0.51 (0.69)</td>
<td>0.43 (0.76)</td>
<td>0.51 (0.70)</td>
<td>0.54 (0.68)</td>
<td>0.45 (0.75)</td>
</tr>
<tr>
<td>LAT Cities</td>
<td>0.67 (0.58)</td>
<td>0.55 (0.73)</td>
<td>0.69 (0.56)</td>
<td>0.68 (0.57)</td>
<td>0.54 (0.81)</td>
<td>0.70 (0.55)</td>
</tr>
<tr>
<td><strong>Variables Selected</strong></td>
<td>81/84</td>
<td>75/84</td>
<td>69/84</td>
<td>128/142</td>
<td>129/142</td>
<td>126/142</td>
</tr>
<tr>
<td><strong>No. Obs.</strong></td>
<td>98,594</td>
<td>57,017</td>
<td>41,577</td>
<td>98,594</td>
<td>57,017</td>
<td>41,577</td>
</tr>
</tbody>
</table>

|                  |            |            |            |            |            |            |
| **Spatial Reg GLM** |          |            |            |            |            |            |
| All Cities       |            |            |            |            |            |            |
| SSA Cities       |            |            |            |            |            |            |
| LAT Cities       |            |            |            |            |            |            |

**Spatial Regression Analysis**

<table>
<thead>
<tr>
<th></th>
<th>All Cities</th>
<th>SSA Cities</th>
<th>LAT Cities</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.88*** (0.05) NDVI</td>
<td></td>
<td>-1.05*** (0.21) Intersections (binary)</td>
<td>0.96*** (0.08) NDWI</td>
</tr>
<tr>
<td>0.76*** (0.06) NDWI</td>
<td></td>
<td>-0.74*** (0.08) NDVI</td>
<td>-0.72*** (0.07) NDVI</td>
</tr>
<tr>
<td>-0.48*** (0.13) Offices (binary)</td>
<td>0.29*** (0.29) log(shops)</td>
<td>-0.58*** (0.18) Major Roads (binary)</td>
<td></td>
</tr>
<tr>
<td>-0.36*** (0.02) Major Roads (binary)</td>
<td>0.37*** (0.08) NDWI</td>
<td>0.32*** (0.02) log(Intersections)</td>
<td></td>
</tr>
<tr>
<td>0.35*** (0.06) Airport (binary)</td>
<td>0.31*** (0.07) Shops (binary)</td>
<td>0.27*** (0.02) log(airport)</td>
<td></td>
</tr>
<tr>
<td>0.28*** (0.01) log(nightlights)</td>
<td>0.29 (0.17) log(airports)</td>
<td>0.24*** (0.07) Offices (binary)</td>
<td></td>
</tr>
<tr>
<td>-0.27 (0.15) Shops (binary)</td>
<td>0.26*** (0.11) Airport (binary)</td>
<td>0.24*** (0.05) Amenities (binary)</td>
<td></td>
</tr>
<tr>
<td>0.27*** (0.02) log(major roads)</td>
<td>0.25*** (0.03) log(terrain roughness)</td>
<td>-0.18*** (0.07) log(urban land cover)</td>
<td></td>
</tr>
<tr>
<td>-0.24*** (0.02) Intersections (binary)</td>
<td>0.11*** (0.04) log(main roads)</td>
<td>0.16*** (0.02) log(population)</td>
<td></td>
</tr>
<tr>
<td>0.20*** (0.02) log(intersections)</td>
<td>0.10*** (0.02) log(population)</td>
<td>-0.15*** (0.04) log(intersections with major roads)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Test and train data sets used across the algorithms are identical across the different algorithms; test data is sub-sampled to avoid repeated observations; No. Obs. refers to the full data sets of both train and test data for each sample; Estimated coefficients are reported for the ten most important variables in each regression as identified through the coefficients’ absolute magnitude. A Spatial

models. Among OSM features, information on major roads and intersections are relevant for all three models, even though through different features; variables describing shops, airports, amenities and offices are also important, however to very differing magnitudes. Surprisingly, only one variable reflecting public transport is listed. While this is surprising given the literature on the importance of public transport for urban employment (Pogony et al., 2021), our results may be driven by the absence of well-established public transportation networks in the majority of the cities included here. Most of the variables identified here as important are equivalent to those exhibiting strong pairwise correlations with employment and those selected as important by the random forest models in the preceding subsection. However, large differences in variables indicated as important by the linear and random forest models can also be observed. For example, information on air pollution is selected as important across all RF models, but it is not identified as such by the linear regressions. Additionally, the results of Table 3 identify binary variables as important while the random forests computations predominantly list continuous variables as highly relevant. These differences with the RF models are most likely driven by the less strict assumptions of RF models that allow for

13 See Section 4; a direct comparison with the PCA results is not possible given that the PCA is an unsupervised approach that identifies variables importance to the overall data set where as the analyses of this section identify variables specifically important for employment.
Table 4: Performance Comparison across RF Models with Spatial Effects (R² (RMSE))

<table>
<thead>
<tr>
<th></th>
<th>OSM Data Only</th>
<th>Satellite Data Only</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train Data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>All Cities</td>
<td>SSA Cities</td>
</tr>
<tr>
<td>OSM Data Only</td>
<td>All Cities</td>
<td>0.76 (0.49)</td>
</tr>
<tr>
<td>Test Data</td>
<td>SSA Cities</td>
<td>0.76 (0.49)</td>
</tr>
<tr>
<td></td>
<td>LAT Cities</td>
<td>0.75 (0.50)</td>
</tr>
<tr>
<td>No. Obs.</td>
<td>98,594</td>
<td>57,017</td>
</tr>
<tr>
<td><strong>Satellite Data Only</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>All Cities</td>
<td>0.79 (0.47)</td>
</tr>
<tr>
<td>Test Data</td>
<td>SSA Cities</td>
<td>0.78 (0.48)</td>
</tr>
<tr>
<td></td>
<td>LAT Cities</td>
<td>0.80 (0.45)</td>
</tr>
<tr>
<td>No. Obs.</td>
<td>98,594</td>
<td>57,017</td>
</tr>
</tbody>
</table>

Test and train data sets used across across the algorithms are identical; test data is subsampled to avoid repeated observations; No. Obs. refers to the full data sets of both train and test data for each sample;

the detection of variables as important even if their relationship to employment is non-linear. These results, similar to those of Figure 8, indicate a strong importance for satellite derived features, although RF models identify night lights and population data as most crucial while the regression estimate NDVI and NDWI variables as most important. In contrast to the RF feature importance, amenities are estimated to be less important by the regression analyses, while features derived via the street network, i.e. major roads and street intersections, are indicated as important for employment.

Overall, the high correspondence between the variables selected as important by the RF and linear models provides confidence that these variables are highly predictive of employment density.

5.3 Predicting Employment from Digital Maps

The results of the preceding section strongly suggest that urban employment can be predicted from a combination of mapped and satellite data. Variable importance analyses further highlighted the high relevance of satellite derived features to predict employment. In this section, we collapse the feature space including spatial effects to those variables derived via OSM to test how well employment can be predicted from mapped or satellite information alone. We retrain the RF with spatial effects algorithms on the reduced feature spaces.
Results are provided in Table 4.

Overall, the results indicate that a large part of the variations in employment can be predicted solely based on OSM data with an $R^2$ of approx 0.76, and an $R^2$ of approx 0.79 for satellite only data. In comparison to the previous computations relying on the combined data, omitting one or the other type of data presents a significant reduction in predictive performance. In the case of OSM, we might expect LAT cities to be better predicted due to better quality data - but this is not the case. This may be due to a large sample size in SSA. In the case of satellite data, we expect that similar data quality across LAT and SSA would yield similar predictive power. This is consistent with our findings.

Similar to the algorithms outlined in the previous sections, we investigate which variables are particularly important for predicting employment density. Results are provided in Figure 8. Similar to the previous results, amenities are indicated as the most important OSM derived feature. This holds true across all three algorithms, and refers particularly those amenities that exhibit a tag, i.e. amenities that can be identified as a restaurant, etc. Different features capturing street intersections are also indicated as particularly important, although in different variations across the three models. Features capturing the grid cell’s distance to the coast and features indicating shops are also revealed to be of importance, although the former more so for SSA cities and the latter for LAT cities. Features representing major roads and public transport appear to be only important to a smaller degree. The lower importance of public transport could be due to relatively low public transport availability in the majority of cities included in this analysis.
5.4 Predicting Out-of-Sample Cities

Our ultimate aim is to be able to predict employment in entirely unseen or out-of-sample cities. Here, we use training data for 14 cities in order (a) to test the feasibility of this and (b) to rely on the algorithms to predict urban employment of cities not included in this sample based on the data patterns identified.

If we randomly split the data into training and test data sets, then grid cells from any given city appear in both sets. In this case we do not know how well the algorithm would perform on a city that was never included in the training sample. In the analyses above, algorithms fit on SSA and LAT samples point to reduced accuracy in prediction when evaluated on cities located in the other region. Hence, city idiosyncrasy with regards to both noise in the data and/or the relationship between employment and features can substantially decrease the algorithm’s predictive performance for cities fully excluded from the training data.

We can investigate the predictive power of the model for unseen cities by refitting the spatial RF model to the complete data set comprising all grid cells but excluding a specific city. Hence, for each city, we fit our algorithm to the grid cells of the other thirteen cities and evaluate the model performance on the grid cells of the city held back. The raw employment data was provided in polygons. Given that spatially disaggregating polygon information into grid cells might introduce noise to the data, we evaluate the predictive performance of the algorithms both at the grid cell level, i.e. the level that we use to train the algorithms, and also spatially aggregated to original polygon boundaries. Results are provided in Table 5.

Overall, when evaluated at the grid cell level (column 1) our results exhibit large heterogeneity in predictive performance with the lowest $R^2$ of 0.20 for Harare/ZWE to the highest of 0.71 for Buenos Aires/ARG. Figure 9 visualizes observed and predicted employment for these two cities. While these results are overall noticeably lower than those of section 5.1 to 5.3, the predictive performances are in line with a similar analysis undertaken to predict consumption expenditure and household assets of spatial clusters across four SSA countries (Jean et al., 2016). Our algorithms predict employment at a grid level based on detailed input data. When we aggregate up to polygon level, we would expect that our employment predictions are well-aligned with the observed employment data (which was collected at polygon level). Indeed, we do find that we obtain substantially higher values of $R^2$ for almost all cities when evaluated at polygon level (column 2).

In columns (4) to (6) we retrain an algorithm for each city, but only train on grid cells from other cities located in the same region. The similarity of predictive performance of the models fitted on all cities and those fitted solely on cities of the same geographical region does not point to a clear better fit from either approach. Although some cities are predicted more accurately when the regional models are used, no clear overall pattern emerges supporting an obvious choice for either. Similar to the results of column (2), evaluating the SSA and LAT
Table 5: Performance Comparison across RF Models with Spatial Effects for Out-of-Sample Cities ($R^2$ (RMSE))

<table>
<thead>
<tr>
<th>City</th>
<th>Model (unit of evaluation)</th>
<th>City</th>
<th>Model (unit of evaluation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Cities (grid cell)</td>
<td></td>
<td>All Cities (polygon)</td>
</tr>
<tr>
<td></td>
<td>All Cities (polygon)</td>
<td>SSA Cities (grid cell)</td>
<td>SSA Cities (polygon)</td>
</tr>
<tr>
<td></td>
<td>LAT Cities (grid cell)</td>
<td>LAT Cities (polygon)</td>
<td></td>
</tr>
<tr>
<td>SSA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abidjan/CIV</td>
<td>0.35 (0.84)</td>
<td>0.30 (0.85)</td>
<td>0.71 (0.33)</td>
</tr>
<tr>
<td>Dakar/SEN</td>
<td>0.62 (0.62)</td>
<td>0.65 (0.59)</td>
<td>0.68 (0.48)</td>
</tr>
<tr>
<td>Dar es Salaam/TZA</td>
<td>0.40 (0.78)</td>
<td>0.40 (0.77)</td>
<td>0.71 (0.74)</td>
</tr>
<tr>
<td>Douala/CMR</td>
<td>0.37 (0.81)</td>
<td>0.40 (0.79)</td>
<td>0.64 (0.56)</td>
</tr>
<tr>
<td>Harare/ZWE</td>
<td>0.20 (0.91)</td>
<td>0.17 (0.93)</td>
<td>0.28 (0.48)</td>
</tr>
<tr>
<td>Kampala/UGA</td>
<td>0.54 (0.68)</td>
<td>0.49 (0.71)</td>
<td>0.49 (0.71)</td>
</tr>
<tr>
<td>Kigali/RWA</td>
<td>0.52 (0.71)</td>
<td>0.49 (0.73)</td>
<td>0.79 (0.72)</td>
</tr>
<tr>
<td>Kinshasa/COD</td>
<td>0.49 (0.72)</td>
<td>0.39 (0.79)</td>
<td>0.49 (0.69)</td>
</tr>
<tr>
<td>Nairobi/KEN</td>
<td>0.67 (0.61)</td>
<td>0.67 (0.63)</td>
<td>0.80 (0.58)</td>
</tr>
<tr>
<td>LAT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belo Horizonte/BRA</td>
<td>0.62 (0.82)</td>
<td>0.54 (0.71)</td>
<td>0.64 (0.61)</td>
</tr>
<tr>
<td>Bogotá/COL</td>
<td>0.58 (0.65)</td>
<td>0.52 (0.45)</td>
<td>0.58 (0.65)</td>
</tr>
<tr>
<td>Buenos Aires/ARG</td>
<td>0.71 (0.54)</td>
<td>0.78 (0.28)</td>
<td>0.71 (0.56)</td>
</tr>
<tr>
<td>Lima/PER</td>
<td>0.50 (0.72)</td>
<td>0.42 (0.50)</td>
<td>0.48 (0.73)</td>
</tr>
<tr>
<td>Mexico City/MEX</td>
<td>0.58 (0.67)</td>
<td>0.58 (0.67)</td>
<td>0.56 (0.67)</td>
</tr>
</tbody>
</table>

Note: Original employment data for Kampala and Mexico City was provided as point locations, which were aggregated to grid cell levels for computations; for these cities all performance evaluations were conducted at grid cell levels.

models at polygon levels results in substantially higher predictive performance levels.

We hypothesize that the different sizes of polygons across cities, and associated levels of aggregation, influence the performance of the algorithms. For example, in cases where the observed employment data is collected as large polygons, we have a large mis-match between the level of detail of the predicted employment at grid level and the observed employment transformed to grid level. Hence, we would expect that cities with larger polygons are worse predicted at a grid level, while cities with small polygons are more accurately predicted. In order to investigate this, we plot each city’s mean polygon size against its model $R^2$ (for grid cells) in Figure 10(a). We can see a clear negative relationship between these two metrics supporting this hypothesis. When we plot this relationship, but with both predicted and observed data aggregated to polygon level, we no longer observe a negative slope, see
Figure 9: Observed vs. Predicted Employment for Harare/ZWE in (a) and (b), and for Buenos Aires/ARG in (c) and (d)\textsuperscript{14}

Figure 10(b). Hence, we can deduce that the quality of our predictions is independent of polygon size.

To understand our models better, we analyze further patterns within our employment predictions. Across all cities, the results (a) exhibit smoothing towards the mean, (b) the upwards bias in low employment grid cells is on average larger than the downwards bias in high

\textsuperscript{14}Predictions obtained via the models trained on all other cities
employment grid cells, and (c) predicted employment is on average within 0.71 (absolute deviation) of observed employment (which, when normalized, ranges from about -3 to +3). The latter allows us to conclude that while there are differences between predicted and observed employment, on average a predicted value is within -/+ 0.71 of the observed employment within that grid cell. Hence, on average we do not see very large differences between observed and predicted employment. However, given the noise in the data, it is not possible to conclude if this is due to measurement noise or algorithmic performance.

In order to probe the degree of city idiosyncrasy across the cities, we train a unique model for each individual city. If a city can be described by its ‘own’ model, then we can deduce that there is no inherent limit on an algorithm to predict employment from the data on that city. Hence, we re-fit city specific models to 80% of each city’s grid cells and evaluate on the remaining 20%. The $R^2$ across these models range from 0.68 for Lima to 0.99 for Harare with an average of 0.84. These results suggest that cities’ employment can overall be predicted accurately. However, the results also show a significant amount of heterogeneity within feature importance across the models (data not shown). Hence, while urban employment can be predicted, city idiosyncrasy stemming from measurement noise in both employment and features, and heterogeneity in the relationship between employment and features, limits out-of-sample performance.

In summary, OSM and satellite data can predict employment to a very high degree. However, the accuracy of the predictions is influenced by both (a) a structurally different relationship between employment and included variables across the different cities and (b)
differences in OSM and employment data quality across the cities.

Since our guiding objective was to design an algorithm to predict employment in un-seen cities, we apply it to various cities for which we have no employment data, Niamey/Niger, Khartoum/Sudan, Mumbai/India, Karachi/Pakistan, Port au Prince/Haiti and Guayaquil/Ecuador are provided as examples in Figure 11. As our results do not point to a clear preference for a model trained on all cities or trained solely on those cities of a given geographical region, we deploy the algorithm trained on all cities for better cross city comparison patterns here.

6 Discussion & Conclusion

We set out to tackle a key gap in the policy toolbox, the lack of highly granular data on employment within cities, particularly in less developed areas of the world. Using a spatial adaption of the random forest algorithm, we show that we can predict within-city cells in our test cities with extremely high accuracy (>95% R²), and cells in out-of-sample cities with medium to high accuracy (21% - 72% R² at grid level and 31% - 80% at polygon level). While we found that our model picked up significant city-specific relationships, the moderate to high R² obtained for out-of-sample predictions, particularly for cities with expected higher data quality, gives us confidence that the algorithm can be deployed on un-seen cities.

Our contribution to the literature and practical toolbox spans multiple levels. First, we show that a combination of mapped features and pre-processed satellite data can be used to fill data gap in developing countries. Importantly, we illustrate this for the tricky within city case, generating very high resolution estimates. Distinct from most other related studies (Jean et al. (2016) and Yeh et al. (2020)), we focus on employment as our outcome variable, rather than less precise metrics such as poverty or GDP. We find that our model captures a significant level of city heterogeneity. This likely comes from multiple sources, including both true heterogeneity in terms of the relationship between employment and our features, but also city-specific effects stemming from noise in both the employment data and the OSM data.

One of the key motivations for this study was to develop an algorithm that could be deployed on completely un-seen cities, i.e., cities for which no employment/training data is available. Despite the presence of city heterogeneity in our data, we find an acceptable level of R² in the out-of-sample case, particularly for cities with expected higher data quality. This gives us confidence that, despite a few outliers with lower R², the model performs sufficiently well. Given the model testing above, we recommend deploying the spatial RF trained on all 14 cities as the base model to give the best prediction.

15 Predictions obtained via the models trained on all other cities.
Figure 11: Employment Predictions across various Cities\textsuperscript{15}
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Appendix A  Data Source Details

Employment Data
Cities in Sub-Saharan Africa
Abidjan/Republic of Côte d’Ivoire

Dakar/Republic of Senegal

Dar es Salaam/United Republic of Tanzania

Not yet known

Douala/Republic of Cameroon

Agence Française de Développement (AFD), European Commission, Syndicat Mixte des Transports pour le Rhône et l’Agglomération (SYTRAL) and MobiliseYourCity Partnership (2018). Enquête Ménage-Déplacements as part of the Plan de Mobilité Urbaine Soutenable (PMUS)/Communaute Urbaine de Douala.

Harare/Republic of Zimbabwe


Kampala/Republic of Uganda

Travel Survey

Firm Census

Kigali/Republic of Rwanda


Kinshasa/Democratic Republic of Congo


Nairobi/Republic of Kenya

Japan International Cooperation Agency (JICA), Nairobi City Council (NCC), Nippon Koei Co., Ltd., IDCJ Inc. and EJEC Inc. (2013). The Project on Integrated Urban Devel-
Development Master Plan for the City of Nairobi in the Republic of Kenya - Nairobi Personal Travel Survey.

Cities in Latin America

Belo Horizonte/Federative Republic of Brazil


Bogotá/Republic of Colombia

Not yet known

(Autonomous City of) Buenos Aires/Argentine Republic


Lima/Republic of Peru


Mexico City/United Mexican States


Satellite Data

Night Lights

VIIRS Stray Light Corrected Nighttime Day/Night Band Composites Version 1; 15 arc seconds resolution (Elvidge et al., 2017)

Population

WorldPop Global Project Population Data: Estimated Residential Population per 100 x 100m Grid Square; 100m² resolution

Air Pollution

Terra + Aqua MAIAC Land Aerosol Optical Depth Daily; 1km² resolution (Lyapustin and Wang, 2018)

Geophysical Land Surface
Appendix B  Additional Tests

This section provides additional computations to investigate possible effects of data collection and of choice of different spatial units.

B.1 Heterogeneity in Employment Data Collection

The employment data used throughout this work is collected either via travel surveys or via population and firm censuses\(^\text{16}\). This introduces noise to the data both with respect to heterogeneity of polygon sizes within which the data was originally collected but also in terms of what specific employment is measured. Travel surveys overall typically include any type of employment, whereas firm censuses are generally limited to collecting information on formal employment and do not capture employment within the informal sector. As the informal sector represents a substantial part of jobs within developing countries (Bryan et al., 2020), omitting this might introduce a noticeable measurement issue within the training of the algorithms. In order to test this, we split the cities according to employment data collection type, as outlined in Table 1, and retrain the Spatial RF algorithm for each of the two types of employment data collection. Results are provided in Table 6.

Across both types of employment data collection, the predictive performance is relatively similar with slightly better predictive performance for employment data derived via

\(^{16}\)See Table 1.
surveys. When evaluating the models’ performance via the data obtained through the alternative data collection method, the model trained on census data appears to predict employment density collected via survey data slightly better than census data. This might indicate that the measurement error introduced through neglecting informal employment within census data weakens the relationship between the dependent variable and the features and thus results in lower predictive performance. However, given the relatively high predictive performance for each type of data collection and the relatively low predictive performance when evaluated on data obtained via the alternative, the results are more likely point to the importance of similarity of data used for the train and test sets. Furthermore, given that the employment data for each city is collected either through a census or through a survey, we cannot exclude that the results are driven by city idiosyncrasy.

In order to test this further, we evaluate both models specifically for data for Kampala/UGA where we have access to separate employment data obtained via both options. The evaluation of the trained models reveals a predictive performance of $R^2$ of 0.87 and 0.68 for survey and census data respectively with an RMSE of 0.38 for the former and 0.57 for the latter. This further strengthens the notion that survey data might be a more suitable data source for employment prediction.

However, given that observations of each of the Kampala data was included within the training data for each model, we retrain the equivalent algorithms on survey and census data cities fully excluding grid cells located in Kampala. While both the model based on survey and on census data lose substantial predictive performance, the model trained on census data outperforms that trained on survey data with $R^2$ of 0.53 and 0.39 respectively. Hence, while survey data appears to explain and predict employment data better when there exists no structural differences across the train and test data set, census data appears to suffer from a lower out-of-sample bias when evaluated on data that differs structurally from the train data used for algorithms identification.

### B.2 Sensitivity of Results to Levels Spatial (Dis)Aggregation

The choice of spatial boundaries generally impacts the results of quantitative spatial studies (Hengl, 2006; Li et al., 2020) driven by both the exact placement of the spatial unit’s border and/or spatial (dis)aggregation within the spatial unit’s value. While the possible bias introduced through both, issues might already be partly lessened through our incorporation of neighboring grid cells’ values. Here we explicitly test the sensitivity of our trained algorithms by extracting grid cells values of the dependent variable and all features with alternative hexagonal grid dimensions: 250m x 250m, 1km x 1km and 2km x 2km. We additionally retrain the algorithm using the original polygon boundaries as observations. Table 7 provides

17 A hexagonal grid cell structure of 1.5km x 1.5km dimension has also been tested but results are omitted here.
Comparing the performance of the algorithms as evaluated on the structurally identical test and train data across the three grid cell dimensions shows that the algorithm based on 250m x 250m grid cells delivers the best predictive performance across all observations and those based on geographical region. However, this remains below the performance quality of the algorithm trained on 500m x 500m grid cells. In contrast, cross-evaluation points to better predictions when larger grid cells are used, although this benefit appears to become marginally smaller with grid cells structures larger than 1km x 1km. As discussed throughout Section 5, algorithms are biased towards the mean and predict outliers less accurate. When we use larger grid cells, the underlying data is spatially averaged to compute grid cell values which results in less extreme outlier values when larger grid cells are used. This is likely contributing to better predictive performance for larger grid cell units when we evaluate it on a test data set that is structurally different from the train data used to fit the model. This is in line with the previous results indicating that better predictions on the structurally identical test data are generally associated with lower predictive performance on data that exhibits structural differences. Further, these results do not point to the introduction of a spatial disaggregation bias which would add statistical noise to smaller grid cell dimensions and subsequently lead to reductions in predictive performance. However, it cannot be excluded that the higher predictive performance for smaller units is influenced by the larger number of observations underlying the training of the algorithm.

The algorithm trained on the polygon data overall delivers relatively strong predictive performance for observations of Latin America; however, it yields noticeably lower predictive performance across SSA. The employment data for LAT cities has been provided in on average smaller polygons, resulting in a substantially higher amount of observations and thus benefiting the accuracy of the algorithm. Despite this, the quality of the predictions identified...
Table 7: Performance Comparison across RF Models with Spatial Effects ($R^2$ (RMSE))

<table>
<thead>
<tr>
<th></th>
<th>Train Data</th>
<th>Test Data</th>
<th>No. Obs.</th>
<th>1km x 1km Grid Cells</th>
<th>2km x 2km Grid Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw Polygons</td>
<td>250m x 250m Grid Cells</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Cities</td>
<td>0.79 (0.46)</td>
<td>0.71 (0.55)</td>
<td>38,090</td>
<td>25,578</td>
<td>221,890</td>
</tr>
<tr>
<td>SSA Cities</td>
<td>0.40 (0.81)</td>
<td>0.47 (0.78)</td>
<td>2,733</td>
<td>14,959</td>
<td>163,568</td>
</tr>
<tr>
<td>LAT Cities</td>
<td>0.88 (0.35)</td>
<td>0.90 (0.33)</td>
<td>35,357</td>
<td>10,619</td>
<td>221,890</td>
</tr>
<tr>
<td>No. Obs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Cities</td>
<td>0.61 (0.62)</td>
<td>0.54 (0.70)</td>
<td>2,733</td>
<td>14,959</td>
<td>163,568</td>
</tr>
<tr>
<td>SSA Cities</td>
<td>0.54 (0.70)</td>
<td>0.50 (0.76)</td>
<td>38,090</td>
<td>25,578</td>
<td>221,890</td>
</tr>
<tr>
<td>LAT Cities</td>
<td>0.80 (0.45)</td>
<td>0.81 (0.44)</td>
<td>3,537</td>
<td>10,619</td>
<td>221,890</td>
</tr>
<tr>
<td>No. Obs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Cities</td>
<td>0.79 (0.46)</td>
<td>0.71 (0.55)</td>
<td>38,090</td>
<td>25,578</td>
<td>221,890</td>
</tr>
<tr>
<td>SSA Cities</td>
<td>0.40 (0.81)</td>
<td>0.47 (0.78)</td>
<td>2,733</td>
<td>14,959</td>
<td>163,568</td>
</tr>
<tr>
<td>LAT Cities</td>
<td>0.88 (0.35)</td>
<td>0.90 (0.33)</td>
<td>35,357</td>
<td>10,619</td>
<td>221,890</td>
</tr>
<tr>
<td>No. Obs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Train and test data sets have been obtained via a random 80/20 split; No. Obs. refers to the full data sets of both train and test data for each sample.

for LAT remains below that identified for the majority of grid cell dimensions.

Overall, these results do not provide support for the hypothesis that spatial (dis)aggregation has introduced a substantial bias into the computations based on 500m x 500m grid cells. Furthermore, smaller units lead to better predictions in cases where test and train data are structurally identical. However, this might be strongly influenced by the larger training data set.

Appendix C Additional Visuals
Figure 12: Relative Variable Importance across Spatial RF models
Figure 13: Illustration of Performance Metrics across Algorithms

(a) Spatial Reg GLM

(b) Spatial RF

(c) Spatial xgboost