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Main messages  

Trust in data transactions is sustained by a robust legal and regulatory 
framework encompassing both safeguards, which prevent the misuse of 
data, and enablers, which facilitate access to and reuse of data.

Safeguards must differentiate between personal data, requiring a rights-
based approach with individual protection, and nonpersonal data, allow-
ing a balancing of interests in data reuse. 

Enablers for data sharing are typically more developed for public intent 
data, where public policy and law mandating data access and sharing 
are more readily established, than for private intent data, where govern-
ments have more limited influence.

Creation of a trust environment remains a work in progress worldwide, 
especially in low-income countries. There is no one-size-fits-all legal and 
regulatory framework. In countries with weak regulatory environments, 
the design of suitable safeguards and enablers may have to be carefully 
adapted to local priorities and capacities.

Data policies, laws, and regulations: 
Creating a trust environment 
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A trust framework of data 
safeguards and enablers 

With the growing recognition of the use, 
misuse, and underuse of data, respon-
sible governance of data has gained 

importance, resulting in new global legal and regu-
latory standards. This movement was propelled by 
the revelations in 2013 by US whistleblower Edward 
Snowden of global surveillance by Western democra-
cies,1 followed by the Cambridge Analytica scandal in 
2018.2 In response, countries enacted major policies 
to protect data. A series of epochal rulings by India’s 
Supreme Court identified a constitutional right to 
privacy, and the country is now considering new data 
protection legislation. In the European Union (EU), 
its General Data Protection Regulation (GDPR) came 
into force in 2018 with its application beyond the EU’s 
borders,3 and it inspired similar legislation in other 
jurisdictions, such as the US state of California.4 China 
implemented its Personal Information Standard in 
2018, promulgated its Civil Code in 2020, and intro-
duced a new draft Personal Data Protection Law for 
public consultation in 2020.5 Despite these important 
advances regarding personal data, legal frameworks 
for data governance across much of the developing 
world remain a patchwork, raising concerns about 
the ability of lower-income countries to benefit from 
the development opportunities emerging from the 
burgeoning global data economy.

This greater attention to the use and reuse of 
personal data is part of an evolving social contract 
around data, which remains under negotiation 
across the globe (see spotlight 6.1 for an example of 
how COVID-19 is creating new challenges for using 
data while protecting rights). With a view toward 
informing this process, this chapter lays out the legal 
mechanisms that enable trusted and trustworthy 
domestic and cross-border data transactions for the 
use and reuse of both personal and nonpersonal data. 
Whether the focus is on the collection, use, transfer, 
or processing of data between businesses, or among 
citizens, businesses, and governments, each of these 
interactions is a data transaction with the potential 
to create value—as long as both parties trust the over-
all process sufficiently. However, a variety of factors 
can undermine trust. These may include the absence, 
weakness, or uneven application of the legal frame-
work; weak institutions and law enforcement or lack 
of effective ways for parties to enforce their rights; 
practices that unfairly benefit certain actors; skewed 
or lopsided incentives (see chapter 8); and poor or 
insecure infrastructure (see chapter 5). 

From a normative perspective, trust is a function 
of both “hard law” and “soft law.” Hard law includes 
domestic, regional, and international law, as well as 
case law and statutory law that originate from tort, 
contract, and competition law. Some of the issues 
embedded in domestic law have their origins in 
well-hewn and commonly agreed standards derived 
from international law, conventions, and treaties. 
Emerging applications of trust law and competition 
law may also play a valuable role in strengthening the 
normative framework for data. 

Whereas hard law is shaped by state actors, soft 
law includes standards, terms and conditions of use, 
norms, and codes of conduct and other voluntary 
frameworks used by nonstate actors, including 
industry participants and civil society (see chapter 8). 
These soft law elements can play an equally valuable 
role in governing data use according to needs and 
cultural specificity.6

A central claim of this Report is that use of data for 
development purposes requires a legal framework for 
data governance that includes both safeguards and 
enablers. Safeguards generally refers to those norms 
and legal frameworks that ensure and promote 
trust in the data governance and data management 
ecosystem by avoiding and limiting harm arising 
from the misuse of data or breaches affecting their 
security and integrity. Enablers generally refers to 
those policies, laws, regulations, and standards that 
facilitate the use, reuse, and sharing of data within 
and between stakeholder groups through open-
ness, interoperability, and portability. Whereas the 
approach to safeguards differs markedly for personal 
and nonpersonal data, a common set of enablers is 
relevant to both categories. 

For the collection and processing of personal 
data, this Report proposes a rights-based approach, 
whereby access to personal data must first be ade-
quately safeguarded before enabling use and reuse. 
This two-step process helps to rebalance power 
asymmetries between data holders/subjects and 
data controllers/users that can undermine trust. For 
the purposes of this chapter, personal data include 
not only data directly provided by an individual, 
but also personally identifiable information and 
machine-generated information that can readily be 
linked to an individual (such as mobile phone data).7

For nonpersonal data, this Report advocates a 
balance of interests approach to safeguards and 
enablers, recognizing that trade-offs typically arise 
between increasing data access and safeguarding 
intellectual property rights (IPRs) over nonpersonal 
data. The focus is thus on a legal framework that 



Data policies, laws, and regulations: Creating a trust environment    |    191

enables the (re)use and sharing of data through reg-
ulatory predictability, data openness, and portability 
(the ability to readily transfer data from one service 
to another based on clear legal and technical stan-
dards). Of growing importance are data that blend 
both personal and nonpersonal sources—so-called 
mixed data.

The creation, collection, and use or processing 
of personal and nonpersonal data by public or 
private sector entities in both domestic and cross- 
border contexts interact in a dynamic way in a three- 
dimensional legal/regulatory space in which differ-
ent elements of the legal framework apply (see figure 
6.1). The underlying type of data does not necessarily 
determine how the data might be treated legally 
across the data value chain; that depends on how such 
data are used or processed. For example, data that 
may start off as public sector and personal data (such 
as household survey, health, or geolocation data) may 
end up as private sector and nonpersonal data (when 
integrated as part of a proprietary algorithm and per-
fectly deidentified). Similarly, data that start out as 
private data may end up in the public domain if pub-
lished as open data or shared with government under 
a data sharing agreement. These dynamic shifts in 
data uses may change the legal treatment of that data 
accordingly.  

The trust framework encompassing safeguards 
and enablers is underpinned by rule of law and good 
governance principles. These include certainty, trans-
parency, accountability, nondiscrimination, fairness, 
inclusiveness, and openness. They are subject to due 
process limitations such as necessity and proportion-
ality. Transparency, accountability, and certainty in 
rulemaking can be reinforced by ensuring that laws 
and regulations are developed according to good 
regulatory practices. These include supporting con-
sultative rulemaking8 and ensuring that regulations 
are based on evidence, with stakeholder impacts and 
spillover effects fully considered through regulatory 
impact analysis.9 In addition, recent developments 
in regulatory design have included efforts to adapt 
regulations to the digital age. Mechanisms such as 
regulatory sandboxes and laboratories help make 
regulations more agile and readily adaptable to evolv-
ing circumstances. By drafting principle-based and 
technologically neutral laws and regulations, policy 
makers help them remain relevant as technologies 
evolve and reduce compliance burdens. 

To capture the current robustness and complete-
ness of normative frameworks for data governance 
around the world, the chapter draws on a new Global 
Data Regulation Survey conducted exclusively for 

this Report.10 It collected information on attributes of 
the regulatory framework in 80 countries (covering 
80 percent of the world’s population) selected from 
global regions and country income groups across the 
development spectrum. The survey entails a detailed 
assessment of domestic laws, regulations, and admin-
istrative requirements, reflecting the regulatory sta-
tus of each country as of June 1, 2020. Survey results 
are summarized in a variety of subindexes that cap-
ture different aspects of the regulatory environment 
for safeguards and enablers. 

This chapter focuses squarely on the legal dimen-
sion of data governance. Chapter 7 then examines the 
resulting economic trade-offs, and chapters 8 and 9 
discuss the design of institutional ecosystems to sup-
port implementation and enforcement.

Building safeguards for trusted 
data use 
The term safeguards refers to the trust environment 
around the collection and use of data. It includes 
supporting individuals’ agency—that is, their ability 
to exercise control—over how their personal data are 
used, through mechanisms such as consent, rights 

Figure 6.1 (1 column plus margin 21p7)
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Figure 6.1 Envisioning the multidimensional nature of 
the legal framework for trust
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of use of data, and regimes that allow reuse of data 
for “legitimate purposes” without express consent. 
Safeguards also encompass how data are secured and 
accessed, covering the obligations of those who col-
lect, process, or use data to take precautions to ensure 
the integrity of the data and protect data rights, 
including intellectual property rights and other lim-
itations on the use of nonpersonal data (see figure 6.1).

Safeguards are analyzed primarily according to 
whether they are related to personal data, nonper-
sonal data, or mixed data. The degree of sensitivity of 
these types of data differs markedly, leading to vari-
ous legal approaches. 

Safeguards for personal data, nonpersonal 
data, and mixed data
Safeguards for personal data are grounded in a rights-
based framework that has evolved over time (see 
figure 6.2). These safeguards have their origin in the 
establishment of the “rule of law” in conjunction with 
the expression of individual rights in the Enlighten-
ment and were codified in international law after 

World War II. They were further refined in the con-
text of analog data in the 1970s and 1980s with the 
Fair Information Practices, the Council of Europe’s 
Convention 108 for the Protection of Individuals with 
regard to Automatic Processing of Personal Data,11 
and the first guidelines issued by the Organisation for 
Economic Co-operation and Development (OECD). 
Safeguards must necessarily adapt to technological 
change and will continue to evolve accordingly. For 
example, the OECD guidelines were updated after the 
launch in 1995 of the World Wide Web, and Conven-
tion 108 was updated to Convention 108+ in response 
to the entry into force of the GDPR. 

Safeguards for nonpersonal data entail a more 
straightforward balancing of economic incentives 
and interests, grounded in IPRs as typically enshrined 
in domestic law. 

For datasets containing mixed data, it is the 
responsibility of the data processing entity to ensure 
that personal data are protected. This compliance chal-
lenge has become more acute in recent years because 
source data and collection methods have evolved and 

Figure 6.2 The evolution of data protection

Source: WDR 2021 team. 

Note: This figure shows a clear arc from historical concepts of rights governing interactions between the state and the individual (and between states) to principles guiding data 
protection. EU = European Union; GDPR = General Data Protection Regulation; OECD = Organisation for Economic Co-operation and Development; UDHR = Universal Declaration of 
Human Rights; UN = United Nations; WWW = World Wide Web.

Figure 6.2 (2 column plus margin 38p6)

Treaties of
Westphalia
Introduces the
rule of law

Déclaration des
droits de l'homme
et du citoyen
Expression of
individual rights 

Article 12, UDHR
Rights codified
in international
law

Fair Information Practices
Modern expression

of data privacy

Council
of Europe
Convention 108
2019 Convention
108+ codifies 
data protection

OECD
guidelines

WWW
launched

EU directive
First expression of

data protection
rights of the

digital age

Privacy
by design

GDPR

UN
Principles1981

1948

1973

1983
2013

1995 2009 2018
NEXT?

1995

1789

1648

2018



Data policies, laws, and regulations: Creating a trust environment    |    193

blurred the distinction between the traditional legal 
definitions of personal and nonpersonal data.

The Global Data Regulation Survey conducted 
for this Report provides an overview of the extent 
to which good-practice data safeguards have been 
adopted. Across the 80 countries surveyed, about 
40 percent of the elements of good-practice regula-
tory safeguards are in place. Although scores range 
consider ably, from less than 35 percent in low-income 
countries to more than 50 percent in high-income 
countries, the results highlight that even among the 
latter the regulatory framework is far from complete. 
Of the high-income countries included in the survey, 
Australia, the United Kingdom, and Uruguay stand out 
as those with the most advanced safeguards. Among 
the strongest middle-income countries are Colombia, 
Moldova, and Nigeria. Other low- and middle-income 
nations that have endeavored to develop safeguard 
regulatory frameworks are Benin, Mexico, and Tur-
key. Mauritius, a standout among its middle-income 
peers, performs well on most safeguard measures. It 
has deliberately designed and implemented policies 
based on best practices and has distinguished itself 
as one of the first Sub-Saharan African countries to 
ratify Convention 108+. In Latin America, Uruguay 
is one of two countries to have received an adequacy 
determination from the European Commission. 

Overarching safeguards for cybersecurity 
and cybercrime
A key element in establishing trust in the data eco-
system for both personal and nonpersonal data is 
ensuring the security of the network infrastructure 
and elements over which data flow. 

Cybercrime laws effectively give teeth to cyber-
security policies. Although there is no universally 
accepted definition of cybercrime, the concept 
encom passes both a narrow view—criminal activities 
targeting information and communication technolo-
gies (ICT) and software—and a broader view—tradi-
tional crimes committed in cyberspace.12 In practice, 
the scope of cybercrime is typically understood to 
include unauthorized access to a computer system 
(sometimes called hacking), unauthorized monitor-
ing, data alteration or deletion, system interference, 
theft of computer content, misuse of devices, and 
offenses related to computer content and function.13 

Cybercrime knows no borders. The crime can be 
committed from any computer, no matter where, 
connected to the internet or from a public or private 
entity that relies on ICT systems. Similarly, the impact 
of the crime can be felt anywhere, even outside the 
jurisdiction where the cybercriminal is physically 

located. Thus to be truly effective, a cybercrime law 
needs to extend beyond dealing with criminal activ-
ity within a subnational or national jurisdiction and 
become a tool to maximize cross-border coopera-
tion.14 This requirement entails the legal notion of 
dual criminality, which establishes that a criminal 
activity in one jurisdiction is also a criminal activity 
in another.15 It also demands practical collaboration, 
usually achieved through mutual legal assistance 
treaties (MLATs). 

Countries enter into MLATs either through bilat-
eral treaties with other countries or by adhering to 
an instrument that features a built-in MLAT process, 
such as the Council of Europe’s Budapest Convention 
of 2001. The main legal instrument for cybersecurity 
in Europe and beyond, this convention provides for 
balancing security interests with respect for human 
rights.16 Sixty-five countries have acceded to the 
 convention, with an additional 12 states participat-
ing as observers.17 Of the members and observers, 26 
countries are lower-middle-income. Recently, some 
governments have been sidestepping the MLAT pro-
cess by making requests for evidence directly to for-
eign law enforcement agencies and allowing them to 
do likewise. In this vein, the United States adopted 
the Clarifying Lawful Overseas Use of Data (CLOUD)
Act of 2018, which authorizes the US government to 
enter into bilateral agreements with foreign gov-
ernments, allowing the parties to remove any legal 
barriers that would prevent the other party from 
seeking and obtaining data directly from the service 
providers in the other country under certain circum-
stances.18 This has attracted comment for potentially 
sidestepping legal protections for personal data.19 
The European Union is considering a draft regula-
tion with similar provisions.20

Cybersecurity encompasses the data protection 
requirements for the technical systems used by 
data processors and controllers, as well as the estab-
lishment of a national Computer Security Incident 
Response Team (CSIRT), an expert group that handles 
computer security incidents (see chapter 8). In addi-
tion to dealing with the criminal behaviors discussed, 
cybersecurity also builds trust by addressing unin-
tentional data breaches and disclosures (such as those 
resulting from badly configured servers) and holding 
firms accountable.

Overall, the Global Data Regulation Survey reveals 
a low level of uptake of cybersecurity measures (fig-
ure 6.3). None of the low-income countries included  
in the survey has legally imposed a full range of 
security measures on data processers and controllers. 
Even among high-income countries, barely 40 percent 
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of those surveyed require data processors and con-
trollers to comply with these security requirements, 
such as by adopting an internal policy establishing 
procedures for preventing and detecting violations; 
establishing the confidentiality of data and systems 
that use or generate personal data; appointing a per-
sonal data processing or information security officer 
or manager; performing internal controls; assessing 
the harm that might arise from a data breach; or intro-
ducing an awareness program among employees. 
CSIRTs are far more prevalent. They can be found in 
all high-income countries and in about one-third of 
low-income countries.

Among the lower-middle-income group, a good 
reflection of best practice is the comprehensive cyber-
security requirements in Kenya’s new Data Protection 
Act. It requires data controllers to consider measures 
such as pseudonymization and encryption of data; 
an ability to restore the availability of and access to 
personal data in the event of a physical or technical 
incident; and mechanisms to identify internal and 
external risks to personal data that are reasonably 
foreseeable. It also requires steps to ensure that 
safeguards are established, effectively implemented, 

and continually updated in response to new risks or 
deficiencies.

Safeguarding personal data
To better address underlying concerns about the 
power asymmetries between (individual) data sub-
jects and data processors and collectors, this Report 
advocates an approach based on control over personal 
data rather than one grounded in data ownership 
(see spotlight 6.2). Under the rights-based approach 
to protection of personal data, individuals have fun-
damental rights regarding their personal data. These 
rights are both substantive and procedural. 

Substantive rights include measures preventing the 
unauthorized disclosure of personal data and the use 
of personal data for unwarranted surveillance, unfair 
targeting, exclusion, discrimination, unjust treat-
ment, or persecution. Such substantive rights also 
require purpose specification, data minimization, and 
storage limitations. 

Procedural rights are built around the concepts of 
necessity, transparency,21 accountability, proportion-
ality, and due process. They include rights to receive 
notice about and to object to how data are used and 
rights of access to correct and erase data (including 
the right to be forgotten),22 as well as rights to redress 
and remedy. These rights are grounded mainly in 
domestic law. The absence of a harmonized global 
legal framework for protection of personal data 
affects cross-border data transactions involving  
personal data, which are especially limited in lower- 
middle-income countries (see chapter 7).

Adoption of data protection laws is comparatively 
widespread.23 Nearly 60 percent of countries sur-
veyed for this Report have adopted such laws, ranging 
from 40 percent of low-income countries to almost  
80 percent of high-income countries (figure 6.4). 
Yet the quality of such legislation is uneven, with 
important good-practice elements often lacking. 
Legal frameworks for the protection of personal data 
should typically include individual rights to chal-
lenge the accuracy and object to the use of personal 
data and parallel requirements for data processors to 
limit the purpose of data use, minimize the volume  
of data collected, and limit the time frame for data 
storage. These legal provisions are much less prev-
alent in low- and middle-income countries than 
in high-income countries. Although many lower- 
middle-income countries have laws on the books, 
their enforcement is uneven: only some 40 percent 
of low-income and lower-middle-income countries 
have created a data protection authority, compared 
with some 60 percent of high-income countries. 

Figure 6.3 Gaps in the regulatory framework for 
cybersecurity are glaring across country income 
groups

Source: WDR 2021 team, based on World Bank, Global Data Regulation Survey, https://microdata 
.worldbank.org/index.php/catalog/3866. Data at http://bit.do/WDR2021-Fig-6_3.

Note: The figure shows the percentage of countries in each country income group that had adopted 
good-practice legal and regulatory frameworks for cybersecurity and cybercrime as of 2020. CSIRT = 
Computer Security Incident Response Team. 
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The uneven quality of data protection legislation 
affects in practice the effectiveness of safeguards for 
personal data.

After many years in the making, both Kenya and 
Nigeria recently updated their legal regimes for data 
protection. In 2019 Kenya’s new Data Protection Act 
entered into force, while Nigeria’s National Informa-
tion Technology Development Agency issued a new 
Data Protection Regulation. Both instruments reflect 
many of the elements contained in the GDPR. India 
is also debating landmark data protection legislation.

Requiring consent or other lawful bases for data collec-
tion and processing. Most data protection laws rely on 
individual consent as one lawful means of limiting 
how data about individuals can be collected and 
used.24 The appropriate lawful basis for data process-
ing depends on factors that include how the data will 
be used and the relationship between the parties. For 
example, consent may not be the appropriate basis for 
data processing by public authorities.25

The consent model has normative and practical 
limitations. Current commercial practices often adopt 
a “tick the box” approach to obtaining consent, and 
they are more often based on incentives to limit 

corporate liability than on a desire to ensure that 
consent is “informed” (that is, that individuals fully 
understand what will happen to the information they 
have authorized for collection and are effectively in 
control of how their data will be further used and 
shared). Privacy notices are often long, complex doc-
uments written by companies’ legal teams. It is, then, 
difficult for people to read all the disclosure docu-
ments on the websites they visit or for all the apps on 
their smartphones. 

This difficulty is particularly acute in the devel-
oping world, where literacy rates remain low and 
individuals face language and technical barriers to 
understanding privacy notices. In such cases, data 
processors should take extra care to obtain informed 
consent through adapted means. Firms can use con-
sent to justify collecting and processing excessive 
amounts of data, especially in countries where data 
protection authorities may not have enough resources 
to monitor and enforce compliance with other obliga-
tions, such as data minimization. Addressing these 
concerns would require taking a more user-centric 
approach to obtaining informed consent for the 
collection of volunteered data, including using 

Figure 6.4 Progress on personal data protection legislation differs markedly 
across country income groups

Source: WDR 2021 team, based on World Bank, Global Data Regulation Survey, https://microdata.worldbank.org/index.php/catalog/3866. Data at http:// 
bit.do/WDR2021-Fig-6_4.

Note: The figure shows the percentage of countries in each country income group that had adopted good-practice legal and regulatory frameworks to 
safeguard personal data as of 2020.
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simplified terms of service and embedding respon-
sible data collection practices in operations to avoid 
collecting excessive amounts of data.

Although consent may still be an appropriate 
lawful basis in some instances (such as when data 
are volunteered by individuals), newer technologies 
involving passive data collection (such as by the 
Internet of Things) and merging or linking datasets 
to make inferences pose further challenges to the 
consent model.

Alternatives to consent include relying on other 
lawful bases for processing personal data, including 
resorting to a “legitimate purpose” test or fiduciary 
duty requirement. A legitimate purpose test would 
limit the use of personal data to what is compatible, 
consistent, and beneficial to data subjects based on 
the original purpose for which the data were col-
lected. Under this approach, data could still be used 
for more wide-ranging purposes if they are anony-
mized or aggregated to, for example, develop new 
products and services, or to make risk assessments 
without impinging on the data subject’s rights. Rely-
ing on a fiduciary duty approach would require data 
collection and processing firms to always act in the 
best interests of data subjects and in ways that are not 
detrimental to them. Legally obligating providers to 
act in the best interests of their customers can help 
establish trust and confidence among customers 
that their data are being used responsibly. Examples 
of fiduciary duty breaches include using customer 
data to unfairly manipulate purchasing decisions. 
Another alternative to these approaches that might 
require less oversight is to ban use of certain types of 
data outright based on identified possible misuses of 
personal data.26

In principle, the limitations on the use of personal 
data enshrined in data protection legislation apply 
to all parties that process or control personal data. 
Nevertheless, governments may choose to create 
exceptions to these compliance and liability limita-
tions for data processing by public sector entities. The 
Global Data Regulation Survey indicates that these 
exceptions are widespread in all surveyed countries 
that have data protection legislation (figure 6.4). Most 
of these exceptions are limited and pertain to specific 
data uses, such as in relation to national security 
as in Brazil and India27 or in transactions involving 
health data as in Gabon. Other countries have passed 
laws that provide for more wide-ranging exceptions, 
including exemption from the requirement to obtain 
consent from data holders when performing lawful 
government functions such as service delivery.28 

Where such government exceptions exist, good 
practice calls for them to be transparent and objec-
tive. They should also be limited in scope and dura-
tion (such as through sunset provisions) to respect 
due process limitations. These exceptions must be 
“necessary and proportionate” to the intended objec-
tives—limitations designed to ensure that any estab-
lished exceptions are lawful and balanced against the 
objective being sought.29 Furthermore, exceptions 
should be consistent with international human rights 
law. More than one-third of high-income countries 
require justification for the exceptions, while less 
than 10 percent of surveyed low-income countries 
place such process limitations on government action. 
This lack of limitations creates additional opportuni-
ties for unchecked state surveillance or mission creep, 
thereby undermining trust in data use.30

Meeting technological challenges. Rapid technological 
progress in data processing, machine learning, and 
artificial intelligence (AI) pose challenges to current 
data protection frameworks. In particular, traditional 
data protection is based on the notion that infor-
mation is volunteered by the data subject, whereas 
data analysis is increasingly based on observed data 
(obtained from passive scraping of information from 
devices and social media accounts) or inferred data31 
(generated from a vast array of correlates using statis-
tical techniques). In addition, AI and machine learn-
ing rely on large-scale datasets to function, creating 
tensions with established data protection principles 
such as data minimization. Although linking these 
data sources provides a fuller picture of the individ-
ual, the linked data could also have a negative impact 
on the subject if used in decisions such as on credit 
or employment, with limited enforceability of the 
protections applicable to volunteered data, includ-
ing accessing and seeking correction of erroneous 
information.

The increasingly widespread practice of linking 
datasets to feed algorithms also stretches the limits 
of technical mechanisms to protect personal data, 
such as anonymization. Unlike pseudonymized data, 
once data are thoroughly deidentified legally they are 
no longer considered to be personal data. Thus they 
can be published or used outside the scope of data 
protection law, even if the original source contains 
personal data.32 Although anonymization techniques 
can protect individual datasets, research has shown 
that linking datasets enables the reidentification of 
individuals in deidentified data and risks blurring the 
boundary between personal and nonpersonal data.33 
At the same time, anonymization techniques can 
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reduce the size and accuracy of datasets, affecting 
their value to third parties once published.34 

Even when anonymization techniques can deiden - 
tify individuals, concerns are growing about the 
use of such data to identify groups of people who 
could be targeted for surveillance or discrimination 
(including groups defined by ethnicity, race, religion, 
or sexual orientation).35 Data protection laws need 
to keep pace with technological efforts aimed at  
deanonymization.36 Laws could require data users to 
adopt a holistic approach37 to data protection that can 
be adapted to different risks from data uses,38 includ-
ing protecting data by design and default.

Adopting “data protection by design.” Data protection 
by design embeds data protection practices  into the 
initial design phase of data-driven products and ser-
vices39 through a combination of hardware and soft-
ware features, legal and administrative provisions, 
and privacy-enhancing technologies (PETs) using 
encryption40 and statistical techniques.41 Such mea-
sures complement and enhance existing legal data 
protection in ways that reduce the risk of identifiabil-
ity of data.42 

Data protection by design has evolved from “pri-
vacy by design,” which was first adopted as an inter-
national standard in 2010. It was later recognized 
by its inclusion in the Mauritius Declaration on the 
Internet of Things in 2014,43 with a new International 
Organization for Standardization (ISO) standard 
under development.44 The concept—originally devel-
oped in Canada45—has been integrated into data 
protection regulation and practice in the European 
Union,46 as well as Australia (State of Victoria);47  
Hong Kong SAR, China;48 and the United Kingdom.49 
Nevertheless, the Global Data Regulation Survey 
indicates limited uptake of data protection or privacy 
by design approaches. Less than 20 percent of the 
countries surveyed have adopted such requirements, 
ranging from 36 percent uptake in the high-income 
countries surveyed to negligible adoption in middle- 
income countries (figure 6.4). An interesting excep-
tion is Benin, which mandates “data protection by 
design” in its Digital Code Act.

PETs are often used to deidentify data at the 
source (for example, by relying on anonymization 
and aggregation) to reduce their identifiability. The 
result may be a trade-off between the level of data 
protection afforded and the resulting usefulness of 
the data (for data uses requiring granular or identifi-
able characteristics such as gender or age). Research 
showing the ease of reidentifying previously deiden-
tified data (using only four data points50 or when 

linking datasets) has highlighted the limitations of 
current anonymization methods and has prompted 
the development of new techniques.51 Separately, the 
value of encryption-based PETs may be limited if law 
enforcement authorities argue that back doors should 
be included in these systems. 

These limitations have also prompted the emer-
gence of other mechanisms to protect personal 
data, including personal information management 
systems (PIMS) such as Safe Sharing sites52 and per-
sonal data stores.53 These tools can help users store, 
use, and manage how their personal information is 
shared with third parties. To address certain cyber- 
vulnerabilities and technical features of data protec-
tion by design and act as effective safeguards, PETs 
should be accompanied by supporting organizational 
and behavioral measures.54

Dealing with automated processing. The growing use 
of algorithms for automated processing of personal 
data can add significant value through the applica-
tion of predictive analytics, but it poses additional 
regulatory and societal challenges. These include 
algorithmic bias, risks to personal data protection, 
and lack of transparency, accountability, and other 
procedural safeguards (such as redress) to ensure that 
decisions made on the basis of automated processing 
are conducted in compliance with due process.55 Only 
about 30 percent of countries included in the Global 
Data Regulation Survey have put in place measures 
to restrict decision-making based on automatically 
processed personal data (figure 6.4). Among the rela-
tively small number of countries whose laws address 
this, Côte d’Ivoire has included provisions in its data 
protection act that prohibit the use of automated pro-
cessing of personal data in judicial decision-making 
to prevent bias.56

Automated processing of personal data in the 
criminal justice sector is an example of controversial 
public sector use of these technologies—especially 
those using facial recognition—that can perpetuate 
biases.57 A 2016 study conducted in Oakland, Cali-
fornia, found that, despite survey data showing an 
even distribution of drug use across racial groups, 
algorithmic predictions of police arrests were con-
centrated in predominantly African-American com-
munities, creating feedback loops that reinforced 
patterns of structural or systemic bias in the history 
of police arrests.58 Algorithms can also introduce 
racial biases when facial recognition algorithms  
are trained predominantly on data from Caucasian 
faces, significantly reducing their accuracy in rec-
ognizing other ethnicities.59 Evidence suggests that 
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racial60 and gender61 bias in private sector uses of AI 
for decision-making is also prevalent.

Additional challenges within the public sector 
include a lack of transparency and accountability 
in the use of automated decision-making systems. 
Many of the technologies procured by public sector 
entities are developed by private sector corporations. 
Thus, the underlying algorithms may be subject to 
copyright or other IPRs that restrict the ability to 
undertake independent third-party audits. The use of 
such technologies by the public sector, without imple-
mentation of the appropriate audits and grievance 
redress mechanisms, may impair public trust in data 
processing by institutions and lead to discrimination 
or otherwise unfair decisions.

Because of these challenges, as the uptake in 
AI technologies and automated decision-making 
systems increases in both the public and private 
sectors, some principles for algorithmic regulation 
are emerging at both the national and international 
levels. Internationally, the focus has frequently been 
on developing guiding principles based on data  
ethics. For example, OECD and the Group of Twenty 
(G-20) published two closely related sets of princi-
ples on ethical AI in 2019 that highlight the need to 
ensure transparency, explainability, and inclusion of 
unrepresented or vulnerable groups in the design 
and implementation of AI systems.62 Fulfilling this  
need will require significant capacity-building efforts 
to promote responsible use of AI in lower-income 
countries. 

Principles grounded in data ethics can be applied 
to other types of data uses that may have important 
societal impacts. Human rights-based frameworks, 
for example, can provide useful guiding principles 
for responsible data use.63 Some countries have made 
efforts to support transparency and accountability 
in the use of AI and automated decision-making 
systems in the public sector by publishing the source 
code of algorithms in public registers,64 revising 
pro curement rules, and developing charters,65 regu-
lations, or certifications.66 In February 2020, a Dutch 
court ruled that an automated surveillance system 
developed to detect welfare fraud in the Netherlands 
(SyRI) violated human rights by not meeting a “fair 
balance” between its objectives and its risk to privacy. 
It then halted the system.67

Relying on competition and consumer protection laws. 
In countries where data protection legislation is not 
yet in place, other statutory instruments—notably, 
consumer protection and competition legislation—
have been leveraged to protect the data rights of 
individuals, notwithstanding the rights’ distinct legal 

focus. Under a rights-based approach, data protection 
law is generally aimed at achieving individual agency, 
whereas consumer protection law aims to promote 
economic fairness for consumers, and competition 
law strives for fairness among businesses. These 
approaches are complementary, but they are not 
an adequate substitute for the scope and protection 
of a rights-based data protection legal framework. 
Nonetheless, consumer protection agencies may have 
wider-ranging powers than data protection authori-
ties,68 equipping them to address some of the issues 
underlying misuse of personal data, such as unfair 
consumer practices or competition concerns (see 
chapter 7 for further discussion of data and compe-
tition issues).69 

Safeguarding nonpersonal data
Safeguards for the domestic use and reuse of non-
personal data revolve around the protection of 
intellectual property rights fit for the digital age, as 
well as cybersecurity measures. Various contractual 
elements affecting how entities use and reuse non-
personal data (and even mixed data) are also relevant, 
including contracts themselves (terms and condi-
tions, assignment of liability and remedies), as well 
as industry standards, codes of conduct, and audit 
requirements. Soft law tools include the use of stan-
dards to broker trust among entities exchanging data. 

Nonpersonal data produced by the private sector 
can be protected under copyright, although copyright 
is limited to protecting creative expression, such as 
compilations, as opposed to raw data. Some govern-
ments have introduced innovations to overcome these 
limitations.70 Observing that while the rights to data 
utilization may be controlled by contract but are not 
always specified in terms, Japan’s Ministry of Econ-
omy, Trade and Industry updated application of the 
Unfair Competition Prevention Act to provide protec-
tion for industrial data by publishing guidelines along 
with model contract clauses for data transactions.71 
India’s Ministry of Electronics and Information Tech-
nology published a draft governance framework for 
nonpersonal data, recommending clarifications on 
the scope, classification, rights of use of nonpersonal 
data, and creation of a nonpersonal data authority.72

Governments may also wish to establish rules to 
support the reuse of public sector data by preventing 
the private sector from setting excessively high prices 
for the use of licensed data-driven products and 
services developed using public sector, or otherwise 
“high value,” data. One mechanism is to mandate 
firms to license such products on fair, reasonable, and 
non-discriminatory (FRAND) terms by considering 
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them “essential data infrastructure.” Governments 
may, however, find that IPR protection of nonper-
sonal data conflicts with other policies that encour-
age the interoperability of data systems and the free 
reuse of datasets. 

Protection of nonpersonal data under an IPR 
regime is currently more prevalent in upper-middle- 
income countries than in most of the low-income 
countries surveyed. Fifty percent of upper-middle- 
income countries protect nonpersonal data under 
their respective IPR frameworks. For example, Brazil’s 
copyright law covers the use of databases containing 
“economic rights.”73 Similarly, in Bangladesh pro-
gramming codes, data, and charts are deemed to be 
the property of the owner, as indicated in the 2000 
Copyright Act. 

Creating enablers for data 
sharing
This section examines a variety of enablers, including 
those related to electronic transactions (e-transactions), 
data sharing policies (including open data, access to 
information regimes, open licensing), and exceptions 
to the liability of data intermediaries. 

Enablers are primarily analyzed according to the 
domain of the data—that is, whether data are gener-
ated or controlled, or both, by the public or private 
sector. This approach highlights the varying margin 
of control that governments have over these two 
types of data. For public sector data, governments 
can employ several policy and legal tools to directly 
mandate access to and sharing of data—indeed, some 
already do so for certain health, patent, and even 
airline passenger data. By contrast, most data transac-
tions involving the private sector are based on volun-
tary contractual agreements. The government’s role 
is largely limited to creating incentives to promote 
private sector data sharing. Although the discussion 
here deals mainly with domestic data transactions, 
many of the enablers can be adapted to cross-border 
data transactions (see chapter 7).

Across the 80 countries surveyed for this Report, 
just under half (47 percent) of the elements of a 
good-practice regulatory framework for enabling 
data use and reuse are in place. The scores range 
considerably, from 30 percent among low-income 
countries to 62 percent among high-income coun-
tries. Although Estonia and the United Kingdom 
stand out among the high-income countries surveyed 
for the most advanced enablers, their performance  
is matched in the middle-income group by Mexico. 
Several other low- and middle-income nations are 

also making progress establishing regulatory frame-
works to enable data reuse, such as China, Colombia, 
Indonesia, and Nigeria. 

Overarching enablers for electronic 
transactions
Many data uses or transfers are executed via elec-
tronic transactions. Individuals using their data to 
transact online need assurance that their data are 
being used in a safe and secure manner. Laws gov-
erning e-commerce and e-transactions provide an 
overarching legal framework that helps create trust 
in both public and private sector online data transac-
tions, which, in turn, encourages use of data online. 

Introducing e-commerce laws. A good-practice regu-
latory environment for electronic transactions begins 
with foundational e-commerce legislation, which is 
a prerequisite to the widespread use of more sophis-
ticated online credentials. Such laws are relatively 
widespread; more than 70 of the countries surveyed, 
including about 70 percent of low-income countries 
surveyed, have such laws. And there is little variation 
across country income groups (figure 6.5). Legal rec-
ognition of electronic signatures is one of the few 
areas in which high-income countries remain far 
ahead of low- and middle-income countries.

Establishing legal equivalence of paper-based and elec-
tronic communications. In a legal framework, the cen-
tral issue is to establish that a data transfer will not 
be denied legal value merely because it is done elec-
tronically—that is, the online transaction, contract, 
or communication has legal equivalence to physical 
transactions, and electronic evidence has probative 
value.74 For example, electronic contracts and signa-
tures are given the same legal value as a wet ink sig-
nature on a paper contract, and digital evidence has 
the same value as physical evidence.75 The majority of 
surveyed countries’ e-commerce legislation includes 
such provisions (figure 6.5), an unsurprising finding 
given that model laws on e-commerce were promul-
gated in the late 1990s.76 For example, provisions 
enabling e-transactions are found in Morocco’s Law 
No. 53-05 (2007), and good-practice provisions are 
embedded in Thailand’s Electronic Transactions Act 
(2019 amendments).

Authenticating parties to an online transaction. Spe-
cial legal treatment surrounds the manner in which 
parties to an online transaction are authenticated. 
Most laws governing e-transactions take a layered 
approach to the digital authentication of parties to 
a transaction, with built-in recognition that certain 
types of online transactions require greater degrees 
of reliability about the identity of parties, while others 
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require lower levels of assurance. Some—such as land 
transactions and certain family law matters, includ-
ing marriage and divorce—are generally outside the 
scope of these laws because of the sensitive nature 
of the transaction. For transactions requiring a high 
level of assurance, public or private key infrastructure 
is often recognized in e-transaction laws as providing 
robust authentication, and it is backed up by a digital 
certification process.77 Other trust services may also 
be specified as a basis for verifying and validating 
electronic signatures, seals, or time stamps; verify-
ing and validating certificates to be used for website 
authentication; and a range of activities related to 
data transfers.78

Introducing digital identification. An important tool 
for authentication of parties to a digital transaction 
is a trusted digital identification system with wide-
spread coverage, allowing individuals to securely 
prove their identity in online settings. Currently, an 
estimated 1 billion people worldwide do not have 
government-recognized proof of their identity (and 
many more do not have the means to securely and 
reliably prove who they are in the digital world).79 
Although the use of digital identity verification and 
authentication tools is on the rise, driven in part by 
advances in connectivity as well as growth in digital 

payments and services,80 fewer than half of surveyed 
countries have government-recognized digital identi-
fication systems that would enable people to remotely 
authenticate themselves to access e-government 
services. Those that do are mainly higher-income 
nations (figure 6.5). 

Ensuring technical neutrality of online systems. 
E-transaction laws should be principle-based and 
technology-neutral so that they accommodate a wide 
range of technical solutions and avoid requiring 
specific authentication technologies to the exclusion 
of others. Such requirements avoid capture of the 
e-transaction or authentication market and help laws 
adapt as technologies evolve.81 Technology neutrality 
is also a feature of digital identity programs and of 
some digital identity laws.82 

Enabling reuse of public intent data
The challenges with sharing and reusing public sec-
tor data abound. They include barriers to the real-time 
provision of data; data not being shared or published 
in reusable formats (standardized and machine read-
able with metadata); and data not being provided at 
reasonable cost. Usage is also affected by the quality 
or relevance of the data being shared. Political econ-
omy factors, including the absence of a data sharing 
culture in public administration and lack of coordina-
tion among government entities, can further impede 
the exchange of public sector data (see chapter 8). 

Overcoming these challenges can yield consider-
able returns. An impact assessment of the 2003 Direc-
tive on the Reuse of Public Sector Information found 
that in the European Union the direct economic value 
of public sector information was €52 billion in 2017, 
potentially rising to €194 billion by 2030.83 In recog-
nition of such potential value, national governments 
have ramped up efforts to use policy, legal, and regula-
tory tools to mandate data sharing within and beyond 
the public sector. 

A good-practice regulatory environment for 
enabling reuse of public sector data would include 
foundational legislation on open data and access to 
information, as well as digital identity verification 
and authentication; a data classification policy; adop-
tion of syntactic and semantic interoperability; and 
user-friendly licensing arrangements. The surveyed 
countries have adopted about half of such good prac-
tices, ranging, on average, from less than 30 percent 
by low-income countries to two-thirds by high- 
income countries (figure 6.6).

Legislation to promote and regulate the publica-
tion and use of public sector data (open government 

Figure 6.5 Adoption of e-commerce and related 
legislation is widespread across country income 
groups

Source: WDR 2021 team, based on World Bank, Global Data Regulation Survey, https://microdata 
.worldbank.org/index.php/catalog/3866. Data at http://bit.do/WDR2021-Fig-6_5.

Note: The figure shows the percentage of countries in each country income group that had adopted 
good-practice legal and regulatory frameworks for e-commerce as of 2020.
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data) can be passed as stand-alone open data acts, 
such as in the Republic of Korea and Mexico; embed-
ded in other related legislation, such as the laws 
mandating data sharing in Australia,84 India, and the 
United Kingdom;85 or through broader e-government 
omnibus legislation, such as France’s Law for a Digital 
Republic.86 The matter can also be tackled at the supra-
national level, such as through the European Union’s 
Open Data Directive of 2019 (replacing the Public 
Sector Reuse Directive of 2003), which includes a list 
of “high value datasets”87 to be published at no charge 
as key inputs to the development of AI.

Open data policies or laws and access to informa-
tion (ATI) legislation (also known as right to informa-
tion or freedom of information) play complementary 
roles as enablers for the use and sharing of public 
sector data. Open data policies or laws require public 
disclosure of data as the general rule (ex ante disclo-
sure) rather than waiting for an individual request for 
access to information (ex post disclosure).88 In coun-
tries that have passed open data policies without any 
legal foundation, the publication of open government 
data relies on the cooperation of holders of public 
sector data to publish their data. By contrast, ATI 
legislation provides citizens and firms with a legally 
enforceable right to compel disclosure.89 

Open Barometer, an organization that compiles a 
global measure of how governments are publishing 
and using open data for accountability, innovation, 
and social impact, recommends aligning access to 
information and open data. This alignment would 
entail amending ATI laws to provide for proactive dis-
closure of data and mandating that nonpersonal data 
will be open by default, available in machine readable 
formats, and published under an open license to 
enable reuse outside government. 

About one-third of surveyed countries have open 
data legislation, and more than 70 percent have ATI 
legislation (figure 6.6). Whereas ATI legislation is 
widespread in countries across all stages of devel-
opment, adoption of open licensing regimes is more 
common in high-income countries. 

Establishing open data policies. A country’s public 
sector data being prepared for publication can be clas-
sified on a spectrum from closed to open. According 
to the Open Knowledge Foundation, for data to be 
considered open it must be “freely used, re-used and 
redistributed by anyone—subject only, at most, to 
the requirement to attribute and sharealike.”90 Open 
data are thought to be the most decisive approach 
governments can use to enhance access to public 
sector data and enable their reuse by third parties to 

create value.91 According to the Open Data Institute, 
key elements of a robust data policy include a clear 
definition of open data and a general declaration 
of principles that should guide the publication and 
reuse of open data.92 

Geospatial and transportation data are often 
prioritized for publication by governments under 
open data initiatives.93 However, certain categories 
of data may not be suitable for publication as open 
data, including personal data and data with national 
security implications. Care must be taken to ensure 
that personal data are not published on open data 
portals without adequate protective measures and a 
conscious assessment of the associated risks. A data 
protection impact assessment can be used to evaluate 
the risks of data processing and ensure that data are 
adequately safeguarded before being shared.94

As open data systems mature, governments should 
move from merely promoting access to data to facili-
tating use of data. A key enabling reform is ensuring 
that data and metadata are “open by default,” available 

Figure 6.6 Regulations enabling access to and reuse 
of public intent data are unevenly developed across 
country income groups

Source: WDR 2021 team, based on World Bank, Global Data Regulation Survey, https://microdata 
.worldbank.org/index.php/catalog/3866. Data at http://bit.do/WDR2021-Fig-6_6.

Note: The figure shows the percentage of countries in each country income group that had adopted 
good-practice legal and regulatory frameworks to enable access, use, and reuse of public intent data 
as of 2020.
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in a machine readable format and by bulk download 
or via application programming interfaces (APIs)—
computing interfaces and code that allow data to be 
readily transmitted between one software product or 
application and another. A survey conducted by the 
Open Data Barometer found that less than 10 percent 
of governments that have established open data por-
tals include a provision for data to be open by default. 
Moreover, only half of the datasets published are in 
a machine readable format, and only one-quarter of 
datasets have an open license.95

Ensuring unified data classification standards. A key 
enabler of data reuse is a data classification policy 
that categorizes types of data according to objective 
and easily implementable criteria across the differ-
ent stages of the data life cycle.96 Data classification 
policies typically entail categorizing data according 
to their sensitivity (such as classified, confidential, 
or business use only). Although data classification 
policies are found in more than half of the countries 
surveyed (figure 6.6), their practical effects are lim-
ited because in less than one-third of countries is the 
application of data classification policies mandatory 
for government database applications or document 
management systems.

Restricted data (data that cannot be published 
as open data) could possibly be shared bilaterally by 
agreement (such as with memoranda of understand-
ing). Alternatively, innovative mechanisms, includ-
ing data pools and data sandboxes, allow data to be 
accessed and processed in a controlled environment, 
subject to specific restrictions on data use. For exam-
ple, data could be analyzed at a secure data repository 
(whether virtual or physical) but not taken off-site.97

Allowing access to information. ATI legislation is a 
key complementary enabler for increasing access to 
public sector data that have not been published on an 
open data platform. Such legislation provides the legal 
means for enforcement of public sector disclosure.98 
As with open data legislation, ATI legislation can be 
more or less effectively implemented, depending on 
how broadly the exemption categories for disclosure 
are drafted or interpreted and how restrictively data 
classification policies are applied at the working level. 
If government entities claim that much of their data 
are “sensitive” and therefore fall under one of the 
exceptions for disclosure under ATI statutes, then 
the usefulness of such legislation for enabling public 
data access may be limited. This concern is warranted 
because nearly half the countries included in the 
Global Data Regulation Survey—across the income 
spectrum—have placed significant exceptions on an 

individual’s rights to access public information under 
such laws (figure 6.6).

Another limit to the impact of ATI legislation is 
its scope of application, which is necessarily limited 
to public sector data. Open data policies, although 
originating in the public sector, can be voluntarily 
adopted by the private sector. However, there is no 
general legal equivalent to ATI requests to compel 
the disclosure of private sector data. Currently, the 
majority of private sector data sharing is undertaken 
on a contractual basis. Certain experts have argued 
that expanding the scope of laws mandating access to 
private sector data, consistent with competition law, 
could be the “next frontier in data governance.”99

Promoting interoperability of data and systems. For 
the value of data—including open data—to be fully 
harnessed, legislation must go beyond promoting 
access to data and ensure that data can be used more 
effectively by combining or linking datasets. Doing  
so requires provisions governing the interoperability 
of data (and metadata) and their quality, as well as the 
modalities under which data should be published. 
These good-practice characteristics include publish-
ing data in a machine readable format (under FAIR 
principles that govern the findability, accessibility, 
interoperability, and reuse of data)100 and ideally 
via APIs.101 Interoperability of data and systems can 
be supported by adopting harmonized standards— 
ideally, open standards. Open standards are often 
determined by sectoral or international standard 
setting organizations (SSOs) in order to support the 
interoperability of data and systems within a partic-
ular market or sector. They are therefore designed 
collaboratively based on user needs.102 

Public intent data should also be published under 
an open license and at no charge or at a marginal 
price to cover the costs of dissemination or reproduc-
tion.103 Nearly 48 percent of the surveyed countries 
have adopted some form of open licensing regime 
for public intent data. All the high-income countries  
covered in the survey have done so, compared with 
about 40 percent of middle-income countries. Other 
countries, such as Jordan and Mauritius,104 have 
adopted Creative Commons Attribution 4.0 Inter-
national Licenses for government datasets released 
as open data. In Jordan, datasets published by the 
government are open to all and licensed under a 
Jordanian Open Government Data License, which 
allows the use, reuse, and sharing of data, in compat-
ibility with the Creative Commons (CC-BY) license.105 
To ensure that data prioritized for publication meet 
the needs of nongovernmental actors in the private 
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sector and civil society, these decisions should be 
guided by consultations with multiple stakeholders 
(see chapter 8). 

Enabling access to and the seamless transfer of 
public sector data between different entities within 
the public sector and with end users (including 
individuals and businesses) requires ensuring the 
interoperability of information technology (IT) 
systems (including platforms) and data (syntactic 
and semantic interoperability). As defined by ISO, 
syntactic interoperability enables “the formats of the 
exchanged information [to] be understood by the 
participating systems,” while semantic interopera-
bility enables the “meaning of the data model within 
the context of a subject area to be understood by the 
participating systems.”106 Effective data and systems 
interoperability requires the implementation of sev-
eral technical protocols and a government interoper-
ability platform. 

In addition to technical enablers for interoperabil-
ity across the whole of government, an enabling legal 
and regulatory framework is often required. This 
framework mandates the use of the government’s 
interoperability platform and data exchange proto-
cols, ensuring that all government entities connect 
to and use the platform as a vehicle for exchanging 
data. Very few countries surveyed have adopted a 
full range of common technical standards (such as 
the FAIR principles) that enable the interoperability 
of systems, registries, and databases (figure 6.6). 
Estonia is among the few countries surveyed that 
has established standards for open APIs for govern-
ment to government (G2G), government to business 
(G2B), and government to consumer (G2C) services; 
standardized communications protocols for access-
ing metadata; and developed semantic catalogues for 
data and metadata.

A distinct advantage of implementing interop-
erability is the possibility of applying the once-only 
principle to access to data, which reduces the admin-
istrative burden. Citizens and businesses are asked to 
provide their data only once, thereby requiring pub-
lic sector entities to internally share and reuse data—
with the appropriate safeguards—in the provision 
of administrative services. Because the risk of data 
breaches and misuse increases when data are stored 
in centralized or decentralized but linked reposito-
ries, the once-only principle should be complemented 
with robust legal and technical data protection as 
well as cybersecurity and cybercrime safeguards, 
implemented in a citizen-centered and trustworthy 
manner, with sufficient capacity for implementation 

(see chapter 8).107 This once-only principle was 
integrated into the European eGovernment Action 
Plan (2016–20) for implementation across the 
European Union,108 with the intention of enabling 
both domestic and cross-border inter operability. It 
is also one of the pillars of the 2015 Digital Single 
Market strategy109 and The Once-Only Principle 
Project (TOOP),110 which has been piloted under the 
European Union’s Horizon 2020 framework.111 At the 
national level, Austria, Belgium, Denmark, Estonia,  
the Netherlands, Portugal, and Spain have integrated 
the once-only principle into domestic law for applica-
tion across government or on a sector basis.112

Enabling reuse of private intent data
The majority of business-to-business (B2B) and  
business-to-government (B2G) data transactions 
are governed by bilateral data sharing agreements 
sourced in contract law.113 Consequently, policy and 
legal interventions to encourage access to private 
sector data focus on mitigating the legal and technical 
challenges that discourage the use and sharing of data 
by private sector entities. Governments also maintain 
a greater margin of control over private sector data 
transactions involving personal data, which are sub-
ject to personal data protection and privacy legislation 
(or competition and consumer protection laws). 

As appreciation has grown of the strategic value of 
private sector data for enabling evidence-based policy 
making and promoting innovation and competition 
in key sectors (see chapter 4), some governments have 
enacted legislation mandating the sharing of private 
sector data deemed to be in the public interest and 
whose voluntary sharing by the private sector would, 
otherwise, have been too costly to incentivize.114 Many 
of the sectors prioritized by such legislation (includ-
ing utilities and transportation) are considered to be 
particularly relevant for the development of AI.

At the European level, the 2019 EU Open Data 
Directive115 requires the European Commission to 
adopt a list of high-value datasets to be provided free 
of charge, in machine readable formats, via APIs, and 
where relevant, via bulk download. These datasets, 
considered to have “high commercial or societal 
potential,” include geospatial data, Earth observation 
data, meteorological data, data about corporate own-
ership, mobility data, and data from publicly funded 
research projects.116 At the national level, France’s Law 
for a Digital Republic (2016) includes provisions man-
dating making private sector data available according 
to open standards for the creation of “public inter-
est datasets.”117 Another relevant example is the UK 
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Digital Economy Act (2017), which enables researchers 
to gain access to deidentified data for research pur-
poses.118 At the subnational level, cities such as New 
York, San Francisco, and São Paulo have also made 
legal attempts to promote public-private data sharing 
by requiring certain private sector platforms to share 
their commercial data for regulatory purposes and to 
spur the development of smart cities.119

A good-practice regulatory environment for 
enabling reuse of private sector data encompasses 
data portability and voluntary licensing of access to 
essential data (figure 6.7). On average, surveyed coun-
tries have adopted less than 20 percent of such good 
practices for enabling private sector reuse of data, 
which is less than half the level of uptake found for 
enablers related to public sector data.

Promoting open licensing. Licensing regimes, which 
provide permission to use an otherwise proprietary 
dataset, can be effective enablers of innovation 
and competition. They can encourage holders of 
data-related intellectual property rights to invest in 
products and markets, knowing that they can control 
access to licensed products and receive returns on 

their investments.120 Licensing of intellectual prop-
erty rights is often voluntary, but in some cases it is 
implemented on a compulsory basis by regulators or 
industry participants to avoid market distortions.121 
Voluntary licensing on FRAND terms can be a useful 
mechanism in enabling the development of open 
standards because the terms allow companies to 
share technology and data.122 The adoption of such 
licensing regimes, however, remains rare, especially 
in low- and middle-income nations (figure 6.7). Korea 
and the United Kingdom are among the few surveyed 
countries that have done so.

A range of open licenses are available for use with 
data. Open data licenses (Open Database Licenses, or 
ODbLs) provide users with the legal rights to freely 
share, modify, and use a database without regard to 
copyright or other intellectual property rights or lim-
itations around data ownership. These license agree-
ments are published by the Open Data Commons, 
which makes available a set of legal tools and licenses 
to help users publish, provide, and use open data.123 
The ODbL license sets out user rights, establishes the 
correct procedure for attributing credit, and specifies 
how to modify data to facilitate their sharing and 
comparability. Another form of open license for data 
is issued by Creative Commons, an international net-
work devoted to educational access and expanding 
the range of creative works available for others to 
build on legally and to share.124 Under the license, any 
person can use, copy, publish, distribute, transmit, or 
process the data and make them available to third par-
ties. They can also develop new derivatives of the data 
by combining them with other data or using them in 
a product or service, as long as they are attributed to 
the publisher(s) using a specified statement.125 

Requiring data portability. Voluntary data transac-
tions between parties are greatly facilitated by data 
portability. The right to personal data portability is 
designed to facilitate data transfers with the aim of 
increasing an individual’s choice and control over 
data about them. More fundamentally, the right to 
personal data portability is aimed at “rebalancing the 
relationship” between data generators/providers and 
data controllers (including data users and platforms) 
by mitigating the risk of locking in consumer data. 
On a more systemic level, this right is intended to 
foster competition between companies.126

Portability can be broken down into three distinct 
rights: first, to receive a copy of the data provided 
by the data generator to the data collector or user 
(including data consumers and platforms); second, 
to transmit data to another data collector/user;  

Figure 6.7 Adoption of enablers for sharing private 
intent data lags those for public intent data across 
country income groups

Source: WDR 2021 team, based on World Bank, Global Data Regulation Survey, https://microdata 
.worldbank.org/index.php/catalog/3866. Data at http://bit.do/WDR2021-Fig-6_7.

Note: The figure shows the percentage of countries in each country income group that had adopted 
good-practice legal and regulatory frameworks to enable access to, sharing, and reuse of private intent 
data as of 2020. FRAND = fair, reasonable, and non-discriminatory; ID = identification.
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and third, to request a direct transfer from one data 
collector/user to another.127

Although data portability rights extend to the 
raw data provided by the data subject (interpreted to 
include observed data), they do not appear to extend 
to inferred data (based on drawing inferences from 
the raw data provided), which are increasingly being 
used to develop AI.128 Enabling the direct transfer of 
(personal or nonpersonal) data to another provider 
requires that the source and host data formats and 
systems are fully interoperable through the imple-
mentation of APIs.129 At present, interoperability is 
encouraged, not mandated, by the GDPR130 and EU 
regulations on the free flow of nonpersonal data.131 
Alternatives to direct portability include storing 
personal data in personal information management 
systems,132 although their uptake is limited.133 

In the European Union, the right to personal data 
portability is mandated by Article 20 of the GDPR and 
considered one of its most significant innovations.134 
Little more than 10 percent of countries surveyed 
have enacted data portability rights for individuals. 
By contrast, the portability of nonpersonal data is not 
mandated, but only encouraged as a means of pro-
moting competition and enabling the development of 
competitive sectors using AI and big data.135

Individuals’ ability to enforce their right to data 
portability can in practice be supported by requiring 
data to be transferred in a standard machine readable 
format. The surveyed countries that grant individuals 
data portability rights all include formatting require-
ments to support data portability (figure 6.7). For 
example, in the Philippines the 2012 Data Protection 
Act grants data portability rights to data subjects and 
empowers the National Privacy Commission to specify 
the format and technical requirements to enable data 
portability.136 Using a somewhat different approach, 
Australia created a specific “consumer data right” in 
August 2019137 to enable data portability through its 
Competition and Consumer Act 2010.138 The act fol-
lows a phased sectoral approach to implementation,139 
which enables common standards to be adapted to 
sector-specific needs while being made publicly avail-
able on the open-source platform GitHub.140

Despite these advances, technical limitations and 
legal uncertainties challenge effective enforcement of 
data portability rights. At the same time, cybersecu-
rity risks, such as improper access or identity theft, 
could increase if portability is not accompanied by 
robust security measures. 

In the absence of specific laws or regulations 
mandating interoperability and portability standards, 

some private sector actors have developed their own 
mechanisms. One example is the collaborative Data 
Transfer Project.141 Data format standardization is a 
key component of enabling data portability in prac-
tice: the right to data portability cannot be exercised if 
data are not downloaded in a format common to other 
service providers. In practice, despite the source code 
and APIs being open source, the leadership of this 
project raises broader questions about the first mover 
advantage that Big Tech companies have in setting 
de facto standards and markets for B2B data sharing 
between platforms. 

Using APIs to enable effective interoperability and por-
tability. APIs can be used to either enable data sharing 
(such as through open APIs) and portability or limit 
access to data, depending on how they are designed.142 
Although APIs are technical in nature, technolegal 
frameworks can be developed to determine access 
and control rules for third parties. These rules can 
include setting controls to ensure the syntactic and 
synthetic portability of data; the identity of the API 
users; the type and amount of data transacted; and 
the controls on the identifiability of data.143 APIs 
designed with access and control mechanisms that 
enable the selection of a limited amount of data 
can provide users with more flexibility than if they 
downloaded bulk data.144 That said, because APIs  
can expose data to unauthorized access during data 
transfers, they may prove challenging to use effec-
tively in lower-middle-income countries that do not 
have sufficient technical capacity to respond to cyber-
security risks. 

Fully leveraging APIs to enable effective interop-
erability and portability requires ensuring that they 
are developed according to common standards. These 
standards can be developed through regulation or 
by industry, based on a multistakeholder approach. 
Examples of successful initiatives include the Berlin 
Group, which has developed common API standards 
for the European banking industry.145 Cases from the 
financial services sector (such as the UK Open Bank-
ing Initiative and implementation of the European 
Union’s Second Payment Service Directive) may pro-
vide helpful lessons for the effective implementation 
of these mechanisms as enablers for data reuse and 
sharing. 

Forging data partnerships. An alternative modality 
for private sector data sharing is through data public- 
private partnerships (PPPs) entered into on mutually 
agreed contractual terms between private sector 
entities or between government and businesses. For 
example, the traffic application Waze has partnered 
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with more than 1,000 cities and other local public 
 sector entities through its Connected Citizens Pro-
gram146 to exchange traffic data and derive insights 
to inform mobility projects, manage traffic and con-
gestion, support emergency response, and share data 
with citizens through a cloud-based platform.147

Data partnerships pose several challenges. Part- 
nerships between large companies and small and 
medium enterprises may raise concerns about 
fairness because of asymmetries in information or 
market power. Partnerships between public and pri-
vate entities may lead to conflicts of interest because 
of the government’s dual role as data user and data 
regulator.148 In either case, partnerships may create 
uncertainties around the allocation of the legal lia-
bility associated with the use of the data, as well as 
potential compliance costs due to lack of harmoniza-
tion of legal frameworks applicable to both parties.149 
Some of these risks can be mitigated by developing 
contract guidelines or standard contractual terms 
to harmonize provisions and rectify information 
asymmetries. Some public sector initiatives have 
attempted to develop such standard terms to promote 
data sharing.150

Not all data sharing partnerships are designed 
for profit. Some businesses provide their data and 
digital tools at no charge to governments, academia, 
and nongovernmental organizations for “social good.” 
Data philanthropy,151 particularly in the area of big 
data, has enabled the World Bank,152 together with UN 
agencies—the World Health Organization (WHO), 
United Nations Development Programme (UNDP), 
World Food Programme (WFP), and United Nations 
Children’s Fund (UNICEF)—and others, to leverage 
companies’ data stock and digital capabilities to fully 
exploit the value of data for development, while bene-
fiting the private sector through positive externalities.

Limiting intermediary liability. One of the great 
enablers of the flow of data across the internet are rules 
limiting the liability of intermediaries for content that 
flows over their platforms. The intermediary liability 
concept has roots in US telecommunications law dat-
ing back to the 1930s,153 and it has been informed by 
subsequent US case law.154 Crucially, this exemption 
from liability was extended to “interactive computer 
services” (internet service providers) in Section 230 of 
the 1996 amendments to the Communications Act of 
1934155 and in the Digital Millennium Copyright Act.156 
The advent of data platform business models has led 
to growing requests from users for the “take-down” 
of their personal information and has triggered an 
ongoing debate between privacy advocates and Big 
Tech about responsibility for fundamental issues of 

freedom of expression and transparency of knowl-
edge. Liability exemptions have been criticized as 
harboring defamatory conduct, encouraging harass-
ment online, and undermining attempts by law 
enforcement to attribute conduct to specific individ-
uals.157 Nevertheless, freedom of expression advocates 
continue to support shielding intermediaries from 
liability.158 The rapidly changing landscape is creating 
significant regulatory uncertainty for Big Tech firms 
(see the overview and chapter 1 for a discussion on 
the broader policy considerations relating to content 
moderation and mis/disinformation).

Recommendations for crafting a 
holistic legal framework
Any new social contract on data must rest on the 
foundation of a comprehensive legal and regulatory 
framework that helps build trust between stakehold-
ers, integrating both safeguards and enablers. As the 
results of the Global Data Regulation Survey suggest, 
the development and robustness of different aspects 
of the legal and regulatory framework are quite 
uneven, with relatively consistent patterns across 
country income groups (table 6.1). These divergences 
may be exacerbated by differences in implementa-
tion. E-commerce legislation is the only area in which 
all country income groups are doing comparatively 
well. Development is at an intermediate level in areas 
such as enabling reuse of public intent data, safe-
guarding both personal and nonpersonal data, pro-
tecting cybersecurity, and combating cybercrime. By 
far the weakest area of performance of the surveyed 
countries is enablers for private intent data. Overall, 
the average scores of high-income countries are not 
very high in absolute terms, warranting an advanced 
(green) classification in table 6.1 in only one case. And 
the score differential between high- and low-income 
countries is relatively small (rarely more than 30 
points). Both findings indicate the novel challenges 
of developing a sound data governance legal frame-
work and the significant progress all countries need 
to make. 

To fill the many remaining gaps in the legal frame-
work and further strengthen existing provisions, this 
Report offers several recommendations. Overall, the 
underlying legal framework needs to be approached 
holistically. Although different elements of the legal 
framework can be viewed in a modular fashion, the 
elaboration of particular laws needs to touch on all 
critical aspects. The crafting of such a coherent legal 
framework should take into account both evolving 
best practices and local conditions based on robust 
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stakeholder consultation. There is no one-size-fits-all 
solution.  

Recommendations for strengthening 
safeguards 
Adopt and implement personal data protection legislation. 
One of the biggest contributors to the trust frame-
work is the adoption of personal data protection 
legislation following a rights-based approach. For 
countries that lack data protection legislation or 
enforcement agencies, the existing consumer protec-
tion legislation and competition law can be leveraged 
to remedy certain manifestations of the misuse of 
personal data. Although such legislation and laws 
may be helpful, their scope of application is limited, 
making them complements to, not substitutes for, 
personal data protection legislation. 

Introduce more meaningful models of consent. Tradi-
tional approaches to consent, developed in an analog 
age, are an increasingly uncomfortable fit in the 
modern digital age. Furthermore, in lower-income 
countries, where literacy challenges continue to 
affect a significant share of the population, reliance 
on “consent,” as traditionally applied, will continue 
to be problematic as more people access the inter-
net and permit their data to be used and reused. To 
ensure that consent remains a meaningful legal basis 
for using data, new models should be seriously con-
sidered, including those that shift responsibility for 
data protection from individuals to the collectors and 
users of the data. 

Expand protection to mixed data and group privacy. New 
data uses, fueled by innovative analytical techniques 
and the growth of algorithm-based technologies such 

as big data and the Internet of Things, are blurring 
the distinction between personal and nonpersonal 
data. At present, only personal data fall within the 
scope of most current data protection laws, while ano-
nymized personal data are considered nonpersonal 
data. In view of the ease of reidentifying and linking 
datasets, which opens the door to deriving sensitive 
or discriminatory insights from the processing of 
nonpersonal data, policy makers should consider 
expanding the scope of data protection legislation to 
protect such mixed data. A related issue is that current 
provisions for personal data protection, which focus 
on the individual, do not preclude the identification 
and potential misuse of data attributes pertaining to 
homogeneous groups (including those defined by 
ethnicity, race, religion, or sexual orientation). These 
protections are particularly important in complex or 
fragile sociopolitical environments or emergency con-
texts because of the increased risk of misuse of such 
data for targeting or surveillance.

Adopt data protection by design and default. Privacy- 
enhancing technologies are important complements 
of data protection legislation, allowing privacy to  
be embedded in data-driven products and services 
right from the design phase. These standards can 
play a valuable role in safeguarding fundamental data 
rights in contexts in which weak institutional capac-
ity diminishes the legal enforceability of those rights. 
However, for technical mechanisms to have teeth, 
they must be underpinned by a robust legal frame-
work that creates the rights and limits on use that 
privacy-enhancing technologies reinforce. Because of 
the utility of data protection and privacy by design, 
policy makers should consider building more of these 

Table 6.1 Certain elements of the regulatory framework are much better developed than others, 
but performance is generally low

 Safeguards Enablers

Average score,  
by country group

Cybersecurity 
and 

cybercrime
Personal 

data
Nonpersonal 

data
E-commerce and 
e-transactions

Public intent 
data

Private intent 
data

High-income 73 59 43 86 69 30

Upper-middle-income 57 46 29 74 62 20

Lower-middle-income 55 43 38 72 44 15

Low-income 39 31 47 59 28 3

Global 56 44 38 73 50 17

Source: WDR 2021 team, based on World Bank, Global Data Regulation Survey, https://microdata.worldbank.org/index.php/catalog/3866. 

Note: The table shows the average score for good-practice data governance by theme across country income groups as of 2020. Colors refer to the level of the regulatory framework: 
 = advanced level (scores of 75–100);  = moderate level (scores of 50–75);  = evolving level (scores of 25–50); and  = basic level (scores below 25).
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requirements into their regulatory frameworks, while 
maintaining technological neutrality.

Prioritize cybersecurity measures. Protecting indi-
viduals’ and groups’ rights in data is one thing; pro-
tecting the infrastructure and systems over which 
those data flow—cybersecurity—is another. From 
a legal perspective, these protections are gained by 
adopting cybercrime legislation that balances secu-
rity concerns with other fundamental rights. Too 
few countries have adopted serious legal provisions 
to ensure cybersecurity, leading to mounting social 
and economic risks. This gap should be addressed as 
a matter of urgency.

Recommendations for strengthening 
enablers 
Build a robust yet flexible foundation for electronic trans-
actions. Digital transactions should be granted legal 
equivalence to the analog variety, with limited excep-
tions. Robust authentication should be technology 
neutral to ensure a level playing field for a wide vari-
ety of approaches to authenticating transactions and 
related trust services.

Make data open by default and easy to access. Coun-
tries should strengthen open data policies by calling 
for open-by-default approaches to public sector data 
through legislation across the whole of government. 
Datasets to be published should be prioritized using 
input from end users. End users should not be charged 
(or should pay a limited price) for public intent data. 

Consistently apply reasonable norms for data classifi-
cation. Implementation of open data policies or laws 
requires the consistent application of clear, reason-
able data classification policies.

Adopt open standards and sharing-friendly licenses. Pol-
icy makers should strengthen open access to public 
intent data, including adoption of open standards and 
sharing-friendly licenses. 

Strengthen access to information provisions. Access to 
information legislation should be expanded to cover 
the proactive and transparent disclosure of nonsen-
sitive data. Exceptions to disclosure will be necessary 
and should be proportionate. ATI laws should provide 
for regular public disclosure of ATI requests received 
and rejected, and justification for any rejection, ide-
ally on an open platform.

Promote the interoperability of data and systems. 
Improving the use and sharing of data will rely on 
developing and applying unified technical stan-
dards to support the interoperability of data and 
systems. Interoperability of systems entails adoption 
of common technical protocols and a government 

interoperability platform. Data can be made interop-
erable by ensuring that they are classified and 
processed according to common standards and pub-
lished in a machine readable format. 

Support data portability. The right to data portability 
should be strengthened by requiring data to be in a 
structured, commonly used, and machine readable 
format. Interoperable data and systems can help 
achieve continuous data portability, where propor-
tionate and technically feasible. As an alternative or 
complement to direct portability, personal informa-
tion management systems can help users receive 
and manage their data, but their uptake is currently 
limited. The enforcement of data portability rights 
depends on adequate market competition, enabling 
users to switch providers. For data portability to be 
meaningful, there is also a need to address the lack of 
clear understanding of these rights by data subjects, 
as well as the implementation challenges faced by 
micro, small, and medium enterprises.

Promote sharing of private intent data. Governments 
can incentivize the sharing of private sector data by 
promoting data sharing agreements and enhancing 
intellectual property rights. Together, these measures 
can help reduce incentives for data hoarding and 
leverage the reusability of data. In the case of public 
interest data, and particularly under emergency sit-
uations, governments should increasingly consider 
mandating private sector data sharing, subject to 
suitable conditions and safeguards.

A maturity model for 
strengthening the legal and 
regulatory framework
The urgency of applying these measures will depend 
on how far a country’s legal and regulatory frame-
work for data has evolved. Countries should develop 
sound, comprehensive policies based on best prac-
tices adapted to their circumstances. Building on this 
foundation, countries should then enact robust legis-
lation buttressed by multistakeholder consultation, 
followed by clear time-bound implementation pro-
cedures to ensure accountability. The identified mea-
sures can tentatively be mapped onto the maturity 
model framework summarized in table 6.2. Although 
certain safeguarding and enabling elements are con-
sidered foundational, the ability to build an effective 
legal regime for trusted data use is dependent on 
ensuring that the overall framework is both inter-
nally coherent and aligned with the country’s policy 
orientation, data culture, and social contract on data.
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Table 6.2 Recommendations organized according to a maturity model based on 
data safeguards and enablers 

Stage of country’s 
data system Safeguards Enablers
Establishing 
fundamentals

Conduct a baseline needs assessment. 

Develop a comprehensive policy framework based on 
best practices that does the following:
•  Safeguards personal, nonpersonal, and evolving 

categories of data and promotes greater equity 
around data

•  Enhances the security of systems and infrastructure 
that protect against misuse of data

•  Expands individuals’ agency and control over their 
personal data 

•  Promotes certainty and predictability, integrating the 
fundamental safeguards discussed in this chapter 
such as data protection and cybersecurity. 

Conduct a baseline needs assessment. 

Develop a comprehensive policy framework based 
on best practices that enables the use and sharing 
of data for development purposes, ensuring access, 
openness, interoperability, portability, predictability, 
and transparency, while integrating the fundamental 
enablers discussed in this chapter, such as electronic 
transactions.

Initiating data flows Elaborate a legal framework that embodies policy 
prerogatives that include:
•  Personal data protection
•  Promotion of cybersecurity and combating of 

cybercrime
•  Regulation of competition 
•  Provisions in the legal framework to provide 

for establishment of the relevant enforcement 
institutions. 

Elaborate a legal framework that embodies policy 
prerogatives that include: 
•  Legal recognition of e-transactions
•  Access to information
•  Intellectual property rights for nonpersonal data
•  Openness of public intent data, including the use of 

licenses that encourage data sharing
•  Data classification principles.

Optimizing the 
system

Promote awareness of safeguards: 
•  Domestically, through adoption of data protection 

by design and default, together with associated 
cybersecurity measures

•  Internationally, through cross-border interoperability 
of data protection standards 

•  Address more complex issues such as mixed data 
and group rights

•  Ensure that the capacity of the institutions 
responsible for overseeing these activities is 
sufficient

•  Establish metrics to monitor and evaluate the 
implementation and enforcement of these policies 
and laws.

Consider issues such as data portability and 
increasing incentives around sharing of private intent 
data. Ensure that the capacity of the institutions 
responsible for overseeing these activities is sufficient.

Establish metrics to monitor and evaluate the 
implementation of these policies, laws, and institutions.

Source: WDR 2021 team.
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