Creative reuses of data for greater value

Main messages

1. Innovations in repurposing and combining public intent and private intent data are opening doors to development impacts previously unimaginable. These innovations can inform and advance policy goals, help governments improve and target service delivery, and empower individuals and civil society.

2. When private intent data are repurposed for public purposes, they can help fill data gaps and provide real-time and finer-scale insights. When public intent and private intent data are combined, some or many of the limitations of each data type can be overcome.

3. Private intent data can be difficult to understand, monitor, and regulate. They may also miss the poorest or other marginalized populations and perpetuate discrimination and biases. Data protection is a key issue. Responsive regulation and consumer protection measures are needed, along with recognition of which populations are omitted from an analysis.

4. Using private intent data for effective policy making requires short- and long-term coordinated investments in training, data partnerships, and research. Best practices and guidelines need to be developed.
The power of repurposing and combining different types and sources of data

Lack of data and information is no more apparent than during a crisis such as the COVID-19 pandemic or an earthquake. Urgent questions—What is happening? How can we help?—should receive good answers, and right away.

Consider the earthquake that devastated Haiti in 2010. Large donations of supplies and money poured into the country within days of the disaster, but delivering relief was difficult because vast numbers of people scattered. Censuses were no longer useful in helping responders direct relief to the people who needed it most. Using data from mobile phones, researchers were later able to demonstrate that they could have pinpointed population movements in almost real time. They found that one-third of the estimated 630,000 residents of the capital, Port-au-Prince, had fled the city. Even though this study was retrospective, it demonstrated how real-time, spatially pinpointed information like this could have expedited relief efforts and saved countless lives had it been accessed contemporaneously. This example highlights an emerging question in development research: When a pressing crisis such as the Haiti earthquake or the COVID-19 pandemic emerges, what data can complement traditional public intent data to solve complex development challenges?

Recent technological shifts in lower-income countries—such as the adoption of mobile phones, social media, digital transactions, and mobile money—have generated a wealth of granular private intent data (see chapter 3 and box 4.1) suited to a wide range of secondary uses. These data are being leveraged to target policy interventions and improve epidemiological modeling. Analysis of GPS locations showed that by March 23, 2020, social distancing policies had helped reduce mobility in major US cities by half. In Colombia, Indonesia, and Mexico, the impact of nonpharmaceutical interventions (such as travel restrictions and lockdowns) on mobility differed by socioeconomic group. Smartphone users living in the top 20 percent wealthiest neighborhoods in Jakarta, Indonesia, reduced their mobility up to twice as much as those living in the bottom 40 percent.

Box 4.1 Using cellphones to combat COVID-19

After the onset of the COVID-19 outbreak, governments began implementing policy measures to reduce social contact and curb the spread of the pandemic. Data collected through mobile phones, such as call detail records and global positioning system (GPS) location data, have been extremely valuable in quantifying the effectiveness of policies, ranging from partial curfews to strict lockdowns. These data enable measurement of population density, travel patterns, and population mixing in real time and at high resolution, making it possible to better target policy interventions and improve epidemiological modeling. Analysis of GPS locations showed that by March 23, 2020, social distancing policies had helped reduce mobility in major US cities by half. In Colombia, Indonesia, and Mexico, the impact of nonpharmaceutical interventions (such as travel restrictions and lockdowns) on mobility differed by socioeconomic group. Smartphone users living in the top 20 percent wealthiest neighborhoods in Jakarta, Indonesia, reduced their mobility up to twice as much as those living in the bottom 40 percent.

Map B4.1.1 Mapping the home location of smartphone users in Jakarta, 2020

Note: This map of Jakarta’s metropolitan area shows the spatial distribution of smartphone users’ home location as a percentage of Jakarta’s total population.
Box 4.1 Using cellphones to combat COVID-19 (continued)

Figure B4.1.1 Smartphone location data reveal the changes in the time users spend at home in Jakarta

![Graph showing changes in time spent at home](Image)

Source: Adapted from Fraiberger et al. 2020. Data at [http://bit.do/WDR2021-Fig-B4_1_1](http://bit.do/WDR2021-Fig-B4_1_1).

Note: Figure shows the changes in the time users spent at home from February 1 to November 15, 2020, relative to the baseline period. PSBB = Pembatasan Sosial Berskala Besar (large-scale social restrictions).

Using an epidemiological model and estimates of population movements derived from mobile phone data, research in China found that nonpharmaceutical interventions implemented in late January 2020 led to a 98.5 percent reduction in the number of COVID-19 cases one month later.

Meanwhile, mobile phones have proved to be a valuable tool for contact tracers seeking to alert individuals who may have been in contact with an infected person.²

Although both private companies and government actors have produced mobile phone applications for contact tracing (such as the Corona app 100m in the Republic of Korea, TraceTogether in Singapore, and COVIDSafe in Australia), their efficacy relative to more traditional forms of contact tracing has not yet been established. Digital contact tracing also raises important concerns about data protection,³ prompting researchers worldwide to develop contact tracing technologies that preserve privacy. Examples are the Private Kit: Safe Paths developed by the Massachusetts Institute of Technology (MIT) and the Decentralized Privacy-Preserving Proximity Tracing (DP3T) protocol developed by a consortium of European research institutions.

Despite the potential of deploying mobility data in the fight against COVID-19, their impact on policy thus far has been limited, especially in lower-income countries. Bottlenecks include a lack of technical expertise among government organizations; restrictions on data access, especially by mobile network operators; and lack of the investments and political will required to scale up one-time projects.⁴ To ensure that mobility data can be made accessible and useful for policy purposes, it is important for all stakeholders—governments, mobile phone operators, technology companies, and researchers—to collaborate and form interdisciplinary teams to facilitate readiness and responsiveness to future crises.
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monitor the effectiveness of policy measures and predict outcomes of long-standing concern to development practitioners and policy makers.

Technological advances in the private sector have turned data into an integral component of the production process, leading to gains in productivity and generating even more data that can be repurposed for development. Specifically, the same approaches that are transforming efficiency and innovation in the private realm are being repurposed to tackle development bottlenecks in poor countries, making the development process more efficient, innovative, agile, and flexible. Because of the nonrivalrous nature of data, private companies also are able to reuse and repurpose publicly collected data, which can generate welfare-enhancing economies of scale.

That said, the reuse of private intent data is not a panacea and may pose unique challenges for policy making. For example, data created by businesses to track mobile phone users may miss the poorest populations who do not have these technologies. Similarly, the data required to target customer experiences and to achieve business gains are different from the sociodemographic information on which policy makers rely to design inclusive policy. Furthermore, many of the algorithms used to process private intent data are considered trade secrets and thus lack the transparency required for effective policy making. Transparency and oversight are also important considerations when giving private companies access to sensitive data such as those related to facial recognition and corruption, or criminal activity, through techniques such as anomaly detection.

Despite these challenges, combining public intent and private intent data can offer real-time insights that not only are inclusive of the entire population (or nearly so) but also are more precisely estimated for specific population segments and localities. This is especially important for the poorest people in the poorest countries, which have the largest data gaps. Too often, individuals on the lowest end of the income distribution remain on the margins when government, civil society, and the private sector lack the data to effectively allocate and target resources based on need. Leveraging all available data may reveal insights for the poor and marginalized that were previously unattainable.

This chapter begins by showcasing innovative uses of public intent and private intent data for aiding development policy. Examples include data repurposing and synergies to improve predictions of disease spread, streamline service delivery, and allocate aid in disaster recovery. The chapter then turns to an exploration of the challenges that arise when private intent data are repurposed or when public intent and private intent data are combined. It concludes with a framework within which policy makers and funders could invest in the human capital, data partnerships, and research needed to gain useful insights from these new types and combinations of data.

**Features of private intent data that can overcome gaps in public intent data**

Private intent data are an alluring candidate to overcome public intent data gaps and offer new perspectives on development problems. These types of data are increasingly large in scale, “always on,” zoomed in, and, at times, less biased.

**Big data.** Private intent data are typically labeled “big data,” recognizing their wide reach and scope. The growing rates of mobile phone and social media usage enable information to be gathered from all users on these platforms. Although this process may underrepresent certain parts of the population in countries with lower usage rates, ever-larger portions of a population are being brought into the fold as the rates of mobile phone ownership and internet connectivity continue to increase, even in lower-income countries. When private intent data are repurposed toward a public goal, their volume and reach could not only inform first-order policy goals of poverty reduction and service delivery, but also facilitate efforts to detect and study rare events, such as fraud, corruption, or criminal activity, through techniques such as anomaly detection.

**“Always on” data.** Private intent data are always on because the daily use of new technologies entails constant data collection. Call detail records (CDRs) and apps that log locations pinpointed by satellite-based global positioning systems (GPS) offer traces of where cellphone users travel throughout the day. When a sudden and unexpected shock hits, such as a natural disaster or a disease outbreak, such data can provide precious real-time information on human mobility and call density. The timeliness of private intent data therefore contrasts with public intent data, which are generally collected at intervals of one, five, or 10 years and thus are not always very timely. In Africa, for example, 14 of 59 countries did not conduct any surveys from 2000 to 2010, impeding the construction of nationally representative poverty measures. This critical situation sparked the call for a “data revolution” by the United Nations in 2014, pushing for an increase in data collection efforts in Africa and elsewhere. Although the situation is improving, with the average number of surveys per country per year increasing from 0.5 in 1990 to 1.5 in 2010, the
lack of timeliness of public intent data has resulted in huge knowledge gaps, which are particularly glaring following major economic shocks such as COVID-19. Meanwhile, private intent data are increasingly being used to help fill these gaps.

“Zoomed in” data. Private intent data can zoom in on individuals and locations. Private companies want to know who is using their products or services and in what ways they can optimize their offerings and operations. Private intent data zoom into individuals to collect key metrics such as transaction histories to predict consumer behavior and bolster successful products. Internet Protocol (IP) addresses, browsing histories, and smartphone app logs add to a rich dataset that companies collect on a single person over time. Tracking whether app users enter a store or whether IP addresses in a neighborhood are searching for products on their site enable companies to better plan their store locations and stock their supplies. These data are now being applied to the public sphere, ranging from improving population maps to helping decision-makers target and optimize critical development resources. A key challenge to using individual data patterns to allocate resources or establish eligibility for products and services is data manipulation: individuals may strategically change browsing or other data usage behavior to appear more favorable in ranking criteria used by data algorithms to make allocation decisions. More research and policy deliberations are needed to design algorithms and decision rules that account for such user manipulation.

Potentially less biased data. Private intent data potentially reveal less “biased” information about people than surveys or polls because researchers observe actual behavior instead of relying on responses. Although it is possible that respondents misreport answers during surveys, they have little incentive to do so when searching the internet. For that reason, the Google internet search engine has been dubbed a “digital truth serum.” This finding may apply especially to opinions on sensitive topics such as racism. Few will admit their opinions in surveys, but they are revealed through internet searches and can influence political outcomes, among others. However, the algorithms used by search engines are considered private trade secrets and are usually optimized for private benefit—not public benefit. Without knowledge of the workings of these algorithms, users of search engine outcomes as an exclusive source of data may find they lead to biased and discriminatory policy predictions.

Overall, combining public intent and private intent data is a powerful way to gain aggregate population insights in real time, if enough attention is given to addressing representativeness, discrimination, and transparency. Calibrating private intent data with census and survey data is one way to estimate population-level needs.

The next section offers a broad range of innovative examples of applications of private intent data to public policy and instances in which public intent and private intent data have been combined to promote inclusive and timely development solutions.

New insights from repurposing and combining data

The last decade has seen a surge in innovative research that repurposes private intent data and combines it with public intent data to tackle development issues. In the spring and summer of 2020 when the COVID-19 outbreak reached global dimensions, more than 950 scientific and medical articles were published that used private intent data to tackle the pandemic (box 4.2). Researchers’ ability to respond quickly to the pandemic builds on a growing trend of research that combines diverse data to tackle emerging issues.

Monitoring public health

Monitoring public health is a key area that could benefit from repurposing and combining public intent and private intent data. In many lower-income countries, infectious diseases routinely pose large health threats. Five of the top 10 causes of death in low-income countries are communicable diseases, including lower respiratory infections, diarrheal diseases, HIV/AIDS, malaria, and tuberculosis. Viruses have been responsible for more deaths than all armed conflicts around the world over the last century. Especially in countries where data are limited, new big private intent data sources can help inform public policy interventions to reduce the mortality and morbidity rates from infectious diseases. Identification of hotspots can help disease control programs target activities more effectively to those areas, reducing infection rates both directly and indirectly in destination areas that are receiving infected travelers. As early as 2008, researchers began exploring how mobile phone data could be used to measure population mobility and then be applied to the study of epidemics. A seminal study applied this research at scale for all of Kenya using mobile phone data on nearly 15 million individuals to identify sources of imported malaria infections stemming from human mobility. During the 2014 Ebola outbreak in West Africa, researchers highlighted the potential benefits...
of using mobile phone data in the design of public policy. However, use of these analytics at the time of the crisis remained limited.

After onset of the COVID-19 pandemic, countries began to deploy this type of research and to pair mobile phone data with public intent data. Belgium formed a Data Against COVID-19 task force to analyze deidentified mobile phone data. These data are being used to monitor changes in human mobility trends due to lockdown measures and to inform decisions related to appropriate lockdown measures. In the Republic of Korea, mobile phone data are being used to aid contact tracing efforts to contain disease spread. By combining mobile phone data with medical facility records, credit card transaction logs, and closed-circuit television recordings, the government is identifying people at risk of exposure. Lower-income countries such as Ghana and Mozambique are beginning to use deidentified mobile phone data to combat the pandemic, typically with the support of international organizations that provide analytical skills for processing the data.

Other types of big data are also being enlisted to create measures of mobility that can improve the effectiveness of the pandemic response. Facebook disease prevention maps are being used to study COVID-19 and have been expanded to include colocation maps that measure comingling among people living in different areas and trends in whether individuals are staying near their homes or continuing to go to other locations. Google has produced a new set of measures to track the response to policies aimed at flattening the curve of the COVID-19 pandemic.

**Box 4.2 Leveraging private intent data to tackle COVID-19**

Between February and September 2020, more than 950 articles were published in scientific, medical, and technical journals that repurposed cellphone, social media, Google search, and other types of big private intent data to better understand the spread of COVID-19 and to offer policy and operational solutions (figure B4.2.1). Despite the relatively large number of articles in a short time span, coverage of lower-income countries was low, especially those in Africa (map B4.2.1). Lack of expertise, poor training, difficult access to data, and limited research support are key areas that funders could address to ensure innovative uses of data in and about lower-income countries.

**Figure B4.2.1 Use of repurposed data to study COVID-19: Published articles, by type of private intent data used**

![Use of repurposed data to study COVID-19: Published articles, by type of private intent data used](https://www.worldbank.org/en/publication/wdr.html)


Note: Figure shows the number of articles published in scientific, medical, and technical journals across time from February to September 2020. Article counts are divided by the COVID-19 death incidence rate. The cumulative sum across all categories is higher because some articles appear in more than one category.

(Box continues next page)
used by data analytics firms such as Baidu, Cuebiq, and Unacast to assess the impacts of social distancing measures for COVID-19.\textsuperscript{23} GPS data provide better approximation of locations and mobility at a finer spatial resolution, but their availability is limited by smartphone penetration and usage. In many lower-income countries, smartphone penetration is still low, and even those individuals with smartphones may only selectively turn on data or GPS because of high costs and drain on battery life.

The potential of new data sources for supporting public health and epidemiology efforts goes far beyond measures of mobility.\textsuperscript{24} Efforts are under way to use data tools as early warning systems for outbreaks and for understanding disease dynamics and routes of transmission. For example, the company BlueDot provides infectious disease surveillance services using advanced data analytics. It was able to warn of the outbreak of COVID-19 before the official announcement in early January 2020 by analyzing news reports, disease networks, and official proclamations.\textsuperscript{25} A similar prediction was made for the 2015–16 Zika outbreak that affected an estimated 1 million people, mainly in Latin America.\textsuperscript{26} By combining online news sources, Google search queries, Twitter posts, and government disease reports, local outbreaks could have been detected two to three weeks earlier, a retrospective study estimates.\textsuperscript{27} Combining public intent and private intent data sources has also improved forecasts for Ebola in West Africa\textsuperscript{28} and dengue in Southeast Asia.\textsuperscript{29} Improved forecasting of disease outbreaks and associated population movements is essential for efficient response measures to curb incidence rates.\textsuperscript{30}

Another open and fertile source of synergy is data collected by wearables and other biotech devices. For example, the Kinsa HealthWeather app tracks fevers around the United States via smart thermometers and uses the aggregate data to create prediction models for the spread of disease. This type of application is particularly relevant in crises such as COVID-19, where timely reporting of case growth can help
accurately map disease spread and enable timely and appropriate public policy responses.

**Targeting resource allocations and responses during crises**

Approximately 20–30 million people worldwide are displaced every year because of natural disasters such as storms, floods, droughts, and geological events. Over the last decade, about 600,000 people lost their lives to natural disasters, most of them in low- and middle-income countries. Effective disaster prevention, mitigation, response, and recovery require timely, cost-effective data at fine spatial scales. However, many countries lack the adequate early warning systems and advanced geological tools to aid in this process—at times with devastating consequences. During the 2018 earthquake and tsunami in Central Sulawesi, Indonesia, the government could have minimized the human cost had the country’s warning system of buoys and seismographic sensors not been defective. As climate change continues to increase the frequency and damage of natural disasters, lower-income countries will likely bear the brunt of the economic and human impacts. Spotlight 4.1 highlights the importance of improved meteorological data for lower-income countries to confront enhanced climate risks.

Recent data innovations have revealed that non-traditional sources of private intent data such as mobile phone usage, social media activity, online queries, crowdsourcing platforms, and remote sensing technologies can facilitate disaster management. These devices and activities are not a replacement for advanced geological and meteorological equipment, which can predict disasters and offer early warnings. They can, however, help in government efforts to prevent loss and provide relief when such events occur. Various studies in both lower- and higher-income countries have found that scraping social media platforms for posts related to seismic activity produces an in situ impact profile of seismic damage similar to the ones produced by advanced geological instruments, the traditional source of such data. Similarly, Tweets have been analyzed for disaster-related keywords to detect earthquakes in Australia and New Zealand. Deidentified CDR data are a good predictor of population movement for weather-related disasters such as floods. For example, the textual content of Tweets was used to understand how people were reacting to the 2011 floods in Thailand. Messages were classified by their content to help highlight precise needs in affected communities.

The geospatial nature of social media posts can further help prioritize resource allocation in times of dire need. Moreover, combining geographic and social media analytics can enhance aid recovery efforts after a disaster. In the aftermath of the 2014 earthquake in Napa, California, researchers trained a machine learning algorithm to extract disaster-related semantics from Tweets and paired this information with geolocations to identify spatial hotspots. From these data, they were able to infer a disaster footprint and assess damage. They also learned that this method was transferrable to other social media platforms and locations, with tweaks for cultural differences in social media use. Similarly, researchers studying Hurricane Irma, which hit Florida in 2017, found that sentiment analysis on geolocated Tweets could be used to guide resource allocation. Social media and mobile records have also proven useful in tracking recovery efforts. After Hurricane Sandy slammed into the New York City area in 2012, researchers analyzed Tweet topics and sentiment to see how those who experienced the disaster were coping, compared with those who did not experience it.

Finally, governments have long used satellite imagery to assess damage in the aftermath of natural disasters. However, this imagery usually lacks the spatial resolution needed for a granular assessment. It is typically considered public intent data, but a growing number of private companies are launching their own remote sensing technologies and data collection. The start-up Cloud to Street uses private satellite data to provide near real-time flood assessments to assist disaster recovery and adaptive planning. In three days in 2018, it was able to build a flood monitoring system to help the Democratic Republic of Congo deploy resources to 16,000 asylum seekers who had sought refuge along the flood-prone banks of the Congo River. Cloud to Street leveraged high-resolution private intent satellite data with data about cropland, population, and public assets (such as roads and infrastructure) to generate real-time impact estimates served on an interactive web platform and with automated alerts. As decision-makers transitioned from disaster response to recovery, Cloud to Street transitioned to using freely available satellite images—an effort that enabled longer-term support with fewer resources.

**Mapping poverty and targeting service delivery more precisely**

Timely, reliable data on population characteristics are vital for responsive social and economic policy making. Mobile CDR and remote sensing data have
recently been used to predict poverty patterns on a granular level and in a timely fashion, thereby helping to better target government services. Use of these data sources costs a fraction of that for fielding censuses or household surveys. Similar data from social media, online engagement, and satellite imagery are reducing the constraints to collecting data on the most vulnerable and hard-to-reach populations. Moreover, the same algorithms that Google and Facebook use for online consumer marketing can be tweaked to direct resources to people living in poverty. In the same way that these tech firms predict the advertising that may interest consumers based on their digital behavior, development actors can use digital behavior to predict whether people are economically vulnerable.\(^{42}\)

Research relying on data from Rwanda reveals that past histories of mobile phone use extracted from CDRs are a reliable predictor of socioeconomic status as validated against survey data.\(^{43}\) Moreover, the researchers find that the predicted characteristics of millions of mobile phone users can be aggregated to the same distribution of wealth across the entire country or at the cluster level—approximately equivalent to a village in rural areas or a ward in urban areas—as that indicated by traditional data sources. Such highly localized poverty maps can be used to effectively target policies, programs, and resources to the poorest. These methods can also improve demographic targeting of services by gender, age, and income level. For example, CDR data have been used to identify the gender of phone users,\(^{44}\) as well as to identify the ultra-poor.\(^{45}\)

Beyond the realm of CDRs, research in higher-income countries has shown that online browsing history and social media activity can also reliably predict household income. Social media footprints were used in Spain to infer city-level behavioral measures and predict socioeconomic output, specifically unemployment.\(^{46}\) Similarly, data from Yelp reviews of retail shops were used to measure changes in gentrification and predict local housing prices.\(^{47}\) Equipped with real-time and localized insights and trends, policy makers can better inform policies to target areas that have been affected by short-term economic shocks or long-term economic shifts.

Remote sensing technology is yet another novel way to collect population characteristics, predict poverty patterns, and improve public service delivery.\(^{48}\) Researchers have relied on publicly available data from Africa to both calibrate and validate machine learning models. The Demographic and Health Survey (DHS) sponsored by the United States Agency for International Development (USAID) and the World Bank’s Living Standards Measurement Study (LSMS) surveys provide high-resolution data on household wealth and consumption expenditures. When calibrated with these surveys, satellite imagery can predict poverty. At the survey cluster level, when used with survey data from Malawi, Nigeria, Rwanda, Tanzania, and Uganda satellite imagery can explain 55–75 percent of the variation in wealth and consumption per capita. Estimates of economic well-being using this approach outperformed both similar estimates using satellite readings of nighttime light in the same countries and estimates using mobile phone data in Rwanda. Critically, this approach has been shown to work reasonably well for predicting wealth and poverty in countries when they are excluded from the sample used to train the model, suggesting the approach is scalable across other countries, at least in Africa.

**Ensuring road safety in transport and transit**

Road transport is an important element of economic development. Access to transport and mobility are highly correlated with income and quality of life. Even though lower-income countries have only half of the world’s vehicles, they account for 90 percent of road traffic fatalities. In 2011 the World Health Organization (WHO) and the World Bank launched a Decade of Action for Road Safety, and they have provided funding and technical assistance to build systems aimed at reducing injuries and deaths on the road. Despite these efforts, little progress has been reported in low- and middle-income countries, and the number of fatalities remains high.\(^{49}\)

A new and growing body of literature studies how alternative sources of data can be used to make progress toward achieving national road safety outcomes. In the public sector, for example, a study in Nigeria provided road safety agents with a monitoring system to investigate and record road safety events via mobile phone.\(^{50}\) Access to this mobile phone–based database helped disseminate information better and enabled agents to respond faster to road accidents. Such transit monitoring practices are becoming more widespread, especially in the private sector. Commercial banks in Kenya now require a tracking device in minibuses before approving loans to bus service owners. As a result, today most long-range buses in the country are equipped with GPS.\(^{51}\) This technology advancement serves the dual purpose of tracking assets under lien for the bank’s private benefit and promoting safer driving for public benefit.
Social media analytics have also been applied in the private sector to understand the traffic safety culture. A recent study in Washington State in the United States mined Twitter data to understand the patterns, behaviors, and attitudes related to road safety. The study conducted sentiment analysis based on traffic-related keywords to extract latent views on topics such as safe driving measures, accidents, law enforcement and patrolling, and accident-causing behavior. It found that sentiment analysis using social media posts can be used in developing policies to improve traffic safety relevant to specific contexts. This type of sentiment analysis could be applied in lower-income countries as well, with substantial benefits. Techniques are also being developed to fill in gaps in data on the number and location of accidents in lower-income countries. Recently, researchers developed an algorithm to identify and geolocate crashes from Twitter feeds to substantially increase the digital data available to prioritize road safety policies. Spotlight 4.2 describes how car crash danger zones were pinpointed in Nairobi, Kenya, by combining police reports and crowdsourced data.

More broadly, research in this area has focused on the transit industry to answer broader development questions in the realm of private sector development. For example, a study in Kenya found that providing bus owners with data on their employees’ driving behavior can improve firm operations. Specifically, they placed GPS devices in Kenya’s inner-city public transport vehicles and tracked a variety of data that captured driving behavior, including acceleration, jerk, location, and timestamp to measure the number of daily safety violations. The main contribution of this data innovation was to correct informational asymmetry: once minibus owners could track driving performance, drivers could receive more generous contracts for better performance. In turn, drivers operated in a manner less damaging to the vehicle, more frequently met targets, and reduced underreporting of revenues. Thus incentives between the company (principal) and the drivers (agents) were better aligned. These types of data can also provide governments with feedback to use in redesigning their road infrastructure and guide interventions to reduce accidents.

**Monitoring illegal fishing and deforestation**

Recent advances in combining public intent and private intent data are also improving the monitoring of natural resource extraction. Box 4.3 features one example: identifying illegal fishing in protected ocean waters.

Efforts to monitor deforestation have also begun to leverage public and private datasets. Combining data in this way has enabled indigenous groups to patrol their forest reserves and defend against encroachment. With the aid of open-access or cheaper private satellite imagery, cloud computing, community observations, and publicly available property maps, community-based forest monitoring has become increasingly effective in identifying encroachment. In addition, through social media and platforms such as Global Forest Watch the international community can better help local groups hold governments accountable in achieving national sustainable development commitments. Similar data are being used by companies to ensure that their suppliers are meeting sustainability standards for forest products. A recent initiative, Radar Alerts for Detecting Deforestation (RADD), was launched by the world’s 10 largest palm oil producers and buyers to monitor illegal deforestation in palm oil plantations. By funding development of a system to detect illegal deforestation using public radar imagery, property maps, and private procurement data, this initiative may signal a shift from civil society monitoring the private sector to the private sector monitoring itself to ensure that company commitments are met.

**Keeping governments accountable**

Emerging data types are enabling civil society to better monitor corruption. Utilizing crowdsourced data and web scraping, social media discussion boards are emerging as ways in which local leaders can act against corrupt officials and receive real-time feedback on the impact of anticorruption policies. Data reported in newspapers have been used to target corruption, thereby allowing civil society organizations to press for stricter governance measures. A systematic, real-time view of corruption trends can be gained from the news flow indices of corruption (NIC) constructed by the International Monetary Fund (IMF), drawing on country-specific searches of more than 665 million news articles. Regressing the NIC onto the real per capita gross domestic product (GDP) revealed that changes in corruption levels as measured by the NIC indicators were associated with 3 percent lower economic growth over the next two years. Combined with election data, NIC data have helped identify countries that had peaks in corruption before or after elections. These findings can prove helpful to international responses to corruption.

Private sector data are making it possible for international organizations and civil society actors to monitor policy and report on important events...
Box 4.3 Preventing illegal fishing in protected maritime areas

Monitoring illegal fishing in Marine Protected Areas (MPAs) is difficult because of their size and distance from land. The boundaries of MPAs are curated and made open access by the United Nations Environment Programme (UNEP) and the International Union for Conservation of Nature (IUCN). Yet identifying boats in vast expanses of the ocean requires innovative uses of data that are not publicly available. Global Fishing Watch has data partnerships with the firm ORBCOMM to access raw data from commercial trawlers’ automatic identification systems (AIS), which provides the real-time geographic coordinates of each trawler to help avoid collisions and provide other traffic services. AIS data can be combined with optical and radar imagery from satellites to detect illegal fishing activity (figure B4.3.1). By overlaying MPA boundaries on AIS data used to identify boats and determining fishing behaviors from the time spent in specific areas, researchers found that 59 percent of MPAs in the European Union were commercially trawled. In areas that were heavily fished, the presence of sensitive species (such as sharks, rays, and skates) was 69 percent lower.  

Figure B4.3.1 Public intent and private intent data can be combined to detect illegal fishing activity

Source: Infographic taken on July 8, 2020, globalfishingwatch.org. © Global Fishing Watch. Used with permission of Global Fishing Watch; further permission required for reuse.

Note: Public intent data include satellite data. Private intent data include data from trawlers’ collision avoidance systems.

---

such as elections in real time. The Inter-American Development Bank, in partnership with governments in Latin America, has launched a website that uses crowdsourced civic feedback to monitor public works projects.  Similarly, Civic Cops, a start-up in India, provides a suite of digital platforms to connect governments with civil society, notably offering a service that allows civic complaints and citizen service requests to be filed by mobile phone and directed to the corresponding public authorities. Civic engagement data
have also been used to monitor elections in lower-income countries. For example, in Sierra Leone’s 2012 elections a collection of citizen journalists traveled throughout the country and reported election activity through SMS text messages, which were then posted on a Tumblr website, pegged to a Google map, and disseminated on Twitter.61

**Benchmarking policy priorities**

Private intent data repurposed by international organizations, civil society actors, and private companies are being used to track policy goals and benchmark policy priorities. These initiatives are invaluable because they provide unique and comparable data across countries that are not collected by national governments.

The data being harvested and disseminated to promote financial inclusion have been widely recognized by policy makers as critical to reducing poverty and achieving inclusive economic growth. Partnering with the polling firm Gallup Inc., the World Bank launched the Global Findex database in 2011, the world’s most comprehensive database on how adults save, borrow, make payments, and manage risks (map 4.1). This dataset was created by adding a module to the Gallup World Poll, which offers a standing global survey that produces comparable data across countries and across time. Researchers, private companies, and international organizations use these data to understand the lives of people everywhere.62 The Global Findex database has become a mainstay of global efforts to promote financial inclusion. In addition to being widely cited by scholars and development practitioners, Global Findex data have been used to track progress toward the World Bank’s goal of universal financial access by 2020 and the United Nations’ Sustainable Development Goals (SDG Target 8.10).

Data synergies can also help in critical policy areas such as food security in both times of normality and crises such as the COVID-19 pandemic.

---

**Map 4.1** Private intent data can provide unique and comparable information not collected by national governments, such as the number of adults who lack a formal financial account

_Globally, 1.7 billion adults lacked a formal financial account in 2017_


Note: Data are not displayed for economies in which the share of adults without an account is 5 percent or less.
to combine geospatial data with farmer output and market pricing can improve the logistics and management of critical food systems. Meanwhile, international organizations have partnered with companies to create public intent surveys to track progress toward the SDGs and inclusive development. For example, in 2014 the United Nations Food and Agriculture Organization (FAO) began to add questions to the Gallup World Poll to collect data for its Food Insecurity Experience Scale (addressing SDG 2). In 2015 the International Labour Organization (ILO) and Walk Free Foundation added questions that measure the incidence of modern slavery (addressing SDG Target 8.7). Through a partnership with Facebook, in 2018 the World Bank and the Organisation for Economic Co-Operation and Development (OECD) launched the Future of Business biannual survey.63 The survey targets active micro, small, and medium enterprises (MSMEs) that host a Facebook business page. Using these data, researchers have been able to study the gender pay gap across 97 countries.64

Apart from surveys, companies are beginning to repurpose their own data for the public good. During the COVID-19 pandemic, Google began releasing updated community mobility reports for 135 countries.65 These reports rely on users’ location data to show daily changes in mobility patterns at the country or state/provincial level, such as fewer trips to transit stations, retail stores, parks, grocery stores, pharmacies, workplaces, or residential addresses. These data give public health officials and the general public a way to benchmark a region’s response to COVID-19 relative to other regions and over time. Because the data are collected systematically across countries, they can also be used to compare behavioral responses across the world. Another example of a private company repurposing its own data for public benefit is the internet speed test company Ookla, which provides a global index for internet speeds that ranks countries for their mobile and fixed broadband.66 These data can be used by governments and funders to prioritize investments in broadband coverage.

Researchers are also combining global public intent and private intent datasets to prioritize funding streams for donors. One example is in the digital agricultural space, where farmers can access extension services on their cellphones. Digital agricultural interventions offer a solution to the dearth of agricultural extension agents in many lower-income countries, where the ratio of farmers to extension agents often exceeds 1,000 to 1.67 Digital services can provide farmers with expert scientific advice based on their local field, market, and climatic conditions. Yet most small-scale farmers live in areas with lower 3G and 4G coverage than in areas with relatively high shares of large-scale farms (map 4.2 and figure 4.1).68 This

**Map 4.2** Agricultural extension services can be tailored to the slower, older broadband internet accessible to many small-scale farmers

finding suggests that the wave of digital agricultural services should focus on 2G solutions (such as voice and text messaging) to ensure that small-scale farmers are reached. Combining private intent broadband coverage data from the data aggregation company Mosaik (now part of Ookla) with public intent farm size data yields localized estimates of broadband usage at 10 square kilometer resolution. This type of analysis can be used in making decisions about the deployment of infrastructure to support the faster broadband required for digital services that depend on smartphones.

Limitations in using private intent data for development

Despite the enormous potential offered by private intent data through repurposing and synergies, several important limitations and challenges affect their use for development projects. These issues should be taken into account in the design of future research and public policy.

Data coverage and representativeness

A key limitation of most private intent data is their lack of representativeness. Private intent data are often a by-product of the use of digital technologies such as mobile phones or the internet. Having access to these technologies typically requires infrastructure resources such as electricity or broadband that are distributed unequally in lower-income countries. In addition, because smartphone ownership is skewed toward those who can afford the phones, the data collected through these technologies primarily highlight the characteristics of a relatively wealthier share of the population. A 2012 study combining CDRs and surveys found that mobile phone owners in Rwanda were wealthier, better educated, and predominantly male. Similar conclusions emerged from an analysis of the population of mobile phone owners in Kenya. The lack of representativeness is even more pronounced in social media data, which typically require that users be literate in addition to having internet access. Moreover, because of the access charges associated with internet use, only the wealthy can afford to use the internet on their mobile devices. Estimates from Ghana, Kenya, Nigeria, and Senegal suggest that less than one-third of the population uses internet on a mobile phone, and less than 15 percent in Mozambique, Rwanda, Tanzania, and Uganda. To overcome the lack of representativeness of private intent data, development practitioners often rely on statistical methods to combine them with public intent data.

One important source of alternative data is satellite imagery, which can be either public intent or private intent, depending on the application. Images collected by satellites have the advantage of being fully representative of the population, and they are well suited to picking up measures of building density that are highly correlated with population density and, by extension, economic well-being. Satellite data, however, come with an important limitation—they are typically available only for aggregated geographic units such as grids or villages. So-called “bottom-up” statistical techniques combine survey data with remote sensing indicators to permit greater geospatial precision (box 4.4).

Data profiling and discrimination

Because of the complexity and unstructured nature of private intent data, data scientists are increasingly relying on modern machine learning methods and algorithms to analyze them. These algorithms can contain millions of parameters, which can be extremely costly and time-consuming to calibrate. Machine learning experts thus typically rely on algorithms that are “pre-trained” using very large quantities of private intent data to make them easy to use for a variety of tasks. Although these algorithms are extremely useful for extracting insights from complex datasets, researchers in recent years realized that biases in the data used to calibrate these algorithms could contribute to discrimination, with adverse consequences for people’s welfare. Other research found that a machine learning tool created...
to predict the future criminal behavior of defendants in the United States embedded racial discrimination: black defendants were twice as likely as their white counterparts to be falsely classified as future criminals.75 Similarly, image search engines such as Flickr, which have been the source of training data for various computer vision algorithms, have been shown to overrepresent light-skinned men between the ages of 18 and 40, leading to poorer performance by these algorithms when making predictions of underrepresented categories such as women or minorities.76

Similar issues arise when machine learning algorithms are pre-trained using text containing racist and sexist stereotypes. Text generation algorithms trained on massive online text databases that were scraped from the web, such as the GPT-2 database created by Open AI, have been found to generate racist and anti-Semitic text in response to specific inputs.77 When trained on Google News, word-embedding algorithms aimed at measuring the similarity between words tend to propagate the sexist biases reflected in the text, highlighting similarities between “man” and “computer programmer,” whereas “woman” appears to be associated with “homemaker.”78 Arguably, such discrimination can have larger consequences in lower-income countries, which typically lack safety nets and social protection mechanisms.

Data transparency and manipulation
Both the data-generating process and the algorithms used to process private intent data suffer from a lack of transparency. The algorithms used by search engines

Box 4.4 Using statistical methods and private intent data to improve representativeness and geospatial precision

Combined data sources, by improving the representativeness and precision of survey data, enable indicators to be reported at finer spatial scales. One statistical approach to improving representativeness typically used when combining survey data with mobile phone data or satellite imagery is to average the data from different sources using a common geographic unit of analysis. For example, a welfare measure such as an asset index could be averaged across all households in a village (enumeration area). The results are then related to satellite imagery or mobile phone data. This procedure works well when extrapolating from imagery to predict average consumption for countries or large areas not covered by a survey. This method can also be used to generate local estimates of welfare within a country, provided that an appropriate statistical method is used to directly incorporate information from the sample into the estimation procedure to obtain more precise estimates.

Facebook engineers have used deep-learning algorithms to detect buildings in satellite imagery, allowing them to downscale population estimates from the census to a much finer spatial resolution. However, these methods have significant drawbacks. Predictions based on models specified at aggregate levels will generally not deliver precise estimates unless they are combined in an appropriate way with survey-based estimates. Precision is an important consideration because most national statistical offices will not publish imprecise estimates due to quality concerns. Furthermore, geographic downscaling relies on a few key assumptions. Facebook assumes the population is distributed in proportion to the “built-up area,” which leads to inconsistencies between the estimates and the census. For example, because a smaller portion of buildings in urban areas are residential, relying on built-up area to distribute population could exaggerate population counts in urban areas compared with rural ones.

An alternative method for estimating the population of small areas is to use “bottom-up” methods that draw on data from survey listing exercises rather than “top-down” disaggregation of census data. “Bottom-up” techniques offer the important advantage of being able to produce updated population estimates without a census at a fraction of the cost. They use survey data to calibrate a model that relates population in the areas sampled by the survey to remote sensing indicators. Geospatial indicators that predict population density include the geographic size of the village, the number of buildings, the extent of built-up area, and the presence of nighttime lights. The model can then be used to generate population estimates nationwide. Similar methods can be used to generate more precise estimates of nonmonetary poverty.a They likely could be applied to a variety of socioeconomic indicators, including monetary poverty, labor market outcomes, health outcomes, and educational attainment.

are not public, and they are constantly optimized to improve users’ experience. This process can lead to inaccurate predictions of policy outcomes, such as the notorious Google Flu Trends index. In 2009 a team of scientists at Google published a paper describing an innovative method to predict the number of flu cases in the United States using the volume of search terms related to the flu on Google.79 Their Google Flu Trends index was initially able to predict official numbers ahead of the US Centers for Disease Control and Prevention (CDC), until it made headlines in 2013 for incorrectly predicting twice the number of actual flu cases. Scientists investigating what went wrong realized that many search terms used as predictors were associated with the onset of winter instead of the onset of colds.80 This “overfitting” is a major concern when private intent datasets containing high-dimensional data (that is, data with a high number of features or independent variables) are used to nowcast policy outcomes that are infrequently observed. New generations of forecasting models based on private intent data should aim to rely on information coming from multiple private data sources to avoid being too dependent on the idiosyncrasies of a single source. Even when accurate, predictive models are often so opaque that their predictions cannot be easily communicated to policy makers. Because machine learning is increasingly used to shape development policies, more research is needed to make complex algorithms transparent and interpretable, thereby increasing their legitimacy and ensuring they do not contribute to unequal outcomes. More research is also needed to understand trade-offs between interpretability and predictive performance. For example, researchers have estimated models using data to predict poverty from satellite imagery in both Sri Lanka and Uganda by focusing on objects in images that correlate with standards of living such as roads, buildings, and cars.81 In each country, the interpretable model performed as well as commonly used black-box computer vision algorithms, indicating that model interpretability does not necessarily come at the cost of performance. The performance of image recognition algorithms may be constrained, however, because they are initially trained to detect a wide variety of objects using millions of images, which may not isolate the most important portions of the images for the specific purpose of predicting poverty.

An additional challenge of relying on algorithms to design policy is that they can be manipulated. People can change their behavior in response to algorithmic decision-making to trick the system and maximize their interests. For example, the nonprofit GiveDirectly facilitates direct cash transfers to poor households. As a proxy for poor living conditions, satellite imagery was initially used to target households with thatched roofs. When GiveDirectly’s methods became common knowledge, some families pretended to live in a thatched structure near their home to qualify for the aid.82 This concern about manipulation increasingly motivates the design of machine learning algorithms that assign more weight to personal characteristics less likely to be subject to manipulation.83

**Investments in data innovations: Building a culture of data**

Effectively leveraging new types of data requires investing in human capital, data sharing, and research in lower-income countries. This section describes areas in which governments, donors, and advocates of corporate social responsibility can help promote innovative uses of data for public benefit in lower-income countries, thereby helping to build a culture for the use of data and evidence.

**Investing in people**

*Building the skills of analysts and decision-makers.* Leveraging the comparative advantages of public intent and private intent data requires a long-term approach to enhancing domestic human capital in lower-income countries. Investments in human capital should focus on decision-makers and analysts. Strengthening the data and statistical literacy of decision-makers can help them understand the potential utility and limitations of these new data sources. This understanding is key for them to champion a data innovation agenda and advocate for the required human, technological, and financial resources. Analysts, on the other hand, need unique skill sets to leverage private intent data that bridge many disciplines, including statistics, economics, computer science, geographic information systems (GIS), and the multidisciplinary field of data science. Although many of these skills are akin to those needed to bolster the capacities of national statistical offices (NSOs), teams with exposure to private sector data and data systems will be able to work more efficiently across data types and foster collaboration.

At the country level, it is critical to build analysts’ skills to integrate public intent and private intent data for public policy design and evaluation. These skills include *data engineering* to manage, process, and link public intent and private intent data; *analyzing* integrated datasets using traditional statistical and econometric methods and the latest advances in machine
learning; and visualizing the emerging insights. These skills must be augmented with acute awareness of the ethics and data protection dimensions of public intent and private intent data sources. Several competency frameworks developed for big data analytics are useful for a more granular understanding of the skill sets required for data acquisition, processing, analysis, visualization, and reporting. These broad directions for capacity building focus on catalyzing the use of new data sources, in contrast to the recommendations presented in chapter 2, which focus on strengthening data production within the public sector.

Enhancing tertiary education. The long-term process of acquiring these skills begins by enhancing tertiary education. Because of the wide array of competencies that data scientists are expected to possess, university and graduate degree programs may have to be altered, particularly in lower-income countries. Students need the foundational statistical skills central to understanding and using public intent data, as well as the frontier skills in artificial intelligence (AI) and machine learning at the heart of leveraging the value from the integration of public intent and private intent data. The curricula of degree programs—in the fields of statistics, economics, computer science, and GIS—could be revised to align formal education with the practical demands of jobs in data analytics. In addition, new degree, graduate, and certificate programs with a data science theme could be established.

Promoting partnerships with universities and private companies in higher-income countries. Such partnerships can be instrumental in achieving these education goals and enhancing training in contemporary data topics such as machine learning and AI. These types of initiatives can help tailor research in lower-income countries that leverages private intent data to local contexts and hires more local researchers. This would be a welcome trend because this research field has been predominantly led by principal investigators who are not nationals of these countries.

Proficiency with AI is one of the most coveted data skill sets. It involves feeding computers large amounts of data to train them to identify patterns and make predictions. For example, seismic activity data are crunched by computers to learn how to predict earthquakes, and satellite images of agricultural areas are processed to estimate crop yields. According to an analysis of self-reported job skills on the professional network platform LinkedIn, the United States leads in AI, followed by China (see figure 4.2). Low- and middle-income countries need to catch up to these emerging trends in skills. In South Africa, the minister of communications and digital technologies argues there is no shortage of talent in the Africa region, but rather a lack of visionary policy makers to drive digitization and enable key infrastructure such as data centers and cloud computing.

Technical training can sometimes be obtained cheaply or at no cost. Some digital companies provide free online training, and their certifications often attract job seekers. Cisco’s Networking Academy has trained more than 10 million people in low- and

**Figure 4.2 Artificial intelligence specialists gravitate to the US market, no matter where they are educated**
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Note: Country affiliations are based in panel a on the headquarters of institutions in which researchers currently work and in panel b on the country in which researchers received their undergraduate degree.
middle-income countries, often in partnership with local academic institutions with no or low-cost tuition. It also offers free online courses. Although basic tech knowledge is needed to participate in these options, these offerings suggest that relevant training can be obtained in many developing countries at low cost provided good broadband internet connectivity is available. Popular cloud data management and analytical applications also feature graphical user interfaces, making it easier for those without advanced coding skills to use them.

Increasing training, mentorship, and on-the-job training. Improvements along the formal education supply chain can be augmented by on-the-job training efforts that target a broad coalition of data producers and users across the public sector, academia, and civil society. Increasing access to online training platforms (such as DataCamp and Coursera) and online degree and certificate programs, as well as free courses offered by prestigious universities in higher-income countries, can help build capacity across an impressive array of topics related to both foundational and frontier data analytics. These activities could be supplemented by continued support of emerging data science initiatives that provide scope for collaboration, mentorship, and learning, including the Deep Learning Indaba Institute, Data Science Africa conferences, and the competition platform Zindi.

Skills training companies and platforms have recently surfaced supporting the development of digital data skills in developing countries and linking trainees to employers. Upskilling platforms such as Andela and Gebeya in Africa and Revelo in Brazil train students in data analytics and software development. Andela, founded in 2014, is training young people to meet the demand for information technology (IT) talent globally and within Africa. Gebeya, founded in 2016, matches trainees with companies in Africa. And data labeling companies such as CloudFactory in Kenya and Nepal and Samasource in Kenya are creating jobs for cleaning, categorizing, and labeling data used for AI applications.

As for its continued support of short-term training and mentorship programs in lower-income countries, the international community should evaluate the conditions for achieving sustained improvements in local capacity to identify short-term capacity-building models that hold promise.

Strengthening data literacy among senior leadership and creating institutional environments that encourage the use of sophisticated data and evidence. The big push to build an army of data scientists for jobs in the public sector, private sector, and civil society must be complemented with efforts to create enabling institutional and leadership environments (see chapter 8) that place a high premium on the use of data and evidence—both internally for management of these institutions and externally for understanding and producing policies that enhance welfare.

To help strengthen data literacy, especially in low-capacity settings, regional and international development partners can leverage their expertise or technical partnerships to provide governments with technical assistance. They can also organize objective peer reviews for gauging the relevance and accuracy of complex research that hinges on the integration of public intent and private intent data sources, including efforts sponsored by international agencies themselves (see spotlight 2.2).

On the whole, strengthening the data literacy of the senior leadership of public sector institutions will not guarantee that they will seek data and evidence when designing policies, especially if their insights do not appear to contribute to the political objectives of their government (see chapter 8). As discussed in chapter 2, mutually reinforcing constraints in financing, human capital, data governance, and data demand must be overcome as part of a long-term, holistic plan backed by domestic support from politicians of the major political parties, academia, and civil society.

In the short term, strengthening human capital in NSOs and line ministries in lower-income countries in the production and use of public intent data will indirectly contribute to the pool of skill sets required for public intent and private intent data to be integrated into official statistics and knowledge products generated within the public sector (see chapters 2 and 9 for further discussion). International organizations can provide these institutions with technical assistance to cultivate open data practices and to build skills in the creation and dissemination of public use census, survey, and administrative datasets that are subject to international best practices in deidentification. This effort can catalyze downstream research that brings together public intent and private intent data sources.

Statistical capacity-building projects financed by international organizations and traditionally focused on the production and use of public intent data should be expanded systematically to allow for investments in skills critical to the integration of public intent and private intent data sources. NSOs could establish a business line on experimental statistics (that is, statistics that leverage new data sources and methods to better respond to users’ needs and can be viewed as official statistics “in the making”). This business line would provide a more direct route to investing in staff
who can conduct cutting-edge research grounded in synergies among public intent and private intent data sources.46

Revamping NSOs to perform nontraditional roles with private intent data. In general, for NSOs to maintain relevance in a landscape in which they no longer generate the majority of the data, they should be empowered data stewards endowed with qualified staff who can perform nontraditional roles. NSOs must be able to field requests for accessing confidential data that can be used to calibrate and validate models that fuse public intent and private intent data sources. By pursuing a work program on experimental statistics, NSOs should aspire to be proactive contributors to research that would assess the public intent data requirements of synergistic applications. The Data Science Campus in the United Kingdom's Office for National Statistics (ONS) is an example of a unit in an NSO that is tasked with leveraging the latest advances in data science and the synergies between public intent and private intent data sources to serve the public good. The Campus works on data science projects not only for the ONS, but also for the UK government as well as international organizations in collaboration with partners from academia and the private sector.47 Twinning arrangements between the NSOs in high-income countries with similar initiatives and NSOs in low- and middle-income countries can be one way to strengthen NSO capabilities in low-capacity environments to create units akin to the ONS Data Science Campus.

NSOs will also need to grapple with data protection issues. They must, for example, determine whether spatially deidentified data are sufficient for calibration purposes and what minimum volume and scope of confidential data will have to be accessed for specific applications. NSOs also can carefully identify applications in which access to confidential data are not required. However, accommodating requests for applications with well-defined and well-articulated confidential data needs or responding to time-sensitive requests tied to immediate policy needs (such as a humanitarian or disaster response) ultimately require that NSOs have personnel who are trained in data protection and law and who can enter into and enforce data sharing agreements to mitigate data protection risks. To fulfill these roles, NSOs must receive a significant infusion of financial and human capital and should consider actively engaging—at least in the short term—international organizations or academic institutions and research organizations, at both the local and international levels, to bridge the gaps in internal institutional and technical capacity.

Investing in data accessibility. Accessing private intent data remains challenging, especially in lower-income countries. Large barriers, such as protecting customers and maintaining competitive advantages, prevent companies from sharing their data. In addition, pulling data from a company's database requires computing and human resources that are typically outside of a business’s key performance indicators. If a public organization has poorly formulated requests for a company's data, compiling and exporting data can become a time-intensive burden on companies. Even if a company is willing and able to share its data, because of the diversity of private intent data types it is difficult to create standards to share data. Shared data must have clear documentation, be in a usable format that is interoperable with other private and public datasets for integration, and have been deidentified. Creating these types of standards may require third parties to coordinate efforts and will place more resource burdens on companies.

Utilizing data collaboratives and research partnerships. These cooperative arrangements are essential ways for different sectors, research institutions, and governments to share data. The Open Data Lab describes data collaboratives as moving beyond public-private partnerships to pool data resources that researchers use for public benefit.48 A successful example can be found in Nairobi, Kenya, where researchers have partnered with local government agencies to develop spatially integrated road safety datasets with inputs from administrative, social media, private, and traditional sources (see spotlight 4.2 for details).

Data collaboratives can be coordinated by civil society or universities, or through corporate social responsibility programs. Facebook's Data for Good initiative is an example of how technology companies can be incentivized to share their data through corporate social responsibility programs. By leveraging customer data and engaging with civil society and university partners, Facebook is offering a suite of innovative datasets intended to aid public policy decisions. Offerings range from mobility data and downscaled population maps to data on electric grid coverage.

Data collaboratives and research partnerships could provide companies’ application programming interfaces (APIs) and cloud services through tiers made available to the public sector. Social media platforms such as Twitter provide APIs so that users can download their text data using free tiers.

Private companies could be encouraged to share their data at reduced cost for public initiatives, with special grants for researchers or tax breaks for the
data provider. Cloud computing services, such as Google Cloud and Amazon Web Services, are offering small education grants to researchers to access the computing infrastructure needed to leverage these datasets, which are often large. Flowminder, a Swedish nongovernmental organization, provides code, instructions, and support for mobile network operators to aggregate, deidentify, and share their CDR data. Their open-source tool, FlowKit, provides APIs, code, and databases to aid companies sharing these sensitive records with researchers.99

Trusted intermediaries are building platforms that provide researchers with private intent data or facilitate sending programming code to private companies, which can, in turn, run the code with their private intent data on behalf of the researcher and share aggregated research insights. Opportunity Insights, a nonpartisan, nonprofit research organization based at Harvard University, offers a Track the Recovery platform that gives researchers access to near real-time economic data to understand the COVID-19 policy response in the United States. As the broker of the data sharing agreements, Opportunity Insights deidentifies data to facilitate sharing by protecting customers’ and companies’ data. For example, they protect companies’ data through aggregation and by creating relative indicators that mask actual revenue and profit. OPAL (“Open Algorithms”) takes a different approach. OPAL is a nonprofit partnership created by groups at MIT Media Lab, Imperial College London, the financial company Orange, the World Economic Forum, and the Data-Pop Alliance. Its platform allows researchers to send companies certified open-source algorithms that are then run behind the companies’ firewalls.

Despite the promise of these innovative data-sharing pathways, many are not available in lower-income countries. For example, these countries rarely participate in data collaboratives, according to data compiled by the Open Data Lab.100 A similar trend can be seen in the limited number of studies on lower-income countries that leveraged private intent data in the early stages of the COVID-19 pandemic (box 4.2). More investments are needed in accessing private intent data for public benefit in lower-income countries.

Investing in research
Investments in research are needed to develop methods and enable lower-income countries to grow research programs that leverage private intent data for public policy. The research community can achieve quick wins by focusing on foundational areas such as testing whether validated methods in one region translate to contexts where data are sparse. Over the longer term, research strategies would benefit from building validation and training datasets in lower-income countries to avoid issues similar to data profiling and discrimination when using pre-trained models from higher-income countries. The selections that follow describe some of the high-priority research needed to advance the use of private intent data for public benefit in the short and long term.

Shorter-term research needs. Because much of the current innovation in using private intent data is led by researchers and technology companies in higher-income countries, many of the available methods are not tailored to the development context.102 Even when a solution is developed for and validated in a particular lower-income country, understanding whether and when the solution can be extended to other lower-income countries can enable research in data-sparse contexts. For example, even though international phone call usage correlates with wealth more strongly in Rwanda than in Balkh province in Afghanistan, such a finding can still be useful in contexts such as Balkh province.103 Similarly, granular poverty maps that use digital trace data from mobile phones hold great potential for better targeting social services, but the patterns that algorithms use to make poverty predictions may differ from context to context.104 Research is needed to determine when granular poverty estimates created for one country can be transferred to another country and when they will lead to misleading maps.

In the short term, researchers also need to produce methods that preserve privacy while combining public intent and private intent data. As more datasets are made available to researchers and decision-makers, more opportunities arise to reverse-engineer traditional deidentification methods. If these risks are not eliminated, individuals and companies may be reluctant to share their data. One example of how public intent data are being designed to prevent de-anonymization is the GPS data collected from household surveys for the Demographic and Health Survey and the Living Standards Measurement Study. Even if surveys collect GPS-based locations for communities and households, the resulting data are not included in public use datasets to ensure the confidentiality of respondents. Any third-party user that obtains DHS- or LSMS-type survey data has access only to spatially offset locations of survey enumeration areas. For example, a household’s location is represented using the 10 square kilometer area
third-party users. The Social Science One initiative, the level of risk tolerance and the number of potential models for use of mobile phone data, depending on risks while maximizing the informative potential of frameworks have been proposed to mitigate privacy concerns about data protection have limited the eagerness to share data, even in critical times such as during the Ebola crisis. Historically, data deidentification techniques have maintained equilibrium between the producers and consumers of data, preserving individuals’ privacy while limiting information loss. However, deidentification techniques have proven to be increasingly imperfect with high-dimensional private intent data. Despite the use of standard deidentification techniques, one study found that four data points were enough to reidentify 95 percent of individuals in a mobile phone dataset of 1.5 million people. In this context, new data sharing frameworks have been proposed to mitigate privacy risks while maximizing the informative potential of private intent data. Researchers have proposed four models for use of mobile phone data, depending on the level of risk tolerance and the number of potential third-party users. The Social Science One initiative, which allows researchers from academic institutions to access Facebook data at scale, is an example of how new data sharing frameworks could be applied to access private intent data, paving the way for future public-private collaborations. As noted, more research will be needed to design methods that allow the privacy of private intent data to be protected, while minimizing the loss of precision associated with using these data in applications aimed to inform public policy.

In a context of low data and coding literacy, off-the-shelf programming tools can lead to more effective and responsible use of private intent data. Flowminder’s FlowKit is an example of an open-source solution that helps companies to deidentify, clean, and export their data effectively for policy applications. Using FlowKit, Flowminder and its partners have been able to rapidly integrate CDRs into the COVID-19 response. Aequitas is another open-source toolkit that provides an intuitive way to audit machine learning models for discrimination and bias. These types of tools enable researchers to access data and companies to share data without the need for specialized skills to collate and deidentify the datasets. Ideally, these research tools should be designed to promote access to data and to share technical knowledge between lower-income countries, from higher-income countries to lower-income countries, or from lower-income countries to higher-income countries. Research funding would not only operate on short-term project cycles but also support the institutional setup of research labs and institutes in lower-income countries.

Longer-term research needs. These needs include devising best practices and quality standards. Most decision-makers will not be well versed in the latest data methods. Best practices and quality standards can facilitate trust in leveraging new data types for policy. These types of standards and governing institutions are available for public intent data. Conceivably, then, they could be translated for private intent data. For example, traditional data collection using sample surveys has many imperfections, but by studying them extensively, the research community has come up with ways to address them or quantify the errors they introduce. In the same way, researchers need to study the limitations of private intent data and develop the appropriate quality standards for their use in public policy. For example, there is currently no consensus on the criteria needed to determine whether a poverty map is fit for use in resource allocations.

International organizations can play a major role in this process by providing platforms for discussing, formulating, and promoting these practices and standards (see spotlight 8.1). The working groups established under the auspices of the United Nations Statistical Commission on household surveys, open data, and big data may provide insight into the types of commissions that could be established.

Coordinating investment
In the longer term, coordinated investment in high-quality training data from lower-income countries will also be needed. Currently, private intent data are mostly repurposed for machine learning applications, which require high-quality data collected on location via remote sensing to train algorithms. For example, over the last five years pioneering research on small-scale farming systems has successfully combined high-quality georeferenced survey data with high-resolution, multispectral satellite imagery from public sources (Sentinel-2) and private sources (Planet and Maxar, formerly Digital Globe) to obtain crop yield estimates on individual plots. These efforts have shown the importance of using high-quality ground data—including georeferenced plot outlines and objective measures of crop yields—to calibrate and validate remote sensing models that can, in turn, churn out high-resolution grids for crop types and crop yields for entire regions and countries.

One of the challenges preventing the rapid scale up of these efforts is the lack of knowledge on the required volume and content of georeferenced
microdata that should be collected through surveys to inform downstream remote sensing applications capable of meeting needs for spatially disaggregated estimation and reporting. These challenges could be addressed by research. Similarly, to analyze natural language data to, for example, measure attitudes on certain topics in the population, researchers typically rely on pre-trained language models (that is, models already trained on a large corpus of text). The lack of these pre-trained language models in languages other than the major ones has been a barrier to the analysis of text data in low- and middle-income countries. If the people in these countries are themselves the designers, curators, and owners of location-specific, high-quality training data to test private intent data, the center of research gravity would naturally shift toward lower-income countries.

Table 4.1 summarizes selected short- and long-term research needs. Answers to the questions listed in the table will vary in accordance with the development

<table>
<thead>
<tr>
<th>Research area</th>
<th>Examples of research gaps</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Societal impacts</strong></td>
<td>• How do we ensure that algorithmic-based policy making can lead to fair outcomes?</td>
</tr>
<tr>
<td></td>
<td>• How can we increase the transparency and interpretability of policy predictions using private intent data?</td>
</tr>
<tr>
<td></td>
<td>• How can we design algorithms that can be safeguarded against manipulation?</td>
</tr>
<tr>
<td></td>
<td>• What are the trade-offs between granularity and precision, and what is the optimal mix for targeting of development programs?</td>
</tr>
<tr>
<td><strong>Quality standards</strong></td>
<td>• How can standards be created, agreed on, updated, and communicated to the general development community? Who needs to be part of these conversations?</td>
</tr>
<tr>
<td></td>
<td>• To ensure that policy makers can trust and use results, what should the standards be for accuracy and precision for frontier applications that use private intent data or that combine public intent and private intent data?</td>
</tr>
<tr>
<td><strong>External validity</strong></td>
<td>• How promising is the approach of building models in countries that have data and applying them to countries with limited data?</td>
</tr>
<tr>
<td></td>
<td>• How can issues akin to data profiling and discrimination be avoided when using pre-trained models from higher-income countries in cases of novel development use?</td>
</tr>
<tr>
<td></td>
<td>• To what extent can applications that combine public intent survey data with private intent data predict values calculated from census data within a country?</td>
</tr>
<tr>
<td><strong>Machine learning</strong></td>
<td>• How does the approach to machine learning and spatial feature selection need to change from common machine learning tasks to more specialized tasks that will aid development policy?</td>
</tr>
<tr>
<td></td>
<td>• Which features best predict spatial variation in development outcomes in different contexts? What are the trade-offs between predictive accuracy and cost?</td>
</tr>
<tr>
<td><strong>Training and validation data</strong></td>
<td>• What should be the required volume of and approach to public intent data collection for calibrating and validating machine learning algorithms that combine public intent and private intent data?</td>
</tr>
<tr>
<td><strong>Deidentification</strong></td>
<td>• How do deidentification methods need to change to protect individuals and companies when private intent data are used for public benefit?</td>
</tr>
<tr>
<td></td>
<td>• How does (spatial) deidentification of public intent data affect the accuracy and precision of applications that use public intent data to calibrate and validate machine learning algorithms that combine public intent and private intent data?</td>
</tr>
<tr>
<td><strong>Capturing longitudinal change</strong></td>
<td>• How do accuracy and precision differ in applications that aim to estimate longitudinal change versus obtaining cross-sectional predictions for the same development outcome?</td>
</tr>
<tr>
<td></td>
<td>• What features best predict longitudinal change in different contexts?</td>
</tr>
<tr>
<td></td>
<td>• How can we ensure the stability over time of algorithms aimed at predicting changes in policy outcomes?</td>
</tr>
<tr>
<td></td>
<td>• When public intent survey data are combined with imagery—specifically, spatial features (predictors) extracted via deep-learning techniques—in order to derive high-resolution estimates of a development outcome, how do the spatial, spectral, and temporal resolution of satellite imagery affect the accuracy and precision of the predictions for the outcome of interest?</td>
</tr>
<tr>
<td></td>
<td>• Do these effects vary based on the decisions on the size of satellite imagery grids that are processed for extracting spatial features?</td>
</tr>
</tbody>
</table>

---

Table 4.1 Selected research gaps to be addressed to advance the use of private intent data for development

a. External validity relates to the research findings of one location holding true in another location.

b. The term deidentification is used instead of anonymization because, although data are processed to deidentify any individual, these data may become identifiable in the future as computing and machine learning advance. Thus data may never be truly anonymized.

c. “Spectral” refers to different wavelengths on the visual spectrum. Satellite images typically have multiple “bands” that capture different spectral ranges.
outcome/process that researchers are aiming to better measure and understand through the use and augmentation of private intent data. For example, the requirements for high-resolution estimation of population density will differ from requirements for estimating crop yields.

The growing availability and use of private intent data for development purposes have potentially large benefits, especially when paired with public intent data. However, the way forward requires a conducive and enabling environment that trains both analysts and higher-level decision-makers to consider critically issues of data protection, discrimination, manipulation, representativeness, and transparency.

Repurposing and combining public intent and private intent data are central to getting more value from data, but the benefits must be shared equitably while safeguarding against harmful outcomes. Part II of this Report describes the building blocks of a social contract that enables such data flows, including infrastructure policies, legal and regulatory frameworks for data, related economic policies, and the institutions of data governance.
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2. Chetty et al. (2020); Oliver et al. (2020).
7. IEAG (2014).
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33. BBC News (2018); CNN Indonesia (2018).
34. Bengtsson et al. (2011); Lu, Bengtsson, and Holme (2012); Wilson et al. (2016).
37. Kongthon et al. (2012).
39. Sentiment analysis is the process of computationally identifying and categorizing opinions expressed in a piece of text, especially to determine whether the writer’s attitude toward a topic or product is positive, negative, or neutral. See “sentiment analysis,” Lexico, Oxford University Press, https://www.lexico.com/en/definition/sentiment_analysis.
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