Main messages

1. Businesses are reaping tremendous value from both data created through businesses’ economic activities and data shared by governments. Used as an input in data-driven decision-making, those data can spur innovation in products and services and reduce transaction costs, ultimately boosting productivity, export competitiveness, and growth.

2. Use of data in the production process of firms may help tilt the playing field toward poor people and underserved populations (who can trade across platforms and access free services) by reducing fragmentation in markets. However, it can also exacerbate domestic inequalities where foundational skills, infrastructure, and finance are not widely available in countries.

3. Use of data by businesses can also tilt the playing field away from poor countries, whose local enterprises may struggle to compete with large global players in part because of economies of scale and scope from data.

4. Although the use of data in the production process presents many opportunities to solve development challenges, policy makers should heed the risks this use presents for the concentration of economic power, patterns of inequality, and protection of the rights of individuals.
Creating value and solving development challenges through data-driven business models

For millennia, farming and food supply have depended on access to accurate information. When will the rains come? How large will the yields be? What crops will earn the most money at market? Where are the most likely buyers located? Today, that information is being collected and leveraged at an unprecedented rate through data-driven agricultural business models. In India, farmers can access a data-driven platform that uses satellite imagery, artificial intelligence (AI), and machine learning (ML) to detect crop health remotely and estimate yield ahead of the harvest. Farmers can then share such information with financial institutions to demonstrate their potential profitability, thereby increasing their chance of obtaining a loan. Other data-driven platforms provide real-time crop prices and match sellers with buyers.

For remote populations around the world, receiving specialized medical care has been nearly impossible without having to travel miles to urban areas. Today, telehealth clinics and their specialists can monitor and diagnose patients remotely using sensors that collect patient health data and AI that helps analyze such data.

Innovations like these herald the promise of business models that apply data to create new and better goods and services, helping to address development challenges in the process. Both private intent and public intent data are increasingly being used by firms to create value in the production process. At the same time, data are continually being produced as a by-product of economic activity, creating digital footprints that drive the data economy. With their growing capacity to collect, store, and process that data, businesses find that their ability to extract value from this data has been rising exponentially in recent years.

The COVID-19 crisis has created urgent demands for the private sector to adopt data-driven solutions to deal with the pandemic and increase resilience and productivity for recovery. Big Tech companies have been one of the few winners during the crisis as consumers purchase more goods and services online. As businesses shift toward recovery, the new reality will likely accelerate trends toward data-driven technologies that allow for automation and traceability in value chains.

For all their promise, however, the accelerating pace of these trends also comes with risks related to the concentration of economic power, greater inequality, and protection of the rights of individuals. The degree to which individuals can benefit from the data-driven economy—including consumers, entrepreneurs, and job seekers—will differ according to their access to finance, education levels, skills, and technology. In charting a way forward, policy makers—across all stages of development of their country’s data-driven economy—should remain alert to these risks so that the use of data by firms contributes to broadly shared benefits.

The role of data in the production process of firms

The role of data in the production process can be conceptualized in different ways, depending on the specificities of the firms, industries, technologies, and types of data being considered. There is as yet no overarching theory or consensus on the role of data in the production process. The categories that follow summarize various ways of understanding the role of data in the creation of value by firms—as a factor of production, as a productivity enhancer, as a by-product, or as an output.

Data as a factor of production. For some firms, data are considered an input central to their business, essential to fulfillment of their core objectives. In this context, data have been referred to as a factor of production—one a par with labor, capital, and land—that is a primary determinant of output and productivity. For example, many social media platforms are built around monetizing their users’ data for advertising.

Data as a productivity enhancer. Data may also be conceptualized as a driver of total factor productivity (TFP). Increases in TFP reflect a more efficient use of factors of production often thought to be driven by technological change. Businesses use data along with various technologies to become more productive by improving their business processes, learning more about their clients and customers, developing new products, or making better data-driven decisions. In this context, the addition of data to the production process makes the main factors of production more efficient, leading to better performance. According to one study, in the US health care sector the use of big data has been associated with a 0.7 percent increase in productivity growth per year. Other studies have found that among 179 large publicly traded US firms the adoption of data-driven decision-making has led to an increase in productivity of 5–6 percent. Data as a by-product of the production process. Data are often passively created as a by-product of economic activities. For example, call detail records (CDRs) are a by-product of telephone usage. Observed data
on consumers’ browsing and buying patterns are a by-product of online e-commerce. Data created in this way can be used in the production of new products or services, either by the firm that produced the original data or by other firms with which the data are shared, such as under commercial arrangements. For example, e-commerce platforms use data created as a by-product of transactions on their platform to improve their product offerings; credit card companies sometimes sell their transaction data for a specific location to firms involved in tourism in that location; and new firms use CDRs for commercial purposes, including analytics and advertising.¹

Data as an output. For some firms, data are the primary output of the production process. Examples are data intermediaries, including rating services such as Nielsen; pollsters such as Gallup; and data aggregators such as dataPublica.² These data are then used either by other firms in their production processes or by government in policy making.

In all cases, data have a role in creating value for the economy, but the way in which data play into the production process differs by context.

Pathways to development
Whether the use of data in the production process is conceptualized as a factor of production or a driver of productivity, its transformative effects on development can be summarized by four channels:

1. Quality improvements in existing products and services. This channel includes the use of data-driven decision-making to provide consumers with better health diagnostics, better credit scoring, better search results, and more personalized product recommendations.

2. Cost reduction in delivering products and services. Data and analytics can reduce the costs of delivery, which can then lower prices (subject to markets being sufficiently competitive). For example, better credit scoring can reduce the cost of delivering loans and lead to lower interest rates on loans. Sensor-based agricultural devices and platforms that take and analyze soil readings can inform farmers how much fertilizer they should apply, which should reduce wastage and costs.

3. Greater innovation in development of new products and services. Examples include the development of new financial products, smart contracts and supply chain tracking services, new products that rely on applications such as online maps or translation, and new consumer goods based on analysis of purchasing trends.

4. More effective intermediation and lower transaction costs. Platform firms can help solve market failures and lower the entry and transaction costs for firms that connect to those platforms. This happens in part by reducing information asymmetries, thereby increasing trust in those firms. Distributed ledger technologies (DLTs) not only can reduce transaction costs but also enhance trust through secure transactions. Better intermediation can disrupt traditional market structure and reduce the market power of intermediaries, particularly in sectors such as agriculture where they have traditionally played a central role in the value chain.

These four channels to increasing the impact of data on development are driven by two key effects. First, analytics applied to data can reveal patterns that allow better data-driven decision-making. Second, data can help to facilitate transactions, including by matching the suppliers of goods and services with those who demand them. In this way, the use of data can help overcome market failures, with positive effects on productivity, growth, jobs, and welfare (figure 3.1).

Data-driven businesses and the technologies that help them create value
Data-intensive analytics can be used to discover new insights, enhance decision-making, and optimize processes. When data are characterized by the “3 Vs”—volume, velocity, and variety—they can serve as inputs to big data analytics. Such analytics typically require new methodologies and technologies to enable enhanced decision-making (box 3.1). This chapter focuses on the development impact of business models that use data-intensive technology or analytics as their key value drivers, whether they are technology firms (the providers of data-intensive technological solutions) or traditional firms and entrepreneurs (the adopters of data-intensive technologies).

Firms may use various data-driven technologies by themselves or in combination. A key business model that has emerged using data-intensive technologies are data-driven platform businesses, which use data, along with AI/ML and other analytics, to intermediate between distinct user groups to match supply with demand. By overcoming informational asymmetries and reducing search costs, these businesses facilitate market exchanges and generate more data on users and their behavior. Some may also use a combination of other technologies. For example, the platform GrainChain uses DLT to broker secure transactions
Box 3.1 Technologies and methods that support data-driven decision-making and intermediation

Technology that supports data-intensive analytics: artificial intelligence, including machine learning
Artificial intelligence (AI) and machine learning (ML) can help firms analyze their data with less manual effort. AI is the development and use of any device that perceives its environment and takes actions that maximize its chance of success of reaching a defined goal (including learning and adapting to its environment). It is not a single technology but a family of technologies. Machine learning is one application of AI. The algorithms that underlay AI rely on inputs of large amounts of data to learn and produce accurate and valuable insights. Based on adoption patterns, studies predict that firms responsible for about 70 percent of economic output will have adopted at least one type of AI technology by 2030.

Data-intensive analytic applications and big data analytics sometimes require that data be processed in different formats and distributed across different locations. These may include cloud computing, bio-inspired computing, or quantum computing. They also require the capacity to store big datasets and to clean them to correct inaccuracies.

Technology that collects data and actions insights from analytics: smart devices and devices connected through the Internet of Things (IoT)
Devices include sensors and monitors that generate data. Smart devices rely on these “machine-generated” data to improve their operations, often using AI. Devices are increasingly being connected to the IoT, which allows them to receive and send data from and to other IoT devices on ground moisture, climate and air quality, individuals’ health metrics, firm asset performance, and the movement of goods through supply chains. IoT and machine-generated data from devices are poised to multiply exponentially the data generated by businesses, with potential for development in agriculture, health, manufacturing, and transportation (such as driverless vehicles). IoT devices already exceed the number of internet users and are forecast to reach 25 billion by

(Box continues next page)
between buyers and sellers of agricultural commodities, while employing Internet of Things (IoT) devices to accurately measure variables such as commodity weight. In those platform businesses that earn a significant proportion of their revenue from advertising, data collected through the platform are used to inform that advertising. Platform models are a key focus of this chapter and of many of the economic policy issues raised in chapter 7 because of their importance to low- and middle-income countries.

The extent to which data-intensive technologies can be deployed relies on the presence of key infrastructure, most fundamentally network coverage. There is also the challenge of bringing more people online, especially in countries with a gap between the number of people who have access to networks and those who are online. This gap is a function of affordability, the existence of local content, and digital skills (see chapter 5). As more people and devices come online and data usage matures, the network capacity needed will grow, requiring sufficient spectrum to be made available for mobile use—especially in lower-income countries where mobile is the predominant technology. Although 4G technology is sufficient for many IoT uses, 5G will be needed for those uses that require ultra-reliability and low latency such as smart energy grids and autonomous vehicles. Reliability of connection is important for DLT applications that must keep a reliable and consistent record of data. Storage and analysis of the data generated through IoT devices and platform business models depend on cloud computing (remote storage and processing infrastructure) and the ability to transmit data over the internet to data centers either locally or abroad. Beyond data infrastructure, most technology applications require a suite of other foundational systems to create value, including reliable payment systems and logistics networks, transport infrastructure, and address systems. Data infrastructure policy is discussed further in chapter 5.

Figure 3.2 summarizes how data are used as an input to and produced as a by-product of economic activity. It illustrates how data created through economic activity can be used as an input to either the same economic activity or new activities.

Focus on platform firms in low- and middle-income countries

Platform businesses, one of the most ubiquitous and transformative data-driven models today, reduce transaction costs and alleviate market failures. Ranging from start-ups to businesses operating at scale, they are a mix of both locally grown and foreign firms, and they are expanding across low- and middle-income countries. More than 300 digital platforms headquartered in Africa were active across major Sub-Saharan African economies as of 2020. In Asia, a study looking at local platforms that had reached scale identified 62 major local platforms with an individual market capitalization of at least US$800 million as of 2016, half of which were located in China.

The diversity of new platforms is evident in recent research examining both start-ups and scaled platforms. At least 959 platform firms have established a physical presence in a sample of 17 low- and middle-income countries from all regions across four sectors that are important for jobs or economic productivity: e-commerce, transport and logistics (including both freight and passenger transport), agriculture, and
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2025, with the introduction of fifth-generation (5G) wireless technology.

Technology that creates transparency and trust in data records: distributed ledger technology, including blockchain

Distributed ledger technology (DLT) is a distributed database in which data are recorded, shared, and synchronized across the nodes (or devices) of a network. Blockchain is a type of DLT whereby information is consolidated into “blocks” that are linked in a way in which they can add information layers to the ledger, which cannot be changed (in an “append-only” fashion). Blockchain records transactions, tracks assets, or transfers value between two parties in a verifiable and permanent way without the need for a central coordinating entity. Because everyone participating in the blockchain can see all transactions, the technology engenders peer-to-peer trust and has several applications, including enabling payments, smart contracts, supply chain tracking, and resolving data protection and security issues in the IoT.

In the sample, Bangladesh, Brazil, Indonesia, Kenya, and Nigeria have relatively high numbers of platform firms when controlling for gross domestic product (GDP) per capita (figure 3.3, panel a). Across the countries in the sample, most platform firms are recent entrants—55 percent were established in the past five years. Only 11 percent of firms were established more than 10 years ago. Firms also tend to be small—over 80 percent have 50 or fewer employees, and almost half (47 percent) have 10 or fewer (figure 3.3, panel b). Most firms have remained active (defined as having an active and up-to-date online presence) since they were established; the average share of firms currently active across regions is more than 80 percent. Sub-Saharan Africa is an outlier: nearly half of its firms appear to be inactive.

E-commerce has the highest share of platform firms in 82 percent of countries in the sample, with the highest shares in South Asia and the Middle East and North Africa and the lowest in Europe and Central Asia. The agriculture sector tends to have the smallest share of firms across regions, with the exception of Sub-Saharan Africa. The importance of e-commerce in the data economy is also reflected in web traffic. Although local data-driven firms are on the rise in low- and middle-income countries, foreign-headquartered firms have a significant presence, underscoring the global nature of the data-driven economy. Their presence is also a reminder that the platform economy is still nascent in lower-income countries relative to high-income economies (partly due to issues around trust, lack of digital skills, and lack of access to finance). Of the top 25 websites in terms of traffic in the 17 low- and middle-income countries sampled, 59 percent belong to firms with foreign headquarters on average—but, however, the figure varies across countries (figure 3.4). Although the presence of firms from high-income countries in lower-income countries is
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**Figure 3.2 The role of data in economic activity**

[Diagram showing the role of data in economic activity]

*Source: WDR 2021 team.*

*Note: AI = artificial intelligence; DLT = distributed ledger technology; IoT = Internet of Things.*
Figure 3.3  Platform firms are numerous in some lower-income countries but tend to be small
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Note: Panel a shows the number of platform firms and platform firms weighted by gross domestic product (GDP) per capita in selected low- and middle-income countries The total sample of platform firms is 959. Per capita GDP is in constant 2010 US dollars for 2019. Panel b shows the share of firm sizes in terms of number of employees by region in a sample of 595 active platform firms.

Figure 3.4  The importance of domestic versus foreign-headquartered firms differs across countries as indicated by firm share of top websites
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Note: The figure shows the percentage of websites for firms with foreign headquarters versus domestic headquarters among the top 25 websites per country based on traffic. Headquarters is understood to be the global headquarters, not the domestic or regional office. Total sample size is 425 websites.
widespread, the opposite is not true. Only 15 percent of digital firms headquartered in Sub-Saharan Africa operate outside the region, and the majority of those have expanded to the Middle East and North Africa.15

The leading global platforms are highly relevant to the digital ecosystems of lower-income countries and their citizens, particularly for online search and social media. Google, YouTube (which is owned by Google), and Facebook are among the top 10 most visited websites in 62 of 77 low- and middle-income countries (figure 3.5, panel a). These platforms also have the highest average daily time spent on the site per user globally (figure 3.5, panel b). In online markets where firms compete for the attention of viewers, such popularity can significantly intensify these platforms’ market power in advertising (which is, in turn, important for suppliers of other products) and increase the amount of data being collected about users. Google’s Next Billion Users initiative is specifically aimed at developing products and services for lower-income countries. Facebook has launched an app aimed at providing free data in lower-income countries. WhatsApp (owned by Facebook) is by far the most used mobile application globally in terms of time.6 Because of the global nature of these firms, dynamics in overseas markets that affect the strategies and policies of these large platforms will have repercussions for those in low- and middle-income countries.

Data traffic over the internet is also highly concentrated in a few companies. Six US companies generate more than 40 percent of the world’s internet data flows (figure 3.6, panel a). Across the top 25 websites (by traffic) in the 17 sampled countries featured in figure 3.4, some 60 percent is owned by five firms headquartered in the United States (Google, Microsoft, Facebook, Verizon, and Amazon). Significant non-US parent companies include Naspers (headquartered in South Africa), Alibaba (China), and Jumia (which has its operations largely in Nigeria)—see figure 3.6, panel b.

Data inputs for economic activity

The “digital footprint” and data collection by firms

Everything a digital user does leaves a trail, whether it is making a phone call, sending a text, conducting an online search, posting on social media, or making a digital transaction. The digital footprint of an individual or business is their collection of traceable digital activities and communications on the internet or other digital media. Data collected through devices—particularly IoT devices—can also capture insights on individuals and firms. For firms, such insights are gained from data on throughput and efficiency, spare capacity, and asset quality, among other things. For individuals, they typically involve health and biometric data.

Digital footprints can be actively created when a user makes a choice to share information, such as by posting on social media or volunteering information to register for services. Or they can be passively

Figure 3.5 Users visit and spend more time on Facebook, Google, and YouTube than other websites

<table>
<thead>
<tr>
<th>Country Income Group</th>
<th>Facebook, Google, and YouTube Share (%)</th>
<th>Average Daily Time Spent per User (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-income</td>
<td>94</td>
<td>13.12</td>
</tr>
<tr>
<td>High-income</td>
<td>100</td>
<td>17.42</td>
</tr>
<tr>
<td>Middle-income</td>
<td>78</td>
<td>13.04</td>
</tr>
<tr>
<td>Others (average)</td>
<td>7.01</td>
<td>7.01</td>
</tr>
</tbody>
</table>


Note: Sample of 1,270 websites (top 10 websites in 127 countries).
created, when data are left behind as a by-product of other activities such as an Internet Protocol (IP) address, search history, or internet clicks. Firms typically collect both active and passive data. Often, this information is collected at exceedingly high frequency and microgranularity.

Big data and ML algorithms enable firms to draw inferences about the characteristics of individuals (such as attitudes and socioeconomic status) and other businesses (such as performance, capacity, and reputation). In low- and middle-income countries, digital footprints are best known for their ability to predict repayment behavior. However, applications also extend to the development of new products and improvements in service delivery across the economy, to the development of analytical tools for businesses, and, importantly, to the creation of consumer profiles that can be used to sell advertising services—a practice that ultimately subsidizes many of the “free” products that consumers use today. A number of risks have been identified and concerns raised about these methods and applications. These are discussed later in the chapter.

Data collected through mobile phone use has been one of the fastest-growing sources of user information and behavior. CDRs held by mobile network operators (MNOs) contain certain data on every call and text made, including the telephone number of the caller and receiver, the date and time of the interaction, and the associated cellphone tower. MNOs can also track data on use of value-added services, internet services, and mobile money transactions.17

Data-driven firms—including e-commerce, online search, and social media firms—produce, in addition, data on behavioral patterns that can be detected by noting the time, frequency, and extent of transactions or communications made. Several variables that can help predict economic status are available to platform firms, including the device type of their users (desktop, tablet, mobile), the operating system (Windows, iOS, Android), and the channel through which a user arrived at the firm’s home page. For example, having an iOS device consistently correlates with being in the

---

**Figure 3.6 Internet traffic in low- and middle-income countries is concentrated in several US-based firms**

(a) Share of global internet traffic by firm, 2018 (% of total)

(b) Ten most visited parent firms among the top 25 websites
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Note: “Others” refers to file sharing, marketplace, security, and virtual private network (VPN) messaging, as well as cloud and audio streaming.
and provide new opportunities for small firms and business models can lower entry costs to markets by reducing market fragmentation. Data-driven with research on impulse shopping.19

Finally, firms collect data that are generated as a result of phenomena that are not attributable to a specific individual or business. These data are often generated by machines or devices and can include data on traffic, weather and climatic conditions, and network usage in the case of computing or network industries. This Report highlights many examples of using this type of data for development purposes.

The use of open public intent data by businesses

Public intent data are also used by businesses for commercial purposes, particularly where those data are nonpersonal and where there are positive spillovers from the private use of such data. The use of open public intent data by private firms is prevalent in advanced economies with advanced national data systems, although there are also examples from low-income and emerging economies. Spotlight 3.1 discusses these uses in greater detail.

The positive development impacts of data used in the production process

This section presents examples of potential positive development impacts that data used in firms’ production processes can facilitate (following the third development pathway of data generated by private firms described in chapter 1). It then turns to the risks stemming from the use of data by firms that policy makers need to consider. These examples are included to help set out what the current production possibility frontier might look like going forward. Although many of the examples may be outliers, they can indicate what may be possible and what countries may want to aspire to.

Boosting opportunities for lagging regions and populations by reducing market fragmentation. Data-driven business models can lower entry costs to markets and provide new opportunities for small firms and low-income households.20 Firms in less populated areas can expand their access to markets through data-driven platforms, which match sellers and buyers, and through the logistics services of e-commerce platforms, which provide support in bringing products to market from more remote areas. Costs associated with distance are as much as 65 percent lower for online vendors active on global e-commerce platforms, compared with those for offline vendors.21 Lower-income countries could reap substantial benefits from such e-commerce platforms: the cost-reduction effects of platforms tend to be greater for exporting countries that are unknown or less trustworthy to consumers (as measured by corruption indexes).22

In China’s rural (and traditionally lower-income) Taobao Villages, where annual e-commerce transaction volumes exceed 10 million yuan and at least 10 percent of households engage in e-commerce, rural households trading goods on the Taobao platform have significantly higher incomes and higher income growth than those that do not.23 These data are suggestive of the large benefits of data-driven business models in lagging regions, but the evidence base is just beginning to develop, and not all signs are encouraging. For example, a recent randomized trial in China that connected rural villages to e-commerce found little evidence of income gains for rural producers and workers. Understanding what factors led to Taobao success and meager gains for other Chinese villages is a crucial part of the future research agenda.

Creating new export opportunities. Not only can entrepreneurs market their goods remotely, but intangible data-enabled services now flow across borders. The boom in data-enabled services creates opportunities for new entrants in global trade and may foster economic growth for countries traditionally lagging in access to global markets. For example, the rise in Indian services exports has been associated with gains in per capita income and a decline in urban and rural poverty head count ratios.24 The Indian digital services industry has also created employment, especially for women and in smaller cities with populations of about 1 million or less, which can help bridge economic and social inequalities.25

The Philippines is another important beneficiary, exporting an estimated US$23 billion in services enabled by information technology (IT)—equivalent to almost half of the country’s merchandise trade exports and more than double its total agricultural exports.26 In Africa, Senegal, a low-income country, boasts a dynamic digital services sector focused on business services as well as apps and software solutions geared toward regional markets. Mauritius
has developed a fast-growing export-oriented digital business services industry, diversifying its services-centered economy away from the country’s tourism sector. Such expansion into digital services has proven important in light of the tourism collapse provoked by the COVID-19 pandemic. Studies show that trade in services, in particular IT-enabled business services, is not as prone to sudden collapses as other forms of global trade.

Promoting productivity and growth. Although evidence from lower-income countries is scant, across four industries (hotels, restaurants, taxis, and retail trade) in 10 member countries of the Organisation for Economic Co-operation and Development (OECD) the average service provider enjoyed bigger increases in the overall productivity of labor and capital in countries with relatively high online platform development between 2011 and 2017. Increased e-sales activities accounted for 18 percent of the labor productivity growth in 14 European countries from 2003 to 2010. There is also some evidence from Europe of a smaller productivity gap between large and small firms in the sectors that use online sales most.

Machine learning could fundamentally revolutionize innovation, bringing data to the core of the growth process. Empirical evidence on 18,000 US manufacturing plants between 2005 and 2010 finds that firms with more intensive data usage are significantly more productive due to not only technology adoption but also data-driven decision-making. Globally, AI could deliver additional economic output of about US$13 trillion between 2018 and 2030 (netting out competition effects and transition costs), boosting global GDP by about 1.2 percent a year, according to a 2018 modeling exercise.

Of course, not all countries will be affected similarly, and the evidence base for low- and middle-income countries needs to be developed. The focus in this chapter on data-driven business models and productivity enhancement through data reveals an imbalance toward case studies from higher-income countries. That imbalance is itself a sign of the lopsided distribution of benefits deriving from data.

Creating new markets and disrupting the market position of traditional incumbents. E-money platforms, among others, have challenged traditional banks and other service providers in transferring funds to and from accounts. For example, M-Pesa reached 9.5 million customers within its first three years in operation in Kenya, a country with only 8.4 million bank accounts. Electronic freight exchanges such as uShip and Mober that match carriers with cargo holders have triggered global logistics providers such as Schenker and DHL to develop their own digital exchanges. Incumbent taxi providers who were protected by fixed license caps are now exposed to competition from ride-hailing apps, which can improve inclusion of some parts of the population. For example, in Mexico City the proportion of female drivers with Uber (5 percent) is higher than in Mexico’s taxi industry (0.5–2.5 percent). A 2017 study of 2,000 firms in 60 countries found that digital entrants boost the size of an industry by both realizing latent demand and taking market share from incumbents. Indeed, the study showed that the profits of incumbents fall significantly in response to competition from digital entrants, and the slowest-growing incumbents are the most affected. These effects should translate into welfare benefits for users through more affordable products and greater innovation, although the benefits are less likely felt by the lowest income groups because they do not participate in these markets as consumers or suppliers.

Supporting local entrepreneurship ecosystems. An ecosystem is an interconnected set of services accessed through a single integrated experience. Facebook, for example, enables users to shop, make hotel bookings, message contacts, read the news, and chat with a doctor—all with different firms but through a single interface. Successful data-driven firms often spark new business models through complementary products and aftermarkets. Such local ecosystems, consisting of symbiotic and interdependent firms, frequently rise up around leading multinational platforms. The leading global platforms are therefore highly relevant for the digital ecosystems of countries and their citizens.

Ecosystems built around larger firms can enable lower-income economies to build digital capabilities, especially because they integrate data across a series of services to increase the scale and scope of datasets. For example, Apple’s Healthkit platform offers Apple device users the option to share their health and activity data across applications on their smartphones. This integration allows researchers, hospitals, and developers of health care and fitness apps to access valuable data to inform patient care, marketing, and product development. The development of a healthy ecosystem relies on provision of access to data and systems.

Related opportunities arising from data-driven business models

Three related opportunities can arise from data-driven business models that are not linked directly to the four channels discussed earlier. Evidence is just
emerging, but it indicates that these models could be important for lower-income countries.

Providing nominally “free” services to consumers. Nominal “free” or “zero price” services have become an integral part of our lives. Free messaging services, video communication, social connection tools, search engines, map services, storage, and translation and payment apps are now commonplace and increasingly being developed with low-income consumers in mind. Google is rolling out scaled-down search and e-mail apps for low-end smartphones, as well as voice search in various dialects to overcome literacy challenges. Free services also offer important inputs for other data-driven businesses. Digital start-ups often rely on integration with digital payment systems, cloud storage, and online analytical tools. For transformative business models that match and connect users in different geographic locations, online map services are a crucial input.

The welfare gains of nominally “free” digital goods are substantial. However, they are likely to be underestimated because they are not captured in GDP—they have a nominal price of zero. A recent study found that including the welfare gains from Facebook would add between 0.05 and 0.11 percentage points to GDP growth per year in the United States.39

“Free” services reflect the very low marginal cost of replicating and distributing data and certain digital services. But they are ultimately made possible on a large scale because firms can monetize data through advertising and data sales, thereby giving rise to the idea that users in fact “pay with their data.” This approach is reflected in the revenue structure of some of the tech giants. Mobile advertising made up 84 percent of Google’s total revenue in 2019,40 while Alibaba earns more than half its global revenues from advertising.41

Both Google and Facebook have offered free internet access in lower-income countries. Facebook’s schemes have been criticized for mining the data of low-income users while initially defying net neutrality rules and offering access to only a limited set of sites.42 Meanwhile, Google attempted to monetize its free Wi-Fi service (rolled out in nine middle-income countries) by showing ads to users, but it recently discontinued these services because they have proven unprofitable.43

More limited opportunities in low- and middle-income countries for monetizing data may therefore limit the ability of firms operating locally to offer free services. Facebook’s average revenue per user in the United States and Canada was US$41.41 in 2019, whereas it was US$2.48 in all countries except the United States, Canada, and European and Asia-Pacific countries. Firms focused on lower-income countries may find it difficult to replicate the free services offered by firms that operate globally and can cross-subsidize their operations with global advertising.

Adapting to new ways of doing business because of the COVID-19 pandemic. Urgent demands have surfaced for the private sector to adopt data-driven solutions to deal with the pandemic and increase resilience and productivity for recovery. Firms will also need to increasingly invest in the transparency and traceability of value chains, increase their reliance on automation in the production process, and make more precise predictions about their demand and input supply that anticipate disruptions. Data-driven technologies will play a critical role in helping firms adapt. Smart connected devices and robots that automate previously manual processes while collecting and analyzing data will serve as a key input in this reengineering of business processes during the recovery. AI that can predict consumption and production trends, combined with platforms that provide matching through data analysis, may also create on-demand labor forces.

Although the intensifying adoption of data-driven business models can be an opportunity, these trends also hold risks for the international competitiveness of those countries not at the technological frontier, with implications for jobs and inequality.

Impacts on the green and sustainability agenda. The increased use of data-intensive technologies contributes to global carbon emissions. And yet these technologies can also help firms better manage their environmental footprint and become sustainable, while allowing sectors such as agriculture to adapt to climate change. By improving the efficiency and traceability of supply chains and production processes, these technologies can reduce waste, enable circular solutions, promote sustainable sourcing of inputs, and empower consumers to make more environmentally responsible decisions. By making energy systems more efficient (including through automated tracking of energy use), they can facilitate the adoption of renewable energy through better management of performance. Data-driven farming can help farmers adapt to climate change while rationalizing use of harmful inputs. However, the net impact of such technologies on the environment will depend on several factors, including responsible actions by consumers and the decarbonization of the energy sector.
How use of data in the production process is transforming sectors

New business models that use data to drive value are springing up in low- and middle-income economies. The data and technology that can be most transformative depend on the types of market failures that need to be solved and the development channels that are possible. This differs across sectors.

Finance

Some 1.7 billion adults worldwide did not have a bank account as of 2017. At least 200 million small firms in low- and middle-income countries have unmet credit needs estimated at US$2.2 trillion. Several market failures are to blame. First, the high cost of traditional banking relative to the low-value transactions and balances of low-income individuals makes it less viable or attractive for traditional banking to serve this market segment. Second, information asymmetries between financial institutions and low-income borrowers make it difficult to assess credit risk, thereby limiting the supply and raising the price of credit. Finally, formal financial services lack relevant products and services for low-income users. Digitization and data analytics can help overcome these challenges to make services more accessible, affordable, and secure.

Alternative credit scoring algorithms. Financial service providers are increasingly adopting alternative credit scoring techniques that take advantage of users’ digital footprints to train ML algorithms to identify, score, and underwrite credit for individuals who otherwise lack documentation of their creditworthiness.

Two early movers that have achieved scale—Lenddo (Philippines) and Cignifi (operating in Africa, Asia, and Latin America)—use data that consumers volunteer about their cellphone use patterns, digital transactions, and social media and web browsing activity to build algorithms that map behavioral patterns and score the creditworthiness of borrowers.

Payment and transaction histories have also enabled e-commerce firms to move into lending. Ant Financial’s MyBank app links directly to users’ Alibaba transaction data to score and extend credit. Amazon’s small business loan operation (which operates in China, India, and other countries) relies on a seller’s sales performance on Amazon to decide whether to extend credit. Destacáme, a Chile-based alternative credit scoring start-up and the first of its kind in Latin America, uses data on utilities payments for its credit scoring.

Psychometric tests, which assess the abilities, attitudes, and personality traits of individuals, are also being used to screen borrowers. LenddoEFL provides financial institutions with psychometric tools that analyze applicants’ answers on an online quiz, including factors such as how long it takes applicants to answer and how they interact with the web interface. LenddoEFL claims to have made more than 12 million credit assessments through more than 50 client financial institutions around the world.

Notwithstanding the opportunities these approaches offer, observers have raised concerns that using algorithms in this way can discriminate against individuals and reinforce existing racial, gender, and economic inequalities. Lenddo, for example, has been known to rate consumers as less creditworthy if they are friends on Facebook with someone who was late paying back a loan. Algorithmic bias is discussed later in this chapter and in chapters 4 and 6.

Payment systems. Digital payments are by definition flows of electronic data. They are central to powering e-commerce and other online transactions, while simultaneously generating data on purchasing patterns that can provide insights into a plethora of consumer characteristics.

Mobile payments in particular have reduced the transaction costs of transferring resources, enabling new ways for households and firms to make payments, save, and send remittances. The well-documented benefits of mobile money in lower-income countries include lowering transaction and transport costs; encouraging saving through the relatively safe storage of value in a digital format; empowering female users through greater privacy, thereby increasing their bargaining power within families; and allowing more effective risk sharing between households. In India, mobile money has improved the ability of households to share risk, providing welfare benefits of 3–4 percent of income on average. Research also has found a significant link between the use of the mobile financial service M-Pesa and a reduction in poverty among Kenyans, with greater impacts on female-headed households through changes in financial behavior and movement of labor from subsistence farming to secondary jobs and entrepreneurship.

Use of transaction data for product development. Digital payments generate large amounts of data on how people make purchases and transfers, which can be especially important in economies that run largely
on cash and among demographic groups that have a small digital footprint. These data can enable firms to see which regions and market segments are expanding, understand user preferences and behavior to target services such as microcredit, and predict fraud and increase security within and between platforms. For example, Mastercard’s Tourism Insights service allows the tourism industry to make better investments by leveraging big data to provide information on travelers’ preferences. In South Africa, TymeBank offers customers incentives to link their debit cards to their retail loyalty programs, providing access to data on customer spending that are used for product design.

Distributed ledger technology, including blockchain. Blockchain eliminates the need for financial intermediaries, drastically reducing settlement time and making transfers almost instantaneous. The use of digital technology can embed rules into smart contracts, including automated execution of contract. The explicit terms and payments of DLT can simplify complex negotiation and verification processes. DLTs’ use of smart contracts in the provision of loans and credit can also improve trust. This is especially important for new and smaller firms that lack the requisite credit histories and collateral.

Despite the promise of blockchain, there are serious challenges to its widespread adoption, including unclear or unfavorable regulatory approaches and lack of user understanding. Adopting blockchain where the technology does not address the underlying issue or consumer needs is also problematic.

Agriculture
Managing production and marketing risks is a key challenge for smallholder farmers and agribusinesses. Remote sensing and geographic information systems, together with data analytics, provide insights into farming operations and propel the development of smart farming, which can help manage production and financial risks. For example, NubeSol, an Indian agtech firm, provides sugarcane growers with a monthly yield map of their plots, with forecasts of yields and recommendations on inputs such as fertilizer based on remote sensing and data analytics.

JD Digits (JDD), a technology firm in China, is adopting AI techniques and big data to provide credit to farmers who raise pigs. Farms install AI-enabled cameras that can recognize pigs’ faces, as well as IoT technology to transmit data about the farms’ physical conditions. If a pig with feeding abnormalities has been identified, the algorithm can quickly extract information about its growth history and immune status to provide customized feeding care. The IoT system adjusts farm conditions such as humidity, temperature, and lighting based on real-time data on the farm. Using information about farm operations, JDD also carries out credit assessments to provide farmers with loans, which has reduced their nonperforming loan ratio to nearly zero.

Platforms are using data as well to provide a range of services and products along the value chain, including by reducing idle capacity in machinery. Hello Tractor, which emerged in Nigeria, operates a platform connecting tractor owners and farmers who lack their own equipment. Data about tractor locations and availability are monitored using an installed device and then transmitted to Hello Tractor’s mobile app platform, which farmers can use to submit a booking request. In this way, farmers are able to find the most cost-effective available tractor, and tractor owners are able to monitor the use of equipment. Another agriculture platform, DigiCow, pioneered in Kenya, keeps digital health records on cows and matches farmers with qualified veterinary services.

Integrated, data-focused solutions are emerging along the whole agriculture value chain. Digifarm, a mobile platform offered by Safaricom in Kenya, provides farmers with one-stop access to a suite of products, including financial and credit services, quality farm products, and customized information on best farming practices. Mobile money data from M-Pesa and data on the way people behave on the app are taken into consideration to provide farmers with tailored products and services.

As agriculture supply chains become more complex, margins imposed by different intermediaries mount, which raises the prices paid by consumers and depresses the income earned by farmers. Food traceability concerns also increase. Data-based solutions can improve food traceability, while disrupting traditional market structures by reducing the need for intermediaries. In Haiti, blockchain solutions have allowed mango farmers to maintain ownership of their produce until the final sale to US retailers by facilitating traceability and direct payments. Employed in conjunction with other value chain components such as third-party logistics services, intermediaries that previously held substantial market power are circumvented. Customers can scan a QR code on the final product to access information about where the mango comes from, how it was packaged and transported, and the costs involved at each step. Similarly, Walmart has collaborated with IBM to trace mangoes from South and Central America to the United States. Participants in this process cannot edit
information because of the decentralization feature of blockchain technology, which ensures trust and transparency.56

Personal data protection has specific complexities for farmers. Data on their farms are identifiable and could be used to reveal personal details such as their wealth and income. However, farmers could also benefit from using and pooling their data to develop commercial insights. The governance regime for agriculture thus requires special considerations (see the further discussion of governance issues in chapter 8).

**Health**

To deliver individual health care in lower-income countries, data-driven applications require complementary improvements in infrastructure and basic health services before they can become truly transformational. Some business models show promise in helping overcome such challenges, which include high logistical costs, counterfeiting of pharmaceuticals, difficulties in coordinating health care resources, and low supplies of specialist expertise, especially in rural areas. With strong mobile phone penetration, rising investment in digitizing health information, and developments in cloud computing, more health-focused businesses in low- and middle-income countries are likely to adopt data-intensive advances in coming years. Although such advances hold promise, the sensitive nature of health data implies an acute need for policy makers to be aware of the risks posed by the improper collection and use of these data.

**Telehealth (mHealth and eHealth).** Telehealth makes use of data and connected devices to deliver care remotely. In rural areas where the ratio of doctors to patients is low, telehealth is a useful way to access consultations and disease diagnosis. The model has also played an important role during the COVID-19 pandemic, where remote diagnosis has been necessary.

Mobile apps combined with AI technology and wearable devices can provide in-the-field diagnoses and recommendations. For example, Colorimetrix, an app that allows a smartphone camera to read results from color-based tests for diabetes, kidney disease, and urinary tract infections, was designed specifically for rural areas. With strong mobile phone penetration, Colorimetrix allows users to compare their test results with stored calibration values. Results are delivered to the smartphone, allowing for further analysis of results for trends. The hope is that such apps will eventually also be able to detect HIV, malaria, and tuberculosis.57

Accuhealth Chile monitors patients in remote areas by using a range of connected medical sensors. Both quantitative data on patients’ progress and qualitative data collected through custom-created questionnaires are sent to a virtual clinical service that conducts patient triage based on algorithmic analysis. Accuhealth is also using predictive algorithms to make service delivery more cost-efficient.

In Cameroon, CardioPad was locally designed to improve the access of patients living in rural areas to cardiovascular health care. The CardioPad tablet is paired with sensors that collect data on the patient’s health statistics and transmit them over a mobile network to hospitals where cardiologists can make a diagnosis.

**Drug verification.** Substandard or falsified medical products will be an urgent health care challenge in the next decade, according to the World Health Organization (WHO).58 An estimated one-tenth of medical products in low- and middle-income countries, particularly antimalarials and antibiotics, are substandard or falsified.59

Mobile authentication services such as mPedigree offer people in countries such as Ghana, India, Kenya, and Nigeria an easy way to check the authenticity of medicine. Launched in Ghana in 2007, mPedigree allows pharmaceutical manufacturers to add a code to their packaging that consumers can then verify using their mobile phones. mPedigree has also begun using its consumer authentication data to monitor for anomalies in real time so that it can then generate warnings to brand owners, regulators, and consumers.60

**Supplies management.** Digital platforms can also help manage supplies in countries where centralized provision is deficient or lacking. LifeBank is a Nigerian platform firm that matches hospitals requesting blood with potential donors based on current demand and location maps of all institutions involved in blood distribution. Information about the donation, collection, screening, storage, and delivery procedures are recorded on a blockchain, thereby increasing confidence in blood quality. LifeBank claims to have reduced the average delivery time from about 24 hours to 45 minutes.61 During the COVID-19 crisis, the platform has also extended its services to matching medical equipment.

**Education**

Despite significant improvements in school enrollment over the last decades, an average student in low-income countries performs worse than 95 percent of the students in high-income countries.62 Lack of teaching resources and learning tools and the traditional one-size-fits-all approach in education have made it difficult to tailor instruction to students’
individual abilities and needs, particularly where classrooms are overcrowded. Recent advances in big data and AI offer opportunities to provide individualized learning experiences for students. Machine learning and data analytics techniques can help identify students’ behavioral patterns (such as mistakes made frequently in tests) usually in a more efficient way than teachers. For example, by memorizing and understanding students’ learning paths, Byju, a digital supplemental learning platform in India, suggests tailored learning materials such as videos, quizzes, and flashcards that match the needs of individual students. Besides analyzing individual learning behaviors, the platform also analyzes aggregate data on how all students learn on its platform. If many students are having trouble with similar types of problem sets, the system flags the need to add more explanatory videos or materials to the entire platform.

In China, Squirrel Ai Learning is another firm specializing in intelligent adaptive education. Students start with a short diagnostic test to leave a digital footprint reflecting their knowledge level so that the teaching system can provide a tailored curriculum, which is updated as the student proceeds through learning modules. Based on its comparison trials among middle school students, Squirrel Ai Learning claims that its system does a better job of improving math test scores than traditional classroom teaching.

During the COVID-19 pandemic, digital platforms that support live video communication have been playing an indispensable role in transitioning to online learning. As of May 2020, more than 140 countries had closed schools, affecting more than 60 percent of enrolled students. Lark, for example, is providing educational institutions in India with free cloud storage and video conference services. Dingtalk, a communication platform that supports video conferencing and attendance tracking, has connected more than 50 million students with teachers in China.

**Transport and logistics**
Data-driven firms in transport and logistics provide matching services to facilitate the use of assets by other market participants. By automating decision-making and navigation, these models increase the efficiency of service delivery and the management of supply chains. Prominent applications are for digital freight matching, digital courier logistics, and IoT-enabled cold storage.

**Digital freight matching.** These platforms (often dubbed “Uber for trucks”) match cargo and shippers with trucks for last-mile transport. In lower-income countries, where the supply of truck drivers is highly fragmented and often informal, sourcing cargo is a challenge, and returning with an empty load contributes to high shipping costs. In China, the empty load rate is 27 percent versus 13 percent in Germany and 10 percent in the United States.

Digital freight matching overcomes these challenges by matching cargo to drivers and trucks that are underutilized. The model also uses data insights to optimize routing and provide truckers with integrated services and working capital. Because a significant share of logistics services in lower-income countries leverage informal suppliers, these technologies also represent an opportunity to formalize services. Examples include Blackbuck (India), Cargo X (Brazil), Full Truck Alliance (China), Kobo360 (Ghana, Kenya, Nigeria, Togo, Uganda), and Lori (Kenya, Nigeria, Rwanda, South Sudan, Tanzania, Uganda). In addition to using data for matching, Blackbuck uses various data to set reliable arrival times, drawing on global positioning system (GPS) data and predictions on the length of driver stops. Lori tracks data on costs and revenues per lane, along with data on asset utilization, to help optimize services. Cargo X charts routes to avoid traffic and reduce the risk of cargo robbery. Kobo360 chooses routes to avoid armed bandits based on real-time information shared by drivers. Many of the firms also allow shippers to track their cargo in real time. Data on driver characteristics and behavior have allowed platforms to offer auxiliary services to address the challenges that truck drivers face. For example, some platforms offer financial products to help drivers pay upfront costs, such as tolls, fuel, and tires, as well as targeted insurance products.

Kobo360 claims that its drivers increase their monthly earnings by 40 percent and that users save an average of about 7 percent in logistics costs. Lori claims that more than 40 percent of grain moving through Kenya to Uganda now moves through its platform, and that the direct costs of moving bulk grain have been reduced by 17 percent in Uganda.

**Digital courier logistics.** The growth of on-demand couriers enables small merchants and the growing e-commerce industry to reach customers rapidly and reliably in expanding urban areas. Data-driven matching and route optimization overcome high search costs and traffic congestion and provide verification of safety standards through customer reviews.

The prime example of this business model is Gojek, which is reportedly utilized by more than 1 million motorcycle drivers serving 500,000 micro, small, and medium enterprises (MSMEs)—including more than 120,000 MSMEs since the onset of the COVID-19 pandemic. Established in Indonesia in 2010 as a
call center to connect consumers to courier delivery services, the company leveraged its data on consumer behavior to expand into digital courier services in 2015. Its app now offers various logistics services, including delivery of food and groceries and medicines and pharmaceuticals. Gojek uses AI and ML for matching, forecasting (to inform drivers where to go ahead of a surge in demand), and dynamic pricing. Through its 8 billion pings with drivers per day, Gojek claims it generates 4–5 terabytes of data every day.

IoT-enabled cold storage. According to WHO, 19.4 million people across the globe lacked access to routine life-saving vaccines in 2018, partly because of lack of efficient cold chain systems. IoT-enabled cold storage solutions allow the transport and storage of temperature-sensitive food and medication, with greater control and tracking by the freight owner. For vaccines, the ability to track temperature can help ensure confidence in integrity before dispensation, even before further testing.

Grbic, a Nigerian start-up founded in 2018, utilizes solar-powered, IoT-enabled mobile refrigeration boxes whose internal probes collect temperature data and transmit it to a server. Real-time information on location and temperature can be accessed by freight owners online or via a mobile app, ensuring that the cold chain is effectively monitored and maintained.

Social media as a tool for connecting to markets

High marketing and advertising costs hinder smaller businesses trying to reach new markets and customers. Meanwhile, high search costs and frictions related to contract enforcement raise prices for buyers and inhibit trade. Social media provide a low-cost sales platform for firms domestically and abroad and reduce search costs for consumers. They enable products to be better targeted to consumers and can reduce marketing costs by as much as 90 percent, compared with traditional television marketing. Social media platforms also allow sellers to incorporate market intelligence into their product development through real-time feedback and gathering of online data. Given these advantages, it is not surprising that nearly half of all enterprises in the European Union had used social media for advertising purposes as of 2017.

Reaching markets through social media could disproportionately advantage smaller firms over larger ones, as suggested by the high proportion of small entrepreneurs who use Facebook. In 2018, nearly four in 10 Facebook business users were single-person firms connecting across 42 countries (including low- and middle-income), although single-person firms are only one-tenth of the general population of firms. Businesses run by women are more likely to leverage online tools to facilitate business success than businesses run by men.

On the buyer side, social connections can increase trade by building trust, including by reducing information asymmetries and providing a substitute for the formal mechanisms of contract enforcement. According to a study of 180 countries and 332 European regions, social connectedness tends to increase exports—particularly to those countries with a weak rule of law—and to lower prices, especially for goods whose prices are not transparent and that are not traded on exchanges.

Some potential risks and adverse outcomes of data-driven businesses to be addressed by policy

Despite the potential transformative effects of data-driven firms, policy makers need to take into account several (often interrelated) risks and adverse outcomes to ensure that the use of data in the productive processes of firms safely fulfills their potential. The relevance and immediacy of these concerns depend on the data intensity of a country’s economy. However, because of the global nature of many large data-driven firms market dynamics in one country can often have spillover effects internationally. This concern should not discourage policy makers from fostering a data-driven economic ecosystem in their country, but they should put the appropriate safeguards and enablers in place to ensure that data-driven markets remain competitive and vibrant—and that gains are shared broadly across society—as the data intensity of the economy increases. These topics are covered in part II of this Report.

Potential to increase the propensity for dominant firms to emerge

Proprietary data can provide a firm with a competitive advantage over rivals. Because data are often created as a by-product of a firm’s economic activities, once a firm has invested in the fixed cost of building capacity to collect data, the marginal cost of creating additional data is low. Moreover, better targeting of a firm’s offering can attract more users, thereby leveraging network effects between platform users that can lead to a “winner-takes-most” dynamic or, at the least, a scale advantage that new entrants find difficult to overcome. For example, an e-commerce platform
that incorporates more consumer data creates a more customized shopping experience, with more accurate product recommendations, more preordered shopping baskets, and more consumer reviews. A platform with a greater number of consumers will also attract more suppliers through indirect network effects, raising users’ costs of switching to competing platforms. The distribution of web traffic, a proxy for concentration in the e-commerce sector, is skewed toward a few larger platforms. Among 631 business-to-consumer online marketplaces in Africa, 56 percent of web visitors went to 1 percent of sites in 2019.80 Jumia alone had 24 percent of users.

Data can also ease a platform’s entry into adjacent markets. Well-known examples are M-Pesa’s move from money transfers into savings and loan products; Uber’s entry into food and freight delivery; and Google’s evolution from search to shopping, maps, and other markets. By combining multiple types of data, platforms can benefit from the broader scope of their data, which has spurred a growing number of mergers aimed at accumulating data (a prime example is Facebook’s acquisition of WhatsApp).81

The potential of a platform business to acquire market power depends on its business model, including the types of users that interact on the platform and its revenue model, which affect the type of data that gives firms a competitive advantage (figure 3.7). For example, firms that rely on advertising revenue require frequently updated consumer data to create holistic consumer profiles. Platforms that earn a fee based on their transactions conducted may rely more on historical data on product demand and consumer profiles for a smaller range of products. The type of data required affects, in turn, the ease with which firms can access or replicate the data they need. Where platforms rely on volunteered or observed consumer data, firms with greater market power may be able to collect data more easily because consumers have fewer options—meaning those firms can further entrench their market positions.

The greater propensity for dominance in data-driven markets raises the risk that smaller or more traditional firms will be excluded, hindering local entrepreneurship and posing risks for consumer welfare. These effects can be exacerbated in developing markets, where entrants find it harder to raise start-up capital and hire from the limited supply of skilled programmers and data scientists. For example, of the total private market funding received by the 10 highest-funded disruptive tech firms in Africa, 77 percent went to firms owned by the three largest African internet companies (two by Naspers, two by Jumia, and one by Ringier One Africa Media).82 Where few large data-driven players currently operate or where a few large firms provide much-needed goods and services, the risks may be less immediately apparent. However, because of the dynamism of such markets and their tendency to tip toward concentrated structures, it is important that policy makers safeguard against dominance that forestalls entry and innovation.

**Figure 3.7 Risks to market structure and market power stemming from platform firms**

> Data give firms a competitive advantage, especially where:
> - Data are proprietary or access is restricted
> - The required data are less replicable
> - Network effects are stronger

> Economies of scale associated with data
> Economies of scope associated with data

> Tendency toward increasing concentration within markets and entrenchment of market power
> Tendency to conglomerate and ability to leverage market power between markets

> Greater market power may allow more data collection by firms because users have fewer alternatives

Source: WDR 2021 team.

a. Such data include observed and inferred data and data requiring frequent updating.
On DLT platforms, data access is not controlled by one institution, thus reducing the extent to which the benefits of network effects can entrench market power. However, private blockchains still require a central authority or institution that decides who can participate in the system, thereby placing power in the hands of the institution that acts as the gatekeeper. By contrast, public blockchains such as Bitcoin do not require a central authority but rather “proof-of-work” (a system to deter frivolous or malicious uses of computing power) to participate. This system, in turn, generates very high energy costs because it requires computing power and resource usage.

Phenomena linked to the issue of dominance and market structure are described in the sections that follow.

Tension between cooperation and competition in data-driven ecosystems. Complementary products are built around larger platforms. These innovations can become central to the business models of the larger platforms. For example, Amazon, Uber, and Airbnb would not be able to operate without the payment systems embedded in their services. However, this network structure also means that firms are dependent on accessing the systems and data of other firms that could become rivals in the future.

Typically, firms access the systems and data of other firms through application programming interfaces (APIs) provided by the core platform in the ecosystem. APIs link platforms to other platforms and to developers of digital services. Through APIs, a platform or digital service provider will typically either draw data from or provide data to other firms to support its own functioning or support the functioning of other players. In markets where data are a key input, the owners of valuable data are gatekeepers in the development of smaller entrepreneurs.

The emergence of potential competition from complementors may provoke the lead platform to restrict its API. For example, when Twitter perceived a competitive threat from LinkedIn, Twitter restricted the use of its API in 2012 to prevent users’ Tweets from appearing on LinkedIn’s platform. In Kenya, developers have complained about M-Pesa’s refusal to share its API. In the United States, developers testifying before Congress in 2020 accused Apple of mimicking their products and of citing privacy concerns to restrict how third-party developers collect location data. Chapter 7 covers competition issues.

Data-driven mergers and acquisitions. In recent years, waves of acquisitions by large local players have occurred in e-commerce in China and India and in transportation in Southeast Asia, where Uber exited eight Southeast Asian markets after selling its businesses to Grab, the region’s leading platform. Of the mergers involving digital platforms that have undergone review by antitrust authorities around the world, 82 percent involved an acquisition by a very large firm. Mergers of two very large firms were the most common type of transaction. Chapter 7 covers issues related to mergers in more detail.

Suboptimal exchange of data. Although the broad use, reuse, and repurposing of data by firms can generate larger gains, market mechanisms may generate specific patterns of data exchange and reuse below the level that yields the greatest social welfare. Regulators must take several steps to balance the costs and benefits of mandating data sharing to address these concerns. First, they should protect individuals’ rights related to personal data. Second, they should recognize that mandated data sharing would dampen firms’ incentives to invest in data collection if firms must share data with competitors or potential competitors. And, third, they should take into account that data sharing could jeopardize the provision of free or subsidized services if a firm relies on monetization of its data to cross-subsidize these services. Optimal data sharing between firms could be lower in countries where data are less important to the economy. The right balance may differ in high-income and lower-income economies, although policy makers in some lower-income countries may wish to adopt a forward-looking viewpoint in this area to set the stage for future advances in their data economies. These issues are further discussed in chapters 6 and 7.

Linked to data sharing is the debate over property rights or access rights to data generated as a byproduct of economic activity—for example, in terms of individuals versus firms in the case of personal data or in terms of owners of devices or applications versus the party using the device or application. This issue is taken up in chapter 6.

Potential for exploitation of individuals

Excessive data collection. Data collected by firms tracking users across third-party websites, applications, and devices can raise concerns. This practice is dominated by a small number of large firms—for example, a major part of Google’s data collection occurs when a user is not directly engaged with any of its products. Recent literature suggests that the vast amounts of data collected in this manner may be deemed excessive under existing European competition laws, where the focus is on the anticompetitive harm that may occur whether or not data protection rules are infringed. More generally, both data
protective measures and competition authorities have noted that firms often understate and obscure their actual data practices, preventing consumers from making informed choices. Excessive collection of data on children and other vulnerable groups is of particular concern (such as in the education, health, and financial sectors), especially in countries and locales where individuals lack adequate knowledge to protect against these risks. These issues are further discussed in chapters 6 and 7.

Insufficient governance of data held by private firms. Firms choose how much to invest in cybersecurity and data protection, but that investment may fall short of the level that yields the greatest social welfare because firms do not fully internalize the value of privacy and security to the individual user or the need to engender trust in the data economy. Infrastructure service providers may tend to underinvest in cybersecurity because the economic consequences of any breach in data security are largely borne by the clients whose data are compromised. A 2018 report by the US Council of Economic Advisers estimated that malicious cyberactivity cost the US economy between US$57 billion and US$109 billion in 2016, representing between 0.31 and 0.58 percent of that year’s GDP. Governments may need to provide incentives or regulations to offset the tendency of firms to underinvest in cybersecurity, including imposing adequate penalties for data breaches.

Pricing, discrimination, and algorithmic risks. Because firms have so much information on customers’ personal characteristics and purchase histories, they can adjust their offerings to charge higher or lower prices based on an individual’s price sensitivity. This practice can allow low-income sectors of society to be served that otherwise would not be. It can also help firms clear their stock, thereby reducing wastage. However, such price and quality discrimination can also harm some consumers. This kind of price discrimination is not inherently bad—it is a transfer of surplus from consumers to producers, and governments can use taxes and transfers to distribute it back again—but data and data-driven business models do make it easier to discriminate by price.

Algorithms can facilitate anticompetitive behavior by firms, ultimately harming individuals through higher prices. Algorithms can be trained to collude independently by surreptitiously following the behavior of a price leader, or they may be unintentionally biased because of inherent bias in their training data. This bias can magnify marginalization because the most vulnerable populations are often those that are least represented in digital data. Although algorithms hold the promise of impartiality, this promise is not always realized because ultimately they reflect the same biases in human judgment and behavior (due to logic bias and flawed assumptions) reflected in their training datasets. But because algorithmic decision-making is opaque, the potential biases and anticompetitive effects may be difficult to detect.

In algorithmic decision-making, including credit scoring, these risks could lead to discrimination along socioeconomic lines that entrenches existing inequalities. Groups with more limited access to mobile phones, the internet, and bank accounts, such as women, may become less visible in data and decision-making if algorithmic bias is perpetuated through use of biased datasets. If decisions are based on data about those with whom a person interacts, such as friends and neighbors, this, too, may amplify discriminatory effects. For example, a poor credit score for an individual may contribute to lower scores for those in their neighborhood or social network. Furthermore, alternative scoring tools may be used to identify vulnerable individuals susceptible to predatory loans and other product offerings.

These concerns suggest the need to establish a system of oversight, inspection, and auditing of firms’ algorithms. However, adequate standardized legal and regulatory frameworks to deal with risks from AI and regulatory capacity to determine harm and the appropriate safeguards are lacking.

Indirect management of the workforce through algorithms. Remotely collecting data on workers and service providers to drive automated or semi-automated decision-making on parameters such as task allocations, performance evaluations, and incentives for certain types of behavior has become particularly prevalent in the gig economy. In addition to the risks algorithmic management raises for bias and discrimination, the practice makes it easier for firms to avoid classifying individuals as employees and thus avoid providing workers with benefits. Better understanding of the organizational and welfare impacts of algorithmic management and data collection on workers would help identify appropriate protections.

Potential to increase inequality within and among countries

Adoption of data-driven business models could widen gaps within countries, between countries, and between different types of firms, different types of workers, and individuals in different income groups.

Within a country, the impact of the data-driven economy on individuals—as consumers, entrepreneurs, or job seekers—will depend on their access
to finance, education levels, skills, and technology. Although selling through platforms can close the productivity gaps between large and small firms for those small firms that go down this sales channel, overall smaller firms and entrepreneurs around the world lag their larger counterparts in adopting basic technologies such as fast broadband, having an internet presence, selling online, and utilizing cloud computing. Although the gig economy provides opportunities for job creation, only those who have the assets and skills to participate (such as cars, mobile devices, and literacy) will be able to benefit. And even though automated decision-making may mean more efficient and cost-effective service delivery for some individuals, it may lead to greater bias and discrimination against others.

Likewise, the degree to which a country can benefit from the data-driven economy depends on its underlying infrastructure, capabilities, and scale. The amount of data that can be derived locally depends on a country’s level of digital economic activity. Firms from larger, more connected economies—firms that already operate across countries—with access to larger datasets will have an advantage that only grows with time. Firms from low- and middle-income countries are more likely to lack both access to finance to cover the initial costs of collecting and managing their data and the analytical capabilities to derive value from them. When combined with fewer (or more uncertain) opportunities for monetizing data, either now or in the future (such as through advertising or development of new products), firms from lower-income economies also have less incentive to invest in collecting and analyzing data, which can worsen inequality between countries on a macro level.

Discouraging international data-driven firms from operating or locating in lower-income countries (such as through restrictive data policies) is not a viable solution because it deprives the local economy of the pro-growth and development benefits that data-driven firms can provide. Moreover, it prevents the development of a local ecosystem of data-driven entrepreneurs built around these larger firms—a scenario that could slow the advancement of infrastructure and capabilities needed for lower-income countries to bridge the gap in the longer term. Instead, governments can seek to harness the positive welfare effects of the data-driven economy while mitigating the risks to inequality through a combination of digital inclusion policies, public investments, and robust legal and regulatory tools. These are the topics of part II of this Report.
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