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Why does the learning crisis persist? How can chil-
dren attend school for years but remain functionally 
illiterate? Why don’t the people in education systems 
fix this? One big reason is that, for many, the learning 
crisis is invisible. Education systems have little sys-
tematic information on who is learning and who is 
not. As a result, it is impossible to generate an impetus 
for action—let alone a plan. 

To tackle the crisis, it is necessary—though not 
enough—to measure learning. But learning metrics 
must facilitate action, be adapted to country needs, 
and consist of a range of tools to meet the needs of the 
system, including at the classroom level.

The learning crisis is often 
hidden—but measurement 
makes it visible

“Almost no low-income countries have 
standardized (equated over time) national assessment 

systems to track learning and provide a feedback 
mechanism to national education policies and 

programs” (Birdsall, Bruns, and Madan 2016, 2). 

Education systems routinely report on enrollment—
but not on learning. Because learning is missing from 

official education management data, it is missing 
from the agendas of politicians and bureaucrats. This 
is evident in how politicians often talk about edu-
cation only in terms of inputs—number of schools, 
number of teachers, teacher salaries, school grants—
but rarely in terms of actual learning. Lack of data 
on learning means that governments can ignore or 
obscure the poor quality of education, especially for 
disadvantaged groups. 

Without objective information on learning, par-
ents may be unaware of the poor quality of education. 
This prevents them from demanding better services 
from schools and governments. In Kenya, one study 
found that less than half of the children in grade 
4 could pass basic proficiency tests in literacy or 
numeracy, yet more than two-thirds of adults were 
broadly satisfied with the government’s performance 
in education.1 The realization that learning outcomes 
are poor may come only when children face poor labor 
market prospects, but by then it is too late. If parents 
have no real information on how much (or little) their 
children are learning, how can they hold schools or 
governments accountable? 

Without clear information on what students do 
not know, how can schools improve instruction? 
Teachers may find it hard to judge to what extent 
students understand what is being taught. This is 

“�The results tell us about the fact of the drop in education quality, after releasing 

the 2015 results of the Trends in International Mathematics and Science Study. . . . 

We cannot ignore what is happening to our education, and we cannot afford the 

repercussions of not reforming it.”

QUEEN RANIA OF JORDAN, FACEBOOK POST, DECEMBER 2016
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complements of, not substitutes for, careful, con-
text-specific analysis to determine how to improve 
learning.4

Measures for learning guide 
action

Testing in Rio de Janeiro, Brazil, happens at  
two levels. First, every two years all students in  

grades 5 and 9 take a national test (the Prova Brasil) 
designed to assess public education. Second, students 

are tested at the end of each two-month curriculum 
block. These tests, given by municipal education 

departments, aim to provide quick feedback to 
teachers and principals, allowing schools and the 

broader system to provide more support to struggling 
students (Elwick and McAleavy 2015).

Identifying learning gaps in the classroom is the first 
step toward resolving them. In environments of low 
learning, there is often a gap between the level of stu-
dents and the level at which classes are being taught.5 
This might be because teachers are unaware of stu-
dents’ levels. Fostering a culture of classroom-based 
assessments can address this problem. In Singapore, 
students are given screening tests at the start of grade 
1, which helps teachers identify those who require 
additional instruction to learn to read.6

Learning metrics help highlight where support 
is most needed. School districts and schools are then 

particularly true in low-income countries, where 
teachers face large classrooms that mix students of 
very different abilities. For example, a study from 
Delhi, India, found that the same grade may contain 
students whose achievement level spans the equiva-
lent of five to six grades.2 In such contexts, learning 
measures provide teachers with timely feedback 
about which students may need additional support. 
More broadly, these measures provide school man-
agement with information about which areas need 
attention to improve instruction. If the information 
is shared with parents or students, it can help them 
direct their own efforts toward improving learning.

Yet concerted action is often derailed by concerns 
about the possible pitfalls of learning metrics. These 
metrics generate much debate on, for example, the 
outsize impacts of international assessments on 
local policy, the limited use of national assessments 
for improving classroom practice, or the potential 
gaming of high-stakes testing.3 But measurement of 
learning is not shorthand for international testing 
such as the Programme for International Student 
Assessment (PISA) or for the high-stakes account-
ability approach implemented through the U.S. No 
Child Left Behind policy. Instead, the term covers a 
range of assessments, including formative classroom 
assessments (box 4.1). Even in this form, measures 
of learning provide information on only some of the 
skills students acquire as they develop (see spotlight 
3 on multidimensionality of skills). Thus metrics are 

Box 4.1 Good measures of learning illuminate all parts of the education 
system

Formative classroom assessments facilitate instruction 
by providing real-time feedback to support teaching and 
learning. This feedback allows teachers to identify strug-
gling students, thereby enabling them to adjust instruction 
to meet the learning needs of different students. Classroom 
assessments also generate valuable feedback for students 
and parents. 

National assessments provide information on the overall 
education system by highlighting achievements along with 
challenges, such as inequalities. They are useful for educa-
tion management, policy, and reform.

National examinations certify student achievement, 
with a focus on transparently selecting students for more 

advanced placements in the education system or job 
market. Because of their role in determining labor market 
outcomes, these examinations are high-stakes for students. 
They significantly affect what is taught and how, and they 
are critical for managing the flow of students through the 
system.

International assessments benchmark student perfor-
mance by evaluating education systems across countries 
and over time using representative samples of children. 
There has also been a steady increase in the use of citizen- 
led assessments. These can be important for fostering 
public awareness, showing what is possible, advocating for 
change, and informing research. 

Source: WDR 2018 team.
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heard or acknowledged in a national assessment pro-
cess, they will likely reject its findings. For example, 
teachers are more likely to resist quantitative forms 
of evaluation when metrics do not take into account 
context.17 This is particularly the case for measures of 
learning disseminated as rankings, which are suscep-
tible to being taken out of context. In some education 
systems, such friction is heightened by the use of 
technology, which raises questions about privacy 
and transparency. Approaches using technology also 
involve limited social interaction, which is associated 
with less impact.18 

For measurement to guide action, it must be 
actionable. It also needs to be available to stakehold-
ers. At the design stage, stakeholders have to ask 
themselves how learning data will be used. In Chile, 
all students in grades 4 and 8 take the Sistema de 
Medición de la Calidad de la Educación (SIMCE) each 
year. After the test identifies the 900 schools scoring 
in the lowest 10 percent on the tests in their province, 
these schools receive special resources. The data, then, 
are clearly linked to action. Many assessment systems 
measure outcomes too infrequently or too broadly to 
be of practical use. The most recent publicly available 
data from the SACMEQ are for 2007. Another con-
straint is the lag between when data are collected and 
when they are made available, as well as how data are 
made available. Many ministries produce only hard 
copies of summary reports, which make them diffi-
cult to use. 

Measures of learning spur 
action

“Shock as 60 [Percent] of Tanzania Students  
Fail National Exam” (East African, 2013)

In the United States since 2001, information on 
different schools’ performance on standardized  

tests has notably increased turnout in local  
school board elections (Holbein 2016). 

Measures of learning motivate action through three 
channels:19

• � Participation. Learning outcomes are often far 
worse than stakeholders realize. In Uganda, nearly 
three-quarters of parents said they were satisfied 
with the quality of education—yet only a quarter 
of grade 4 students could pass a math test based on 
grade 2 questions.20 By documenting service deliv-
ery shortfalls, learning metrics can motivate par-
ents to hold their schools accountable for learning. 

better able to target resources to improve service deliv-
ery. In Brazil, national assessments have been widely 
adopted by states and municipalities to strengthen 
school performance.7 Learning metrics have also 
guided big-banner education reforms. In Chile, PISA’s 
reading framework guided national curriculum 
reform.8 Similarly, findings from the Southern and 
Eastern Africa Consortium for Monitoring Educa-
tional Quality (SACMEQ) I, 1995–99, underpinned a 
review of Mauritius’s education master plan.9 In some 
cases, learning metrics have been instrumental in 
making education reform data-driven. In Germany, 
lower than expected results—especially for students 
from poorer backgrounds—on the 2000 PISA led to the 
development of more support for disadvantaged stu-
dents, especially those from immigrant backgrounds.10 

For learning metrics to guide action effectively, 
they need to be used as a range of tools to serve 
different needs, from classroom practice to system 
management. Measures of learning come in various 
forms, with different measures serving different pur-
poses for different actors. These range from simple 
oral questions posed by a teacher to national assess-
ments that help policy makers prioritize action (box 
4.1). In well-functioning systems, these different tools 
complement one another to form a coherent whole.11 

Policy makers should rely on a broad range of 
information instead of any one measure. When a 
single metric becomes the sole basis for big policy 
triggers, the corresponding stakes may become 
dangerously high. A striking example is the U.S. No 
Child Left Behind policy enacted in 2001. This policy 
had strong negative repercussions for schools that 
performed poorly on annual statewide standardized 
tests. Though the policy led some poorly performing 
schools to improve, it also generated various unde-
sirable strategic responses by teachers and school 
administrators.12 These included reclassifying stu-
dents as requiring special education, exempting 
certain students from testing, reallocating resources 
to students at the margin of passing, and suspending 
low-scoring students near test dates.13 Even in the 
case of PISA, some studies have suggested that the 
performance in some places—Argentina, Malaysia, 
Vietnam, Shanghai (China)—could be tied in part to 
(perhaps inadvertent) “selective samples” that may 
exclude some poorly performing schools or students.14 

Education systems also routinely underuse the 
information generated by learning metrics—making 
for a lot of measurement that leads to little action.15 
Often, findings are simply not communicated in a 
timely way to relevant audiences.16 There may also 
be credibility issues. If teachers or schools do not feel 
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decreased the frequency with which the test is admin-
istered, and delayed the publication of results by two 
years to obscure the poor performance of students.28 
Teachers, too, might resist learning assessments to 
minimize opportunities for blame.29 In Chile, teacher 
training institutions have shown resistance to the 
national assessment.30 Assessments are also political 
because they can affect the flow of resources or pres-
tige in an education system—as in the United States 
under the No Child Left Behind policy.31 Underlying 
politics can make student assessment systems partic-
ularly hard to reform (see part IV of this Report).

When does measurement mobilize citizens to 
demand accountability for learning? Because of lim-
ited attention, information is often ignored, especially 
if it is complex or provides unwelcome news.32 There-
fore, for measurement to spur action, information 
must be available in an easily digestible way. But this 
in itself may not be enough. Learning metrics can gal-
vanize communities to hold their schools accountable 
for learning only when collective action problems are 
resolved.33 A participatory approach—where schools 
and communities have a say in what type of “learning 
metrics” are generated at the school level—may be 
likely to work better here.34 In addition, for citizens 
to be able to act on information, fear of reprisals must 
be low. Finally, for citizens to act in behalf of change, 
they must believe that their own individual actions 
can make a difference.35

Efforts to benchmark country performance 
through international or regional assessments have 
in some cases galvanized action because interna-
tional comparisons make learning politically salient. 
Release of the Trends in International Mathematics 
and Science Study (TIMSS) or PISA rankings often 
triggers intense media interest, inserting learning 
into political and economic debates.36 This increase in 
interest often generates momentum for government 
action—an effect known as “PISA shock”—thereby 
unleashing targeted reforms. About half the countries 
participating in the PISA assessments under the aegis 
of the Organisation for Economic Co-operation and 
Development (OECD) have launched reforms because 
of the results.37 Learning assessments also spur 
action by making learning a tangible goal. Whereas 
the United Nations’ Millennium Development Goals 
(MDGs), which inspired efforts by governments and 
donors, focused on enrollment, the current Sustain-
able Development Goals (SDGs) place greater empha-
sis on learning.38 The success of the SDGs will depend 
on countries’ ability to turn rhetoric into action by 
tracking learning.

In such contexts, learning metrics can correct infor-
mation failures, which are especially severe for the 
poor. This correction can in turn rebalance the rela-
tionship between users and providers. This channel 
operates via the direct or short route of accountabil-
ity running from parents directly to schools.

• � Choice. Providing parents with hard evidence 
about learning outcomes at alternative schools can 
encourage schools to improve learning by increas-
ing competitive pressures. When parents have 
objective information about learning outcomes 
across schools, they can punish poorly performing 
schools by “voting with their feet.” Public schools 
care about such outcomes because their resources 
are often tied to the number of students they 
enroll.21 But this channel may also disproportion-
ately penalize schools that serve poor children. 

• � Voice. Learning metrics can facilitate lobbying for 
reform by providing information on what needs 
fixing. Lack of reliable metrics, by contrast, under-
mines accountability for results.22 This channel 
operates via the long route of accountability, where 
learning metrics may help citizens use the political 
process to hold politicians accountable for learning.

That said, the links from measurement to action 
are neither automatic nor straightforward. India’s 
citizen-led assessment, the Annual Status of Educa-
tion Report (ASER), has documented low proficiency 
scores since it was introduced in 2004. However, clear 
or sustained improvements are not yet visible for the 
country as a whole.23 At the same time, some Indian 
states have shown significant improvements in grade 
3 reading levels between ASER 2010 and 2016.24 This 
shows that it is not just the information but action 
that matters. For learning to improve, not only do 
learning assessments need to be available, but also 
someone needs to act on them. In fact, an evaluation 
of the impact of citizen-led assessments in Kenya 
finds that for information on learning to spur action, 
those who receive the information must understand 
it, see it as actionable, care about the topic, and believe 
that their actions will improve outcomes.25

Political pressures may limit the extent to which 
measures of learning spur positive action. Where 
education quality is low, politicians have an incentive 
to hide or obscure learning outcomes.26 They may also 
try to evade blame for poor performance by setting 
low standards, trying to limit year-to-year compara-
bility, or restricting access to outcome information.27 
For example, Argentina amended its standardized 
test so that year-to-year comparisons are not possible, 
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half of the countries surveyed produce data or partic-
ipate in any regional or international tests to assess 
mathematics at the end of lower secondary school. 
Just under half assess reading. This means that 
comparable information about learning is missing 
for most children and youth outside of high-income 
countries (figure 4.1).40

Will learning metrics narrow 
the vision for education? 
Putting emphasis on measurable learning does not 
mean ignoring other outcomes of education, such as 
physical, moral, civic, or artistic development. Indeed, 
focusing on learning—and on the educational quality 
that drives it—is more likely to crowd in these other 
desirable outcomes. Conditions that allow children to 
spend two or three years in school without learning 
to read a single word or to reach the end of primary 
school without learning two-digit subtraction are 
not conducive to reaching the higher goals of edu-
cation. An experiment in Andhra Pradesh, India, that 
rewarded teachers for gains in measured learning in 
math and language led to improved outcomes not just 
in those subjects, but also in science and social stud-
ies—even though there were no rewards for improve-
ment in the latter two subjects.41 A study of ninth 
graders in the United States found that behavioral 
factors correlate positively with test scores.42 Another 
U.S. study revealed that teachers who improve test 
scores also improve broad outcomes into adulthood.43 

Choose learning metrics 
based on what the country 
needs
When choosing which measures of learning to invest 
in, policy makers must consider the context. If assess-
ment systems are nascent, priority should be given 
to fostering classroom assessment. Once that piece 
is in place, countries can develop relatively quick, 
sample-based, low-cost national assessments. When 
classroom and national assessments are established, 
much can be gained from participating in regional or 
global assessments that enable performance bench-
marking. The ultimate goal is to build assessment 
systems in which different parts are aligned but serve 
different needs.

Not every student needs to be tested in national 
assessments. Sample-based assessments can accu-
rately measure a system’s performance. These 
assessments still require capable administrators, 
but they are much less expensive than census-based 
assessments. They can also be administered more 
often. Schools participating in these assessments do 
not have to be identified. This helps lower the stakes, 
making the assessments less susceptible to perverse 
responses by teachers or schools. 

Assessment systems should test students at an age 
when effective remedial action remains possible. Of 
121 countries in four regions, a third lack any report-
ing data on the reading and mathematics proficiency 
levels of children at the end of primary school.39 Only 

Figure 4.1 No internationally comparable data on learning are available for most 
children outside of high-income countries

Percentage of children in countries that have reported mathematics and reading scores since 2000 for ASER, EGRA, 
LLECE, PASEC, PIRLS, PISA, SACMEQ, and TIMSS, by income group

Source: WDR 2018 team, using data from Sandefur (2017). Data at http://bit.do/WDR2018-Fig_4-1.

Note: ASER = Annual Status of Education Report; EGRA = Early Grade Reading Assessment; LLECE = Latin American Laboratory for Assessment of the 
Quality of Education; PASEC = Programme d’Analyse des Systèmes Éducatifs de la Confemen; PIRLS = Progress in International Reading Literacy Study; 
PISA = Programme for International Student Assessment; SACMEQ = Southern and Eastern Africa Consortium for Monitoring Educational Quality; TIMSS = 
Trends in International Mathematics and Science Study.
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to understand how producers—or in this case, coun-
tries—make trade-offs between production of differ-
ent goods (figure 4.2). For example, in recent years 
many stakeholders in the Republic of Korea have 
argued that their high-performing education system 
places too much emphasis on test scores (shown in 
figure 4.2 as “measured learning”) and not enough 
on creativity or certain socioemotional skills such as 
teamwork (“other outputs”). Implicitly, this Korean 
debate is about whether to try to move up and to  
the left on the frontier—that is, from A toward B. 
But in the low-learning trap, represented by “low- 
performing country C” in the figure, there is so much 
slack that this OECD-driven debate is not relevant. 
Country C has an opportunity to improve on both 
measured learning and other education outputs at 
the same time.

Six tips for effective learning 
measurement
Tip 1: Measure gaps. The learning crisis will be truly 
salient politically only when vulnerable subpopula-
tions, who are disproportionately likely to suffer from 
learning gaps, are adequately covered by national 
assessment systems. To ensure that happens, assess-
ments should be deployed in a way that shines a light 
on all children. Measurement must allow for the 
disaggregation of data around important dimensions 
such as socioeconomic status, gender, location, or dis-
ability status. In particular, groups at risk for social or 
economic exclusion may need to be oversampled to 
ensure adequate representation.51 

Tip 2: Track progress. The use of uniform method-
ologies, approaches, and psychometrics across years 
is crucial for education systems to discern trends in 
learning over time and changes in learning gaps across 
tests. Year-on-year comparisons of learning progress 
should also be ensured for vulnerable subpopulations.

Tip 3: Test students when effective action is still possible. 
Returns from student assessments will be maximized 
if they focus on ensuring that students attain basic 
skills—literacy, numeracy, critical thinking—early 
in their schooling. Systems should also consider 
household-based testing, which would allow assess-
ments to cover students not currently in school, 
making the resulting measurement more useful for 
universal learning targets. Household testing would 
also allow more nuanced understanding of all the 
different influences on a child’s school access and 
learning outcomes. To that end, standardized learn-
ing modules can be included at little additional cost 

Learning assessments of key foundational subjects 
such as language and mathematics are likely to be 
good proxies for whether an education system is 
delivering on its broad promise.

That said, cognitive skills are not the only skills 
that matter. Socioemotional skills (sometimes called 
noncognitive skills) such as grit, self-control, self- 
management, effective communication, and pro-
social behavior can be central to not just economic 
outcomes but life outcomes more broadly.44 Evidence 
from high-income countries suggests that such skills 
strongly affect employment status, work experience, 
occupational choice, and wages.45 They also reduce 
risky behaviors such as crime, violence, or drug 
use.46 For example, a study from the United Kingdom 
found that even after controlling for cognitive skills, 
socioemotional skills were important for predicting 
whether individuals stayed in school, obtained a 
degree, were employed, smoked, or were involved in 
a crime.47 An understanding of how to measure these 
skills, along with how to influence them, is growing 
rapidly.48 Like cognitive skills, socioemotional skills 
develop early in life but are malleable.49 In fact, socio-
emotional skills help build cognitive skills and vice 
versa, with current skill levels dependent on invest-
ments made earlier in life (see spotlight 3).50

Lower-performing countries probably do not face 
the same sharp trade-offs faced by high-performing 
countries on the education frontier. Economists use 
the concept of the production possibilities frontier 

Figure 4.2 Low-performing countries don’t face �
sharp trade-offs between learning and other 
education outputs

Source: WDR 2018 team.
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of understandable results to key stakeholders. Another 
factor is an open, collaborative process for instrument 
design. Student assessments developed with the col-
laboration of various stakeholders are more likely to 
be considered valid and relevant at local levels. 

Tip 6: Exploit global public goods on learning. Lever-
aging international assessments can yield high 
returns. For example, there is considerable advantage 
to forging common links between international and 
regional assessments so they can be put on the same 
scale. This not only increases harmonization between 
international assessments such as PISA and TIMSS, 
but also allows ties to national and citizen-led assess-
ments, enabling meaningful global tracking (box 4.2). 
Researchers have tried to link various assessments 
after the fact, but these attempts have faced severe 

in surveys conducted both nationally (such as income 
and consumption surveys) and internationally (such 
as Living Standards Measurement Study surveys or 
Demographic and Health Surveys). 

Tip 4: Balance the stakes. No single measure should 
be misused or overused. One way to avoid that out-
come is to frame learning measures that guide policy 
as low-stakes diagnostic tools—not as one summary 
number that determines sanctions and rewards. 
Again, “learning metrics” should be considered a sys-
tem of tools, each with its own place and purpose.52 

Tip 5: Good design is not enough—facilitate action. 
Learning measures should be used explicitly not 
just for tracking progress, but also for policy mak-
ing.53 One way to ensure that happens is to devote  
resources (including effort) to the timely distribution 

Box 4.2 A global learning metric?

A global learning metric could help bring learning center 
stage, making it more salient. Such a metric would use an 
internationally comparable scale to consistently track prog-
ress and identify gaps across contexts. It would enable com-
parisons across children, households, schools, and locations. 

Beyond its technical dividends, a global metric would 
motivate action and generate accountability for learning. 
By showing what is possible, it could point to what coun-
tries should be aspiring to—and create pressure to meet 
those aspirations. By benchmarking learning gaps among 
disadvantaged groups, a global metric could also create 
pressures for social mobility within countries. Furthermore, 
comparable learning data could increase the effectiveness 
of global research, international partnerships, and global 
aid for learning. Such data could also help countries 
develop their capacity for analyzing results to drive policy. 

To be sure, there are technical and political challenges 
that would go hand in hand with adopting a global metric. 
The first is how to generate a global consensus on the met-
ric’s scope. A global metric would require making choices 
about approach, target sample, and interpretation, which 
could prove controversial. In addition, challenges would 
arise with financing, implementation capacity, and political 
will. Many developing countries lack infrastructure for data 
collection, organization, analysis, and mechanisms to pro-
vide feedback to educators, parents, or communities. These 
are all necessary ingredients for turning metrics into action.

But most of these problems are surmountable. Global 
advocacy is generating sound technical recommendations 
on what a global metric could look like. Although there are 
no agreed-on standards of proficiency and no agreed-on 
tests to ensure that countries’ measures of learning are 
comparable to each other and over time, several global 
initiatives—such as the Global Alliance to Monitor Learning, 
the Assessment for Learning (A4L) initiative, and the 
International Commission on Financing Global Education 
Opportunity—are generating momentum. Other challenges 
could be overcome through clear goals and quality thresh-
olds. A global metric can succeed only if it is explicitly 
framed as a complement to national assessment systems—
not as a substitute for them. In fact, information from the 
global metric could be used to strengthen the capacity of 
national systems. 

The political will needed for a global metric might be 
easier to mobilize if the needs of developing countries 
are prioritized and the metric’s advantages are clearly 
communicated. Estimates suggest that only 3 percent of 
official development assistance for education is spent on 
global public goods such as data and research; for health, 
that share is 20 percent.a Returns from investing more on  
education data could be enormous if they help focus atten-
tion on ensuring that students attain basic skills in their 
early years.

Source: WDR 2018 team.

a. Schäferhoff and Burnett (2016).
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be effective, “learning metrics” must overcome two 
important challenges: ensuring that information 
leads to action, and minimizing the potential per-
verse impacts of measurement. Alarm at the rise of 
a “testing” culture has dominated recent discourse. 
But in most low-learning contexts there is too little 
assessment and, consequently, too little accountabil-
ity for learning in the system. 

technical challenges.54 Ex ante linking of measure-
ments through common items is likely to prove much 
more technically sound and cost-effective.

* * *

Education systems are unlikely to tackle the learning 
crisis unless it becomes clearly visible. This is possible 
only through well-designed measures of learning. To 
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