If a firm in Brazil or Mexico is asked how long it has to wait to receive approval for new construction, the answer could range from as little as 1 day to more than 100 days (figure 5.1). Such remarkable variation in the wait time experienced by firms within the same country is true of almost any basic regulatory procedure in most low- and middle-income countries. Examples of such procedures are receiving a license to set up a new firm or a permit to import an item.1

One reason for the variance in regulatory implementation could be that some firms have more influence over the policy arena than others. For example, recent firm-level studies suggest that, to the detriment of long-term economic growth, firms with powerful political connections are unduly favored in the way certain policies are designed or implemented.2 These firms receive preferential access to state credit, land, and import licenses. The sectors in which they operate are protected from competition from other firms through high regulatory barriers to entry. This form of policy subversion has significant negative effects on the economy.

How policy “capture” slows economic growth

This chapter explains how and when powerful groups with narrow interests can have an undue influence on policy (“capture”) and slow down economic growth, even in the context of high state capacity.3 Such dominant groups can include politically connected firms and lobbies for industry, farmers, or consumers. This chapter also analyzes cases in which shortsighted, opportunistic state actors renge on policy commitments, harming investors. In some cases, existing norms such as tolerance of corruption in public agencies can reinforce such policy failures.

That said, the influence of interest groups, while ubiquitous, does not always render growth policies ineffective; sometimes, it can even improve them. How this process plays out depends on the characteristics of the government agencies that enact the policies in question, as well as the incentives of influential groups, such as industry associations, that interact with those agencies. Understanding what drives this difference can help identify ways to improve policy effectiveness.

One lesson that emerges from such understanding is that designing second-best policies that can achieve at least the partial goals of security, growth, or equity may be more effective than designing ideal policies that are at high risk of capture (such second-best policies are considered implementable). A second lesson is the value of avoiding policies that look good in the short term but could end up reinforcing the power of dominant groups that could block further reforms, thereby hindering the effectiveness of policies in the future. A third lesson is that undue influence from dominant groups can be counterbalanced by the appropriate design of incentives within public agencies, checks and balances between agencies, and mechanisms that extend accountability to a broad group of firms and individuals. Such reforms can expand the set of implementable policies.

This approach assumes that the interests of high-level policy makers are aligned in the direction of reform. Whether that is the case depends on the evolution of the broader governance environment, a topic examined in part III of this Report.
action are associated with persistent differences in levels of economic development. For example, in some regions of Peru an extensive system of forced mining labor (mita) was in effect from 1573 to 1812. Today, the average household consumption levels in those regions are about 25 percent lower than in adjoining regions. One explanation is that in areas without mita, the landowning class that emerged had an incentive to set up stable property rights institutions. Today, areas that did not have the mita system continue to have more secure property rights and do a better job of providing public goods (Dell 2010).

When change is viewed over the shorter time span of decades rather than centuries, the relationship between broad, aggregate measures of governance and economic growth is weaker (figure 5.3). Over the last century, growth accelerations and slowdowns that lasted as long as a decade do not seem to have been correlated with major changes in governance, nor have sustained periods of high growth lasting as long as three decades. It is possible for economies to grow without big changes in the nature of governance, but it is not clear how long such growth can be sustained.

What are the mechanisms behind the aggregate relationship between governance and growth? Because different dimensions of governance are correlated across countries, it is not easy to delineate their impacts on growth using a cross-country analysis alone. A more microeconomic analysis of the mechanisms through which governance affects growth is therefore a vital complement to the macroeconomic analysis of governance and growth (Pande and Udry 2006).

Two sources of growth: Investment and efficiency

On the surface, growth in per capita income has two sources: investment and efficiency. On the one hand, investment is the process by which economies accumulate physical capital, skills, and knowledge. Efficiency, on the other hand, determines how well this labor and capital are put to use. In general, at least half of the per capita income differences across countries is attributable to differences in countries’ efficiency levels (total factor productivity, or TFP). The rest is due to differences in investment (accumulation)—see Caselli (2005, 2016). Both investment and efficiency thus matter to growth.

Countries vary in the emphasis they place on various forms of investment and efficiency in their growth models. Some growth models emphasize...
In the absence of a credible commitment to the security of property rights (that is, when there is risk of expropriation), the incentives for investment or innovation will be limited. Firms and individuals that experience lower security will invest less in productive activities. Moreover, differences across firms in the level of security from expropriation will affect the efficiency of resource use. If the more productive firms in an economy experience lower security than the less productive ones, then investment by productive firms will be inefficiently low, leading to misallocating resources and thwarting growth.

Governance can affect investment and efficiency through two types of institutional “functions.” The first deals with commitment—that is, creating an environment in which firms or individuals feel secure in investing their resources in productive activities and have the incentives to use them efficiently. The second pertains to socially beneficial collective action to coordinate investment decisions and promote cooperation among investors to solve potential market failures.

**The key governance functions: Enhancing commitment and collective action**

In the absence of a credible commitment to the security of property rights (that is, when there is risk of expropriation), the incentives for investment or innovation will be limited. Firms and individuals that experience lower security will invest less in productive activities. Moreover, differences across firms in the level of security from expropriation will affect the efficiency of resource use. If the more productive firms in an economy experience lower security than the less productive ones, then investment by productive firms will be inefficiently low, leading to misallocating resources and thwarting growth.

Consistent with theory, household-level studies find that farmers are more likely to make long-term investments in their land when their tenure is more secure, and urban households are more likely to accumulation, such as the mobilization of savings for industrial investment. Other models emphasize growth in efficiency through innovation and competition among firms. Growth models based on factor accumulation may require a different governance configuration than those based on efficiency. Transitioning from one model to another has proven to be a complex policy challenge (Gill and Kharas 2015)—see spotlight 6 on the middle-income trap.
renovate homes when the risk of being dispossessed is lower. Secure rights also improve labor allocation because protecting one’s property is no longer a primary motivation in decisions about where to work (Field 2007). Similarly, studies find that firms that perceive themselves to be more secure from expropriation reinvest more of their profits in their business (Johnson, McMillan, and Woodruff 2002b). Theory also suggests that well-defined property rights should improve the functioning of credit and other asset markets, but empirical evidence in support of such suggestions is weak.

Enforcement of contracts governing economic transactions is also critical because problems with contract enforcement prevent specialization and an optimal division of labor (North 1990; Costinot 2009). Suppose a firm is considering whether to specialize in producing parts for a bigger firm. Once committed to this specialization, it will have no alternative but to sell those parts at whatever price that particular buyer offers. Thus the firm will hesitate to specialize unless both parties can agree on an enforceable contract with a fair price. In small economies, reputation and relationships can be effective means of enforcement, but as growth leads to greater market size, impersonal interactions become more likely, and thus formal contract enforcement begins to matter more (Dixit 2007). Empirical studies find that a strengthened formal enforcement system (such as through the courts) can foster the creation of new business relationships, promote trade in goods, and increase the flow of credit to firms.

The design and implementation of regulations that affect competition between firms are another policy dimension central to growth. For example, poorly designed licensing requirements for new firms can make it difficult for entrepreneurs to bring new investment ideas to fruition, and they can reduce the
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**Figure 5.3 Medium-term growth and governance are not correlated**

<table>
<thead>
<tr>
<th>Bureaucracy</th>
<th>Government decisions effectively implemented</th>
</tr>
</thead>
<tbody>
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</tr>
</tbody>
</table>


Note: “Bureaucracy” indicates to what extent bureaucracy does not hinder business activity; “government decisions effectively implemented” indicates to what extent government decisions are effectively implemented; “personal security and private property” indicates whether personal security and private property rights are adequately protected; and “bribery and corruption” indicates to what extent bribery and corruption do not exist in a country. The scale ranges from 0 (worst outcome) to 10 (best outcome).
competitive pressure on existing firms to innovate and become more productive. For example, a policy of industrial licensing in India required firms to obtain government permission before setting up a new factory or expanding output in an existing factory. The process of license approval was onerous and unpredictable. Loosening these requirements in some industries in the 1980s may have increased efficiency levels by as much as 22 percent (Chari 2011).

Some forms of collective action, such as coordinating investment and ensuring cooperation to prevent free-riding, can solve potential market failures that can impede growth and investment in public goods. Although discussing all possible market failures is beyond the scope of this chapter, what follows illustrates the key issues by looking at a specific type of failure.

The insight that failure to coordinate investment activity could lead to underdevelopment is decades old. Suppose an industry could upgrade to a modern technology that relies on a range of specialized skills. For a worker, investing in learning those skills does not make sense if it is not clear that the modern technology will be adopted. For a firm, investing in the new technology does not make sense unless a supply of the required specialized skills will be available. Thus without some way of coordinating the decisions of workers and firms, the industry could remain trapped in a low-level equilibrium. Such coordination problems can occur in many contexts, ranging from finance and adoption of technology to innovation and industrial clusters.

Policies to address coordination and other collective action problems are difficult to design and implement. For example, when complementarities between firms could lead to a coordination failure, governments could use subsidies or taxes to encourage firms to invest in a coordinated manner (Rodrik 1996). But targeting such a subsidy scheme to the right set of firms requires information on precisely which firms could have spillovers on others, and on how much they are investing (Bond and Pande 2007). Because of such implementation challenges, policies to address collective action problems in growth are particularly sensitive to the quality of governance.

How policies are affected by undue influence from powerful groups

A poor capacity to design or implement policies could be one reason why governments do not enact policies that are functionally optimal for aggregate growth. Yet, even when such capacity exists and a first-best policy has been identified, those in power may not have the incentive to choose that policy. Indeed, specific actors in the policy arena may be able to design or implement a policy that maximizes their private benefits rather than social welfare because they have so much bargaining power. In this Report, this arrangement is called capture. Capture is not easy to identify, and there is the risk of mistaking what was simply a misinformed policy choice for deliberate subversion.

Recent years have seen a burgeoning of quantitative research into this question. This research has detected specific forms of capture, and in some cases it has even measured its efficiency costs. For example, studies of trade policy suggest that even in high-income countries policy choice can unduly reflect the preferences of groups with high levels of influence in the policy arena. Although low trade barriers are generally good for long-term growth, domestic industries that compete with imports stand to lose from them in the short term. Political influence or campaign contributions from industry lobbies and labor unions have been shown to affect the setting of import tariffs. Larger and better-organized industries that compete with imports tend to win more import protection.

The potential power to influence policy is distributed unevenly, not only across industries but also across firms within industries. In most countries, some firms are much better connected to the government than others. Sometimes, state actors collude with such politically connected firms to subvert a policy in the interest of those firms, possibly to the detriment of unconnected firms in the same industry.

Such capture by politically connected firms may not be easily identifiable or as large scale as, say, setting high tariffs in import-competing industries, but the evidence suggests that its economic costs are far from trivial. In the 1990s, for example, some of Indonesia's largest industrial groups had strong connections to President Suharto. Between 1995 and 1997, rumors about the state of Suharto's health circulated on several occasions. Each time, the more closely industrial groups were connected to the president, the more their stock values fell (figure 5.4). In fact, the more serious the health rumor, the greater was the fall in stock values. Because this decline was not connected to other changes in market conditions or the productivity of connected firms, the drop in share prices was a proxy for the private benefits of being able to capture policy through political connections (Fisman 2001). Based on a similar method, the estimated value of political connections in the Arab
Granting import licenses to favored firms. Another way to channel favor to connected firms is to grant import licenses only to specific (favored) firms. In Suharto-era Indonesia, being politically connected tripled the likelihood of receiving a license relative to a firm’s competitors. And the licenses conferred monopolistic power on the licensee. For example, a highly connected firm in the milk industry was granted import licenses for 12 inputs necessary to produce milk, whereas some other firms in the same industry had three to four licenses at most. This situation forced competitors to rely on the connected firm or on inferior domestic supplies (Mobarak and Purbasari 2008).

Using market regulations to favor firms. Market regulations can also be used to favor connected firms. For example, regulatory barriers to the entry of new firms can be a means of protecting incumbents to the detriment of market entry and competition. In Tunisia during the regime of Zine El Abidine Ben Ali (1987–2011), firms under the control of the ruling clan accounted for a disproportionately high share (21 percent) of total private sector profits (Rijkers, Freund, and Nuicifora 2014). The superior profits of these connected firms may have been due to the heavy regulation of firm entry, investment, and foreign direct investment in the sectors in which they had a heavy presence. Indeed, the gap in profits between connected firms and others was higher in the more regulated sectors, suggesting that entry regulation

Figure 5.4 In Indonesia, the stock value of politically connected firms fell when the connection was jeopardized

The closer that industrial groups were to President Suharto, the more the value of their stock fell as rumors about the president’s health circulated

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
<th>Change in stock value of politically connected firms (percentage points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>Jan. 30–Feb. 1</td>
<td>0.5</td>
</tr>
<tr>
<td>1995</td>
<td>April 21</td>
<td>0.2</td>
</tr>
<tr>
<td>1996</td>
<td>April 29</td>
<td>0.3</td>
</tr>
<tr>
<td>1996</td>
<td>July 26</td>
<td>0.4</td>
</tr>
<tr>
<td>1997</td>
<td>April 1–April 3</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Source: Fisman 2001, figure 1.

Republic of Egypt during the Mubarak era was about 13–16 percent of firm value (Chekir and Diwan 2014).

How politically connected firms gain undue advantage

The benefits of policy capture to politically connected firms can be economically significant. Understanding the ways in which policy capture occurs is therefore important.

Diverting credit. One way in which state actors favor connected firms is to divert government loans to them. In Pakistan, for example, between 1996 and 2002 politically connected firms borrowed 45 percent more and had 50 percent higher loan default rates than other firms (Khwaaja and Mian 2005). This preferential treatment was related entirely to loans from government banks. Moreover, it increased when the power of the connected politician increased, and it fell when there was more electoral competition within the politician’s constituency. In Brazil, firms that made campaign contributions to winning candidates in the 1998 and 2002 elections had higher returns and subsequently received greater credit from banks (Claessens, Feijen, and Laeven 2008). A study of Malaysia at the time of the Asian financial crisis found that the market value of politically connected firms improved relative to that of other firms after international capital controls were imposed, suggesting that connected firms had easier access to domestic credit (Johnson and Mitton 2003).

Granting import licenses to favored firms. Another way to channel favor to connected firms is to grant import licenses only to specific (favored) firms. In Suharto-era Indonesia, being politically connected tripled the likelihood of receiving a license relative to a firm’s competitors. And the licenses conferred monopolistic power on the licensee. For example, a highly connected firm in the milk industry was granted import licenses for 12 inputs necessary to produce milk, whereas some other firms in the same industry had three to four licenses at most. This situation forced competitors to rely on the connected firm or on inferior domestic supplies (Mobarak and Purbasari 2008).

Using market regulations to favor firms. Market regulations can also be used to favor connected firms. For example, regulatory barriers to the entry of new firms can be a means of protecting incumbents to the detriment of market entry and competition. In Tunisia during the regime of Zine El Abidine Ben Ali (1987–2011), firms under the control of the ruling clan accounted for a disproportionately high share (21 percent) of total private sector profits (Rijkers, Freund, and Nuicifora 2014). The superior profits of these connected firms may have been due to the heavy regulation of firm entry, investment, and foreign direct investment in the sectors in which they had a heavy presence. Indeed, the gap in profits between connected firms and others was higher in the more regulated sectors, suggesting that entry regulation
served to shield connected firms from competition. There is similar evidence from Mubarak-era Egypt (Diwan, Keefer, and Schiffbauer 2015).

**Political cycles and populism**

Potentially, any group of firms, workers, or consumers that is politically influential can influence policies. For example, the adoption of “green growth” policies that are socially beneficial and would not necessarily slow down economic growth could be blocked by influential groups of farmers or consumers who stand to lose from the policies in the short term (box 5.1). Sometimes, it is hard to predict which side will manage to tilt policies in its favor. For example, in the utilities industries, the unregulated price can be inefficiently high, and there is a valid economic argument for regulating the price. However, the regulators may set the price too high if they collude with the utility firm, whereas if the countervailing influence from consumer advocacy groups prevails, regulators may set the price too low.

**Tilting policies to favor politically influential groups.**

Sometimes, politicians direct public investment to benefit narrow groups of supporters—a practice known as clientelism (see chapter 6). Such a client-based allocation of public investment is likely to be highly inefficient.

More generally, public resources can be allocated in favor of politically influential groups without necessarily involving a strict patron-client relationship. For example, many countries have development programs that direct state credit to small firms, rural enterprises, and farmers. This credit can be used to favor groups that have outsized political influence. Cole (2009) found that from 1985 to 2009 in India agricultural credit from state banks increased by 5–10 percentage points in an election year. This higher lending during election years targeted places served to shield connected firms from competition.

### Box 5.1 Why some people see red when they hear “green growth”

“Green growth is about making growth processes resource-efficient, cleaner and more resilient without necessarily slowing them” (Hallegatte and others 2012, 2). For many reasons, environmental conservation is also good for long-term economic growth and development. Economic production depends on the stock of natural resources and on environmental quality (“natural capital”). Green growth strategies can increase natural capital by preventing environmental degradation. Environmental protection can also contribute indirectly to growth by correcting market failures. For example, a policy that addresses market failures leading to urban congestion can improve air quality and increase urban productivity. Green growth can also improve well-being directly by improving air and water quality.

However, switching to green growth strategies could impose short-term costs on some groups in society. Take the case of organic fertilizer. Smaller and more targeted doses of fertilizer (a “green” approach) are better for the environment in the long run, but conventional fertilizer is less costly and easier to use. Malawi faced this problem in 2005 when, to cope with food insecurity, it introduced a fertilizer subsidy for smallholder maize farmers. The intensive use of conventional fertilizer did lead to an immediate increase in farm output. However, because small farmers would not find it easy to adopt greener approaches using smaller, targeted doses and more organic fertilizers, efforts to phase out the subsidy could hurt maize farmers for some years (Resnick, Tarp, and Thurlow 2012).

It could be that the groups who stand to lose from green growth policies in the short term have an oversized influence in the policy arena, and so they are able to block reforms and undermine commitment. Because the costs are concentrated and many of the benefits from cleaner technologies are intangible and dispersed, the potential losers from such reforms are likely better able to organize. They can also form a strong electoral constituency. For example, Malawi’s fertilizer program has been popular among small farmers—an important constituency. At times, switching to green growth strategies can entail losses for influential groups of consumers and firms. For example, South Africa announced an ambitious climate change plan in 2010 that would reduce the share of electricity generated by coal-fired plants in a country in which electricity is in short supply and coal is a relatively abundant source. The plan, despite being watered down a year later, has been opposed by consumers, labor unions, and business interests, particularly those in mining and heavy industry (Resnick, Tarp, and Thurlow 2012). As these examples demonstrate, the design of green growth policies must take into account the potential resistance from short-term losers.

Sources: Hallegatte and others (2012); Resnick, Tarp, and Thurlow (2012).
Sometimes, the self-interest of powerful businesses can coincide with policies that are good for long-term growth. Where the electoral race was particularly close, hinting at the political motives behind the credit boom. Such political cycles in government lending during election years have been observed in many countries (Dinc 2005). In Italy, the interest rates charged in the 1990s by politically affiliated banks varied with the election cycle, which is also suggestive of political influence on lending (Sapienza 2004).

Misallocating public investment. Failed industrial development programs are another example of how political influence can undermine growth by misallocating public investment. Governments often direct public investment to specific sectors or regions, ostensibly to address coordination failures. Such programs could become a vehicle for providing hidden benefits to politically influential groups (Coate and Morris 1995). For example, landowners and workers in politically important regions might gain if an industrial zone is located in their region, raising prices and wages.

The disappointing experience of Sub-Saharan Africa with industrial coordination policies is illustrative. Defying economic logic, one program in Ghana involved the transport of cattle hides to a tannery 500 miles to the south in the country, only to send the leather back north to a footwear factory 200 miles away—all to serve a market a farther 200 miles north. Poor siting of the tannery thus rendered the program economically unviable (Robinson 2009). Some of these case studies conclude that poor location decisions were the outcomes of political influence. In Zambia, for example, the Industrial Development Corporation evidently chose economically infeasible locations for many subsidiary firms, mainly on the basis of providing employment in rural areas (Robinson 2009).

The cost of capture

The most obvious cost of policy capture is the inefficient allocation of public resources. For example, bank loans should go to the most productive firms, but that does not necessarily happen when lending is based on a firm’s political connections. Corporate lending data from Pakistan for 1996–2002 reveal that connected firms received a disproportionately large share of credit, but they were more likely than other firms to default on their loans and they were less productive. Based on the gap in productivity between connected firms and other firms, the annual loss from giving disproportionately amounts of credit to connected firms could have been as high as 1.6 percent of GDP (Khwaja and Mian 2005).

Such misallocation could also have a long-term impact on growth through its detrimental effects on the basic economic process of creative destruction—that is, the entry of new firms, investment by existing firms to become more productive, and the exit of unproductive firms. Entrepreneurship is likely to be discouraged in an environment in which firms with political influence earn rents (disproportionate benefits) at the expense of more efficient or more innovative firms that lack influence. By tilting the playing field against ordinary firms, such capture can also make growth less inclusive. But measuring such long-term costs is difficult.

This reckoning of the costs of undue influence on policies is relative to a benchmark in which resources are efficiently allocated. However, the removal of means of rent-seeking by influential firms could have other systemic effects on the economy. Indeed, according to one view, many low-income economies are characterized by socioeconomic relationships based not on impersonal rules but on personal connections and privilege. In this political order, the elites manipulate the economy to maintain rents for powerful groups. This manipulation then serves to maintain social order and restrain violence. In such a world, “capture” is just one manifestation of deeper political economy problems, and so long as those are not addressed, simply prohibiting means of capture and rent-seeking will not lead to efficient outcomes (Acemoglu and Robinson 2013).

When interest group influence is not necessarily bad for policies

Sometimes, the self-interest of powerful businesses can coincide with policies that are good for long-term growth. The expansion of trading opportunities in the Mediterranean in the 10th to the 12th centuries, for example, led to the establishment of a broad-based merchant class in that part of the world. This merchant class was interested in market-supporting institutions that would enable trade for all its members. In Venice, it used its economic power to push for the establishment of robust contracting institutions and constraints on the executive (by ending the practice of hereditary doges and instituting a de facto parliament). Similarly, the merchant class that arose in Great Britain because of the growth of Atlantic trade in the 1600s pushed for better property rights and contracting institutions.

More contemporary case studies suggest that, for their collective benefit, business associations have helped governments improve various dimensions
of the business environment (such as secure property rights, fair enforcement of rules, and provision of public infrastructure) through lobbying efforts or better monitoring of public officials (Doner and Schneider 2000). They have also helped solve coordination problems. The Republic of Korea's phase of growth through export-oriented industrialization, which lasted for three decades, exemplifies this kind of pro-growth state-business interaction. Other examples include the footwear manufacturers' association in Brazil, the coffee federation in Colombia, and the textile manufacturers' association in Thailand, all of which played a coordinating role in reducing the costs of information about export markets (Doner and Schneider 2000).

Broad-based business associations are more likely to have an interest in pushing for better institutions rather than narrow rents. It is in the collective interest of firms in an industry to prevent policy capture by a few of them. Industry groups can develop collective mechanisms that prevent members from colluding with state officials and subverting policies in their narrow interest (Dixit 2015). Case studies suggest that business associations whose membership represents a large segment of the industry tend to be more influential and more "developmentally oriented" in their influence (Doner and Schneider 2000).

The extent and type of transparency also affect the nature of state-business interaction. When a state agency and the firms with which it interacts have a monopoly over critical information, there is a greater scope for them to collude and subvert policy in their mutual interest. Consider the regulation of a natural monopoly such as a public utility. Typically, the regulatory agency caps prices and compensates the utility firm based on an assessment of the firm's cost of production. In such situations, the firm could gain by colluding with the regulator to overstate its cost. The gain from such collusion is larger (and the chances it will be detected, lower) when the regulator and the firm know more than others about the cost (Laffont and Tirole 1991, 1993).

The nature of the government agencies that interact with firms also determines when state-business links will degenerate into narrow interest group capture. One example is the design of some industrial development agencies in East Asia from the 1950s to 1970s. Japan's Ministry of Trade and Industry (MITI), for example, combined bureaucratic autonomy with strong business ties. Although this step was necessary for the agency to be effective in coordinating industrialization, it also exposed the agency to capture. MITI, however, was also highly meritocratic, with bureaucrats following long-term career paths, clear rules, and established norms. It drew staff largely from a select group of elite technocrats who had strong informal ties with one another, giving the agency an unusually high level of internal coherence. This organizational strength may have prevented MITI from being captured by narrow interests (Wade 1990; Evans 1995).

**Policy design under risk of capture**

How should the risk of undue influence from dominant groups be taken into account in the design of policies and by the government agencies responsible for their implementation? This section begins by discussing a pragmatic approach to policy design that duly considers the probability of capture.

**Designing policies that are implementable**

Sometimes, when the possibility of capture looms large, policies that are first-best on the basis of economic efficiency are less implementable than second-best ones. Why? Even a powerful interest group must expend effort and resources to gain influence. The benefits of a second-best policy may be too small to make it worth the cost for interest groups to expend such effort and resources. Building on this insight, policies are often designed to give less room for discretion at the implementation stage. For example, when a regulator mainly enforces rigid rules, there is less scope for subverting the enforcement of those rules to award undue favor. As a result, the benefit from capture is too low.

Admittedly, designing policies that are less susceptible to capture involves a trade-off with efficiency. Replacing regulatory discretion with rigid rules gives the regulator less room to adapt enforcement to changing conditions. Rigid regulation thus imposes excessive costs on firms.

The risk of capture by self-interested, myopic state actors too can be addressed through pragmatic policy design—although with the same efficiency trade-offs. Think of a situation in which a government wants to attract foreign direct investment (FDI), but there is a history of FDI disputes, and investors are hesitant because they perceive a high risk of expropriation. Although strengthening checks and balances on state actors can reduce the perceived likelihood of expropriation, such institutional reforms take time. In the meantime, there are ways to design the FDI
contract to make expropriation less likely. Efficiency dictates a revenue-sharing scheme in which the host country receives a fixed amount every period, leaving the investor with strong incentives to increase profitability. However, when expropriation is a possibility, a more practical revenue-sharing scheme is one in which the host country automatically receives more (less) revenue when profits are high (low)—see Engel and Fischer (2010). This scheme is more consistent over time, as it takes into account the government’s incentives to uphold its commitment under different scenarios. Spotlight 7 addresses similar issues in the design of contracts for public-private partnerships (PPPs).

To put it in general terms, policies that are compatible with the existing balance of power may not be ideal, but they can effectively deliver growth. For example, in China the Township and Village Enterprises (TVEs) policy yielded strong investment growth until the mid-1990s (Qian 2003; Yao 2014). This policy was an unusual way of committing to property rights because TVEs were under the control of local community governments, and not, as is more common, under full private or central government control. Nevertheless, the policy was effective because of China’s context at that time. From the era of central planning, China had inherited a strong ideology opposing private property, and firms lacked legal protection for their private property rights. Giving local governments control stakes in local firms and tying local fiscal outcomes and cadre incentives to TVE success were important factors in making the commitment to TVE property rights credible.

### Anticipating how a policy could change the balance of power

Beyond its immediate impact on investment and production, an economic policy could have far-reaching consequences for governance—and thus growth—by altering the balance of power. Consider how a policy that promotes international trade could have such an effect. As discussed earlier, in both 11th-century Venice and 17th-century Great Britain, the growth of trade led to a rising merchant class, which in turn helped establish strong contracting and property rights institutions. But theory suggests that these effects were not inevitable, for trade does not always affect the distribution of economic power and incentives in the same way (Do and Levchenko 2009). Indeed, over time Venetian wealth from trade became concentrated in a narrower set of merchant families. No longer needing the support of smaller merchants, they used their power to institute an oligarchy (Puga and Trefler 2014).

The sugar boom that swept over the Caribbean islands around the 1650s and lasted for more than 200 years also illustrates this point. Before the advent of large-scale sugar production, these islands were typically smallholder peasant societies. The sugar boom, however, concentrated power in the hands of large plantation owners—a development that has been associated with the rise of slavery, as well as the persistent undermining of the property rights of small farmers in the region. This institutional stunting had serious adverse consequences for long-term growth (Levchenko 2016).

Thus anyone assessing a policy that seems optimal in theory should ask if, in the given context, it could concentrate economic power in a way that would ultimately undermine institutions. Consider the experience of the Russian Federation and eastern European countries in their transition toward market economies. At the time, there was a consensus among economists that the privatization of state-owned enterprises (SOEs) was a priority for improving the efficiency of these economies. Russia and many eastern European countries therefore focused on rapid, large-scale privatization of SOEs. But the way in which privatization was implemented created a new class of oligarchs who were able to block other policies that could promote competition (such as easing the procedure for setting up a new business). As a result, many of these economies are still struggling with inefficient, oligopolistic industries. This is consistent with the view that reforms that create an initial concentration of gains may engender strong opposition to further reform from early winners (Hellman 1998).

By contrast, Poland chose to focus first on reforms that would make it easy for new firms to enter and privatized existing firms more gradually. This sequencing created a class of young firms that were collectively interested in further reforms, while preventing the sudden emergence of a powerful group of large firms that could block reforms (Jackson, Klich, and Poznańska 2005).

### How the design of public agencies mediates the influence of powerful groups

Why are some public agencies able to work with different interest groups to design and implement policies without being unduly influenced by any
particular group, while others are captured by dominant groups? The answer depends on a number of features of the internal design of bureaucracies. The design features of public agencies, such as how officials are selected, how the performance of officials is assessed and rewarded, and how much discretion they have in implementing those goals, can help to mediate the influence of powerful groups. The allocation of functions across agencies and the role of oversight agencies such as auditors also matter (Tirole 1994). Finally, as discussed in the World Development Report 2015: Mind, Society, and Behavior (WDR 2015), bureaucratic norms can emerge that facilitate or obstruct capture.23

**Selection methods, incentives, and intrinsic motivation**

Recently, a number of studies have examined empirically how selection and incentive structures in bureaucracies affect the behavior of officials. This research can be useful for understanding how agency design could make officials less susceptible to bribery or other forms of undue influence by those seeking to capture a policy.24

Consider tools that provide incentives, such as pay-for-performance schemes. Randomized evaluations of these schemes in the context of the frontline provision of public services find that the performance of public officials in fulfilling their tasks improves.25 Pay-for-performance could also weaken the incentives of officials to collude in policy capture if that would mean missing performance targets.

But there are settings in which an overreliance on financial incentives could backfire. One issue with incentive schemes is that many government agencies have multiple objectives. Making officials’ pay too dependent on achieving any one objective can lead to a disproportionate focus on that objective to the exclusion of others (Tirole 1994). For example, when police agencies in the United States are allowed to keep the revenue they obtain from assets they seize in drug arrests, they make even more drug arrests, but at the cost of reducing enforcement of other petty crimes (Baicker and Jacobson 2007). Focusing on one-dimensional incentives could also encourage overzealous or biased behavior by officials. This concern is especially salient among officials whose jobs involve exercising expert judgment, such as regulators and judges. Making their rewards dependent on taking a particular position could induce them to distort their judgments routinely in favor of that position. For example, a regulator who is rewarded according to the number of violations detected might become too zealous in detecting “violations” or demand even higher bribes to not report violations.

In such settings, the design of selection methods for regulators may be a more effective lever. It has been shown that selection methods can influence the degree to which officials are responsive to particular interest groups. A study that compared direct election with political appointment of power utility regulators across U.S. states found that elected regulators have a more pro-consumer stance (Besley and Coate 2003). In fact, regulatory policy is just one of many policy areas for which politicians are responsible, and it is not very salient to voters. As a result, appointed regulators are more likely to respond to the interests of political elites than voters. But when regulators are elected, regulatory policy becomes more important to voters.

“Intrinsic motivation” is another lever for influencing the behavior of officials. Surveys and lab experiments suggest that public officials are intrinsically more motivated than private sector employees toward public service.26 Such pro-social motivation is also correlated with better job performance (Perry and Hondeghem 2008).

It is possible to design the work environment in ways that enhance intrinsic motivation. For example, smaller caseloads and higher salaries have a more positive effect on the performance of judges in U.S. state supreme courts when those judges are given more discretion in selecting cases (Ash and MacLeod 2015). This is consistent with the hypothesis that judges are intrinsically motivated to work hard on important cases. Reducing caseloads and increasing salaries give them the time and financial security to focus on producing high-quality judgments, especially when they have the discretion to choose important cases.

The extent to which officials are already motivated in a pro-social direction could have an important impact on how changes in the operating environment of a public agency play out. If officials care only about monetary rewards and are susceptible to bribes, reducing the extent of discretion in decision making can restrict the scope for capture. But this approach may not be effective in an agency in which the levels of intrinsic motivation for public service are already high, because the approach could undermine that intrinsic motivation.

Designing selection methods that attract more intrinsically motivated officials is another promising approach, but evidence on it is limited. A recent field experiment randomized salaries for public sector job
offers in Mexico to test whether higher wages attract more motivated officials (Dal Bó, Finan, and Rossi 2013). Higher compensation was associated with a better-qualified applicant pool—that is, the applicants were smarter and had better personality traits, higher earnings, and a better occupation profile. Remarkably, the high-wage applicant pool was also more motivated toward public service. But some other studies suggest that offering higher wages attracts quality (as reflected in previous wages and work experience) at the expense of pro-social motivation (Finan, Olken, and Pande 2015).

Norms in public organizations

Conformity with accepted norms of behavior in one’s organization could be a powerful driver of individual behavior in government organizations. Honesty can become a self-reinforcing norm in some agencies, whereas corrupt norms of behavior can take hold in others. In organizations in which corruption is considered acceptable because “everyone does it,” a temporary reform that shocks some officials into behaving more honestly could disrupt this bad norm, leading to a permanent, self-reinforcing improvement.

Although systematic evidence on such norm-shifting reforms is lacking, an example from the Republic of Korea’s past suggests that an intervention that operates on multiple fronts to shift norms could work. In 1961 New Korean president Park Chung Hee inherited a bureaucracy known for its political spiritedness” (Hoff 2001, 163). Moreover, for the bureaucrats that would remain, Park instituted strict performance monitoring practices alongside frequent office rotations. The result of these efforts was a government whose functioning was far improved.

Monitoring

Monitoring by higher agencies can deter officials from colluding in policy capture and generate useful information for third parties interested in preventing capture. Audits, for example, have been shown to reduce leakage in village-level public investment programs (Olken 2007). Informed third parties can also be recruited as monitors. Consider customs fraud (such as the underreporting of import values), which is one way firms can subvert the implementation of trade policy through bribery or other means of influence (Fisman and Wei 2001; Sequeira and Djankov 2014). To combat this kind of fraud, foreign inspectors at the point of origin would have accurate information about the value of shipments, and they are less susceptible to the influence of domestically powerful firms. A study using data from 104 developing countries between 1980 and 2000 found that countries that hire foreign inspectors to verify the tariff classification and the value of shipments before they leave their origin country increase import duty collections by 15–30 percentage points on average (Yang 2008).

But monitoring has its limits. It can make officials overly cautious, worsening their performance. And monitors themselves are not immune to capture. Such capture was revealed in a system of environmental audits of firms in an Indian state (Duflo and others 2013). In the prevailing audit system, auditors who had been hired by the firms themselves were conducting the pollution audits. But a study found that these auditors were underreporting the incidence of pollution by firms. Replacing this system with one in which auditors were randomly assigned to firms and paid fixed wages from a central pool reduced auditors’ underreporting of pollution.

Accountability through horizontal checks and balances

Effective checks and balances within a government should reduce the risk of short-term, opportunistic behavior by a few state actors. Consistent with this hypothesis, there are fewer disputes about foreign direct investment in countries with stronger horizontal political constraints, as measured by the number of independent branches in government with veto power over policy change and the degree of party alignment across different branches of government (Jensen and others 2012). Even in authoritarian regimes, the existence of legislative bodies increases investment by raising the cost of expropriation (Wright 2008).

Compared with high-income countries, low- and middle-income countries have weak formal checks and balances within government on average (figure 5.5), and strengthening these institutions is a long-term project. However, the principle of accountability through horizontal checks and balances lends itself to other approaches tailored to the specifics of a context.

Allocating power among government agencies and creating independent oversight agencies can reduce the chances of “grand” capture of policy by
dominant special interest groups. This principle can be illustrated by considering the design of regulatory agencies.

When regulators and the regulated firms have a monopoly over information pertinent to a regulation (such as firms’ cost structure), they can collude over regulatory design. In such circumstances, the division of power across regulatory agencies can reduce the monopoly over information and thus deter collusive capture (Laffont and Martimort 1999). But such a division of power is not without its drawbacks. Acquiring the information and expertise needed for regulatory design is difficult, and it might be easier to consolidate such expertise in a single regulatory agency. Thus a multiplicity of agencies could make coordination of regulatory policy more difficult, slowing down decision making. Indeed, if regulators are motivated purely by public interest and there is little chance of collusion, splitting functions between agencies could be counterproductive.

There is evidence that review and oversight of regulatory agencies by other government branches, such as the judiciary, can help prevent or invalidate regulatory decisions that are not in the public interest. Across countries, the strength of judicial independence and constitutional review (the power of the courts to check laws passed by the legislature that contravene a rigid constitution) is associated with stronger protection of property rights and less regulation of firm entry (La Porta and others 2004). In the United States, the delegation of decision-making authority to bureaucratic agencies and of arbitration authority to the courts has helped make regulatory policies more consistent (Spiller and Tommasi 2005). It has also helped level the playing field for less powerful actors. However, judicial review has its limits; in particular, the judiciary can step in only after being approached by an affected party with the legal standing to do so (Magill 2013).

Experience with the U.S. Office of Information and Regulatory Affairs (OIRA) suggests that the existence of an agency tasked with cross-cutting oversight of regulators, based on a cost-benefit analysis, can also help prevent capture. It has been hard for any particular narrow interest group to capture OIRA because it is a generalist institution and not focused on a single regulatory issue. Moreover, its practice of using standardized cost-benefit analysis in assessing regulations helps counteract the potential use of biased information and analysis by industry or consumer interest groups to influence regulations (Livermore and Revesz 2014).

Institutions of accountability are also politically embedded, and so they too could be subverted by powerful narrow interests. Nevertheless, even in countries with complicated and far-reaching governance environments, the state is rarely monolithic, and accountability institutions often manage to preserve autonomy. A recent case study of telecommunications in three middle-income countries—Mexico, South Africa, and Turkey—is illustrative. Although the telecom sector remains monopolistic or oligopolistic in all of these countries, recent years have seen clear improvements in access, technology, and market competition. One reason is that accountability institutions—the judiciary, competition commissions, and telecom regulators—have often acted autonomously against anticompetitive practices (Atiyas, Levy, and Walton 2016).

Mechanisms of vertical accountability and increased contestability
Economically dominant groups such as large firms have the resources to gain influence in the policy arena, whereas consumers and citizens are a diffuse interest group, facing a collective interest problem when advocating for their policy preferences. Thus mechanisms of vertical accountability that facilitate contestability by citizen (or consumer) groups could help balance influence in the policy-making process.
Mechanisms that facilitate policy input from consumer and citizen advocacy groups can also counteract the influence of dominant industry lobbies. In the United States, regulatory bodies have devised a range of mechanisms that facilitate consumer advocacy. For example, in the 1970s the big oil price shocks ended a period of declining prices, and many energy utilities sought an increase in the prices they were allowed to charge. In response, many states introduced consumer advocacy groups to balance the pressure from producers. As a result, price increases were lower in these states, indicating the growing influence of consumers in regulatory price setting (Holburn and Spiller 2002).

Participatory mechanisms in regulatory institutions are still relatively uncommon in low- and middle-income countries (figure 5.6). For example, most high-income countries provide advance notice of regulatory changes and make information about existing regulations publicly available. Such practices are relatively uncommon in low- and middle-income countries, however. Mechanisms to collect feedback from the public are also rare in these countries, as are mechanisms that report on the results and impact assessments of regulatory policies.

**Finding the right approach**

In conclusion, there are ways to alter both policy and institutional design that can reduce the harm from

**Figure 5.6** Formal avenues for broad-based participation in regulatory decision making are limited in low- and middle-income countries

![Bar chart showing percentage of citizens participating in regulatory decision making](chart.png)

Source: WDR 2017 team, using data from World Bank, Global Indicators of Regulatory Governance, various years.

Note: OECD = Organisation for Economic Co-operation and Development.

Recent research suggests that media coverage can help reduce the influence of special-interest groups on policies by increasing the influence of ordinary voters. A study documenting the effect of “muckraking” magazines on the voting patterns of U.S. representatives and senators in the early part of the 20th century found that media coverage induces more populist legislative outcomes (Dyck, Moss, and Zingales 2013). When the benefits of preventing special-interest capture of a policy are diffuse, individual voters may lack the incentive to gather information about that policy. The media can therefore substitute for collective action in information gathering. This populist tilt is likely to be stronger when the policy issues are more newsworthy and the media are profit-maximizing because these factors increase the incentives of the media to cater to a wider consumer base, especially low-income groups.

Procedural requirements that government agencies seek diverse inputs during policy design and rollout can also balance influence. In the United States, the Administrative Procedure Act has put in place a series of procedural requirements for the participation of different interest groups in the regulatory process. Under this act, “regulatory agencies must provide notice, must inform about proposed rule makings, must make their decisions taking into account the submissions of interested parties, and cannot rush nor make decisions in the dark” (Spiller and Tommasi 2005, 535).
capture. In terms of policy design, it is important to think pragmatically about the risk of undue influence and identify implementable policies—if not first-best ones. Another lesson is to avoid policies that look good in the short term but could end up reinforcing the power of dominant groups that could block further reforms.

Better design of public agencies can help expand the set of implementable policies in two ways. First, how public officials are selected for service and the incentive structure they face within their organizations matter. This aspect of design should take into account not only economic motivations, but also the intrinsic motivation for public service and norms of behavior. In policies in which there is a significant role for discretion during implementation, credible monitoring mechanisms can further discipline implementation. Second, mechanisms of horizontal and vertical accountability in public agencies also help balance influence in the policy arena. For example, general-purpose oversight agencies can act as a check on the capture of agencies in charge of specific policy areas. Mechanisms that help less powerful, diffuse interest groups have a bigger say in the policy arena could help even out the influence of more powerful narrow interest groups.

Translating reform principles into solutions
This discussion of regulatory agency design in the United States has served to illustrate some key principles for reform. But this is not to say that low- and middle-income countries with difficult governance environments should simply copy the formal structures of horizontal and vertical accountability found to work in high-income countries.

Adapting these blueprints to specific governance environments is ultimately a matter of experimentation, but both the capacity of existing agencies and the present balance of power should factor into this process. For example, consider the design of mechanisms for strengthening regulatory advocacy by citizens and small firms. In the United States, some states have created a public agency tasked with acting as a proxy advocate for consumers, while others have opted to offer incentives and support for existing advocacy groups to participate in regulatory decision making (Magill 2013). Neither approach, though, is likely to be effective in settings in which public agencies and consumer advocacy groups have low capacity. Case studies suggest, however, that some low- and middle-income countries have successfully used participatory mechanisms such as public-private dialogues (PPDs) as an intermediate institutional design for vertical accountability (box 5.2). PPDs do not necessarily rely on the existence of proxy advocate agencies or strong citizen and small business advocacy groups. Instead, they mobilize local communities in the context of specific reforms. Successful PPDs can go on to become institutionalized more formally.

Countries with difficult governance environments could also experiment with “ring-fencing” reforms—in other words, building “islands of effectiveness” (Fisman and Werker 2011; Levy 2014). For example, in many countries the dominance of powerful business groups or other political considerations make it difficult to liberalize firm entry or enact other business climate reforms that would increase competition between firms. In such settings, creating special economic zones (SEZs) with their own rules is a way to ring-fence competition within specific locations. China’s extensive use of SEZs, beginning with coastal SEZs that were focused on export-oriented firms, is a case in point. Studies suggest that SEZs made a significant contribution to investment and productivity growth in China (Wang 2013).

Reforms at the top: The overall governance environment
Chances are that the agency-level reforms discussed so far will not be pursued seriously unless commitment is forthcoming at the highest levels of policy making. Consider the various experiences with the introduction of anticorruption agencies. In 1974 Hong Kong introduced an Independent Commission Against Corruption (ICAC). The ICAC reported directly to the Governor of Hong Kong, recruited employees from the civilian population, and paid relatively high salaries. It has been remarkably effective: today Hong Kong SAR, China, ranks in the top 20 worldwide of Transparency International’s corruption perceptions index. Nevertheless, the ICAC model has not had much success in other countries. The ICAC succeeded in part because its authorizing environment was well governed and stable, and the commitment to making the ICAC work did not depend on a fortuitous, fragile configuration of interests at the highest levels (Fisman and Werker 2011). This issue—how the broader governance environment becomes more committed to reform—is discussed in part III of this Report.

Trade-offs between growth and equity
Sometimes, a “solution” to an institutional function such as commitment can deliver growth, but with adverse consequences for equity. For example,
coalitions of powerful actors can monopolize resources for investment, solving internal commitment problems but excluding less powerful actors from access to productive resources. The wave of industrialization in Latin America at the end of the 19th century and the first part of the 20th century was characterized by just such an arrangement: the state would protect politically connected, powerful business interests in exchange for a commitment to investment, rent sharing, and political support (Haber, Razo, and Maurer 2003). This arrangement delivered growth, but that growth was not shared widely. A more broad-based form of commitment to property rights would have led to a more equitable path of development. Thus issues of equity and growth cannot always be considered in isolation when thinking about governance reforms. This chapter therefore complements chapter 6, which focuses on equity and governance.

Notes

1. In recent research, Hallward-Driemeier and Pritchett (2015) use firm-level data to analyze how the implementation of simple business regulations varies across firms within the same country. They find that procedural reforms, which simplify these regulations, are not associated with a reduction in this variation.

2. See, for example, Fisman (2001); Johnson and Mitton (2003); Khwaja and Mian (2005); and Rijkers, Freund, and Nucifora (2014).

3. Traditionally, in the economics literature capture is said to occur when the design of a regulation reflects the narrow interests of specific groups of firms or consumers (Stigler 1971; Peltzman 1976). This chapter applies the term more broadly to include not only regulations but also any policy related to economic growth.

4. The gross domestic product (GDP) per capita differed only modestly across countries before 1600, so much so that the rising difference in GDP per capita across higher- and lower-income countries since then has been termed the “Great Divergence” (Jones, forthcoming).

5. See, for example, Mauro (1995); Hall and Jones (1999); and Acemoglu, Johnson, and Robinson (2001). They show that historical or culturally driven sources of difference in some dimensions of governance (such as security of property rights, corruption, and policies of economic openness) have had an impact on long-term growth in per capita GDP. Building on such approaches, Kaufmann and Kraay (2002) propose a methodology to investigate the two-way causality between governance and per capita income.
Their results also suggest a positive causal effect from governance to long-term growth, but a weak and even negative effect running from per capita income growth to better governance. See Pande and Udry (2006) for a critique of such approaches.


7. This evidence is reviewed in Galiani and Scharfstein (2011).

8. Well-functioning courts can help firms switch to new suppliers by strengthening the level of trust between unknown parties (Johnston, McMillan, and Woodruff 2002a). Better contract enforcement is also associated with higher lending and less default (Castelar Pinheiro and Cabral 2001; Cristini, Moya, and Powell 2001; Jappelli, Pagano, and Bianco 2005). And better contract enforcement can also enhance the impact of trade liberalization on productivity (Ahsan 2013).


10. The theory of a “big push” in industrialization put forth by Rosenstein-Rodan (1943) is an early example. Murphy, Shleifer, and Vishny (1989) model a more recent version of this idea.

11. This example is from Rodríguez-Clare (2005), who reviews microeconomic models of coordination failures.


14. For evidence from developed countries, see, for example, Goldberg and Maggi (1999); Gawande and Bandyopadhyay (2000); Mitra, Thomakos, and Ulubaşoğlu (2002); and Esfahani (2005).

15. Suharto was the second president of Indonesia. After ousting the first president, Sukarno, from office in 1967, Suharto served as president for 31 years, until his resignation in 1998.

16. See, for example, Stigler (1971) and Peltzman (1976) for theory and Dal Bó (2006) for a review of the empirical evidence on capture, largely from the United States.

17. See Aghion, Akcigit, and Howitt (2014) for a summary review of this theory of growth.

18. See Pritchett and Werker (2012) for a discussion of “deals-based” systems. A similar concept of “limited access order” is discussed in North, Wallis, and Weingast (2009).


20. See, for example, Evans (1995). However, the story of the Republic of Korea also suggests that productive business-state relationships can sometimes degenerate into instruments of capture. There is evidence that large businesses eventually captured some of the state support that was meant to kick-start investment (Eichengreen 2012).


22. See Acemoglu and Robinson (2013) for an evidence-based discussion of this argument.

23. See spotlight 1 in WDR 2015 (World Bank 2015, 60).

24. Some of the discussion in this section is based on a review paper by Finan, Olken, and Pande (2015).

25. See, for example, Banerjee, Glennerster, and Duflo (2008); Glewwe, Ilias, and Kremer (2010); Basinga and others (2011); Muralidharan and Sundararaman (2011); Duflo, Hanna, and Ryan (2012); and Gertler and Vermeersch (2012).


27. Game theory calls this “multiple equilibria” in organizations: one in which honesty is a self-reinforcing norm; another in which corruption is the norm. See Bardhan (1997) and Hoff (2001).

28. Lichand, Lopes, and Medeiros (2015) found evidence that municipal audits to monitor the use of federal funds reduced procurement, thereby worsening health outcomes.

29. A classic exploration of this idea, in the context of regulation, is Stigler (1971).
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