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INEQUALITY AND GROWTH: A PREAMBLE
1
 

 

Kaushik Basu, Joseph E. Stiglitz and Vivian Hon 

 

It was a part of the common wisdom of mainstream economics that, for developing 

countries, in the early stages of development, inequality would rise but, as growth persisted, 

inequality would, eventually, decline. Evidence gathered over the first three  decades  after the 

Second World War, seemed to suggest that this pattern would be borne out. But, as more time 

passed and growth persisted, inequality, as measured on several dimensions, has continued to 

grow. What this illustrates is the folly of trying to determine long-run future trends by 

extrapolating from a couple of decades of data. Looking at the past is an uncertain guide for the 

future:  the innovations created at each stage of history may or may not make the next 

fundamentally different from those of the past.  To peer into the future, we will not only need 

data but also analysis and theory. Our aim in this volume is more modest than peering into the 

distant future; but rather, to analyze the current state of global and regional inequality, to dissect 

the phenomenal increase in inequality that we have seen occur in recent times, and to better 

understand  the relationship between inequality and development. But taking a cue from what 

was argued above, we have been mindful to bring analysis and economic theory to bear on data 

and statistics. This was one of the driving forces behind the conceptualization of this monograph, 

which eventually grew to being a two-volume set. But there were other driving forces.   

As the world has continued to grow, the persistence of extreme poverty and the growing 

gap in the incomes and well-being between the world’s poorest and the richest people have 

become unconscionably high. As is argued in one of the chapters, there is growing evidence that 

there is not just a glass ceiling for the very poor but a glass floor for those who are born very 

rich. That is, it is difficult for them to become poor.  We should care not only about the average 

growth rates within the economy, but also about how those numbers translate into opportunities 

for individuals—all individuals, both those born to the rich and to the poor.   The long-run 

relationship between growth and inequality is important to study but we also have to try to 

understand the contemporary patterns and regularities, including those relating income 

inequalities and inequalities of opportunity. And as we acquire better knowledge of these, we 

have to ask ourselves what are the accompanying policy challenges for growth that is not just 

rapid but also inclusive and sustainable, which is nothing but inclusive over time. Growth that 

benefits the current generation at the expense of future generations is not, in a fundamental 

sense, inclusive. 

It is possible that the growing income and welfare gaps are contributing to the growing 

political turmoil we see around the world, from the Arab Spring and growing refugee crisis to the 

                                                           
1
 The authors would like to thank Karla Hoff for her extensive comments on this introductory chapter. 
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Occupy movement. Each one of these developments has distinct proximate causes, but it is 

arguable that underlying them there is a deeper cause rooted in the sense of despair and deep 

feelings of injustice and inequity and the inability to exercise voice through normal political 

processes for a mass of people who have felt their relative positions deteriorate. Extreme 

inequality not only deprives masses from sharing the benefits of economic development but by 

robbing the disadvantaged of voice, it also has a propensity to erode democracy.       

Fortunately, as the challenge of inequality and marginalization has grown, several new 

books and writings have appeared, from Stiglitz (2012), Galbraith (2012), Piketty (2014), 

through Milanovic (2014) and Bourguignon (2015), to most recently, Atkinson (2015). Of late, 

this is a topic in which there has also been welcome engagement both from unlikely institutions 

such as the International Monetary Fund (Berg and Ostry, 2011) and the OECD (2014) and from 

less-surprising ones, such as Oxfam (2015).  

In 2013, the World Bank Group officially declared two mission goals for itself—the end 

of chronic, extreme poverty by 2030 and the promotion of shared prosperity in every society, the 

latter being defined (for the purpose of statistical computation) as the promotion of growth of the 

per capita real income of the poorest 40% of each society.
2
 Implicit in this was the mission to 

help the poorest segment of society to grow faster than the rest, thereby mitigating inequality. 

This was the first time that the Bank set the curbing of inequality as a mission goal.
3
  

 The importance of a focus on inequality stems from the fact that the bulk of inequality is 

not a matter of individual choice—some people preferring leisure to work and so choosing to be 

poor. Indeed, the bulk of human inequality is determined by birth--by what a child inherits and 

the kind of schooling, education, and health care the child receives. Since there are no 

hardworking babies, this inequality cannot be driven by individual preferences over leisure and 

work.       

 Once it is agreed that the right direction to go from where we stand today is to strive to 

mitigate poverty and inequality, attention must turn to the drivers of poverty and inequality. This 

is where the relation between growth and inequality becomes significant. Growth is of course 

very important, especially for low-income countries and emerging economies. It is not possible 

                                                           
2
 The twin goals were adopted by the World Bank’s Governors at the Development Committee meeting on April 

20, 2013. 
3
 It is worth clarifying that prior to the newly enunciated goals, many in the World Bank had written and spoken 

about the excesses of inequality; what is new is the formal adoption of the mitigation of inequality as a goal. Some 
commentators argued that the “bottom 40%” focus is not an inequality measure because it does not speak 
comparatively with the rest of the income distribution. While this is technically true, since the overall growth rate 
of each economy is so widely known, making the data available for the growth of the bottom 40% immediately 
shows whether the poorest 40% is catching up or falling behind. Making this data available is a prompt to 
policymakers to curb the growth of inequality, to make sure that the bottom 40% grows faster than the top 60%. 
To say that this is not an inequality measure because we do not say what the policymakers should do with the new 
data is like saying that providing the Gini coefficient is not an aid to curbing inequality unless we make it explicit 
each time that the aim is to minimize the Gini and not maximize it.  
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for such countries to have significant across-the-board reductions in poverty without growth. But 

growth does not necessarily lead to the reduction of poverty.   

More broadly, what does growth mean for the reduction in inequality, and what does 

inequality do for growth? These questions have led to a contentious debate. There is an emerging 

consensus that inequality is bad for growth; and this is an idea that the reader will encounter in 

this two-volume book.  

Some believers in “growth alone” (the view that the World Bank and other development 

agencies should focus just on growth) argue that growth will trickle down to the poor, unmindful 

of the fact that the word “trickle” itself gives away the hand of these commentators. This has 

been a contentious area of debate with a plethora of fallacies and misstatements. Consider, for 

instance, the finding, based on the study of large data sets, that over three quarters of poverty 

mitigation in recent decades can be attributed to plain and simple economic growth. From this, 

some people have deduced that growth therefore is the best cure for poverty and that we simply 

need to press on the growth accelerator and poverty will be taken care of.
4
 

This, however, turns out to be a classic case of faulty deduction from arguably correct 

data. The fact that the bulk of the poverty eradicated in recent decades was because of growth 

does not mean growth is the best cure for poverty. All depends on what else was tried. If hardly 

any other relevant policies were tried, whatever poverty is eradicated would be because of 

growth, but that says little. It is like a Soviet economist studying job creation in the USSR in the 

60s, 70s and 80s, and concluding that the government is the best creator of jobs, since almost all 

jobs were created by the state.  

Indeed, even if growth by itself led to poverty reduction, given our poor record of 

eradicating poverty—in 2011, 14.5% of the world population lived below the poverty line of 

1.25 dollars, Purchasing Power Parity (PPP)-adjusted),
5
 per day— there is clearly a need to do 

much more and to look for appropriate policy interventions that go beyond “just” promoting 

growth. 

 This two-volume collection, Inequality and Growth: Patterns and Policy, is an effort 

to assemble the best of contemporary thinking on the subject. It is based on a roundtable 

convened by the International Economic Association (IEA) and the World Bank on “Shared 

Prosperity and Growth,” and organized as part of the IEA 17
th

 World Congress held at Dead Sea, 

Jordan, on June 10-11, 2014. In the roundtable that we organized, we tried to assemble an 

                                                           
4
 Here we overlook a number of complex statistical issues.  If, as reflected in the emerging consensus, countries 

with lower inequality grow better and are more stable, and if (as is surely the case), lower inequality and greater 
stability are associated with lower poverty, there are difficult problems of identification that are not addressed by 
most of the statistical studies:  policies that led to poverty and inequality reduction may have led to higher growth.   
5
 For those unfamiliar with purchasing power parity (PPP) numbers, we may point out that in most developing 

countries 1.25 dollars PPP-adjusted translates to 35 to 45 cents. The fact that nearly one-seventh of the world lives 
below this line is a serious indictment of our effort at poverty mitigation thus far. 
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outstanding group of scholars, many of whom have grappled with the issues for many years, and 

from various perspectives.  

The topics include conceptual issues and measurements, the state of global inequality, 

regional experiences, inequality of opportunity, consequences of inequality, and also some 

special areas that go beyond the traditional inequality discourse. The insights generated at the 

roundtable are critical in policy debates on economic development.  The collection includes a 

total of sixteen full-length papers, and fifteen commentaries on those papers
6
.   

 The first volume, entitled Concepts and Analysis, is a collection of papers on the 

conceptual and theoretical issues on inequality and its measurements. In chapter 1 of this volume 

entitled “New Theoretical Perspectives on the Distribution of Income and Wealth among 

Individuals,” Joseph Stiglitz lays out five new stylized facts. First, there is growing inequality in 

both wages and capital income (wealth) and growing inequality overall. Second, wealth is more 

unequally distributed than wages. Third, average wages have stagnated, even as productivity has 

increased, and so the share of capital has increased. Fourth, there have been significant increases 

in the wealth-income ratio, and last, the return to capital has not declined, even as the wealth-

income ratio has increased.   

Section 1 of this chapter provides an overview of the key anomalies presented by the new 

stylized facts. It explains why they are inconsistent with the standard neoclassical models long 

used by economists, and explains how a focus on rents (ignored in the standard neoclassical 

models) helps to resolve the inconsistencies. It explains the central confusion between “wealth” 

as a measure of control over resources and “capital” (or more broadly, an aggregate measure of 

productive capital), and shows that the former can be increasing while the latter is decreasing (at 

least relative to income or effective labor supply). Land values can increase, but the productive 

capacities of the economy decrease. An increase in wealth as a result of exploitation (monopoly) 

rents can even result in a decrease in productive capacities as measured wealth increases. For 

instance, savings data from the National Income Accounts for the United States account for only 

a fraction of the observed increase in wealth; the rest is associated with an increased in the 

capitalized value of rents.  Section 2 of the first chapter reexamines the equilibrium wealth 

distribution within the context of a standard neoclassical model of growth without land, showing 

that (contrary to Piketty’s assertions) there is not ever increasing wealth and income inequality. 

Equilibrium inequality is related to underlying behavioral and technology parameters. Section 3 

introduces land and rents into the model, analyzes the long-run determinants of land rents and the 

price of land, and explains how the credit system plays an important role in both the increase in 

the wealth-income ratio and the increase in wealth inequality.  The chapter explains that in 

designing policies to mitigate inequality, one has to be sensitive to the possibility of tax shifting, 

but shows how capital taxes with revenues devoted to investment as well as land taxes can lead 

to reduced inequality and higher steady-state income levels. 

                                                           
6
 Stiglitz’s paper was planned as a standalone presentation for general discussion without a designated discussant. 
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 In the chapter “Reflections on the ‘Equity and Development’: World Development 

Report Ten Years Later,” Francois Bourguignon reflects on the 2006 World Development 

Report (WDR). While the report represented a major step forward in the Bank’s broadening its 

focus beyond poverty and growth as the main poverty reduction tool, it fell short in putting the 

issues of inequality front and center stage.  Besides political considerations, this choice was 

dictated by the recognition that the analytical link between inequality and development was more 

complex than a direct negative impact of income inequality on growth. Instead, the report 

focused on the inequality of opportunities as the major direct impediment to development and the 

ways of reducing it by “leveling the playing field”, including among other measures of income 

redistribution. The  increased attention to inequality of opportunity was a significant contribution 

to the development policy debate.  

Ravi Kanbur and Adam Wagstaff’s chapter, “How Useful is Inequality of Opportunity as 

a Policy Construct?” acknowledges that the empirical analysis of equality of opportunity has 

contributed significantly to our understanding of the determinants of inequality of outcomes and 

have become an important part of the analysis of policy.  At the same time, as the authors point 

out, there are limitations, both conceptual and empirical, of the practical usefulness of the 

concept for policymaking. Drawing on applications in the education and health sector, they 

argue, as Francois Bourguignon does in the previous chapter, that the focus on inequality of 

opportunity is often used to delegitimize concerns over inequality of outcomes, including those 

arising from luck, risk and the distribution of talent (which is also luck, one step removed). 

In “The Effects of Fiscal Redistribution,” Michele Battisti and Joseph Zeira use cross-

country, pooled, and panel regressions to examine the role of fiscal policy in reducing income 

inequality. They test for the possibility of any reverse causality, namely that public spending 

increase is driven by pressure to redistribute and which type of fiscal policy is most strongly 

related to the redistribution of income. They find that a one percent increase in public 

expenditure as a percent of GDP reduces income inequality in both cross-country and pooled 

regressions by 0.3-0.4 percent. Fiscal policy is also significant in reducing poverty, in particular 

labor market subsidies. Due to data constraints, their analysis on poverty is limited to OECD 

countries.  

The papers by Hai-Anh Dang and Peter Lanjouw, Tony Castleman, James Foster and 

Stephen Smith, and by John Ifcher and Homa Zarghamee propose alternative ways of 

conceptualizing and measuring inequality, poverty and vulnerability. The simplicity of poverty 

headcount measures have made them the most widely used measure for monitoring poverty. 

However, in their chapter, “Person Equivalent Headcount Measures of Poverty,” Tony 

Castleman, James Foster and Stephen Smith argue that the headcount measures ignore the 

intensity of poverty and this incentivizes policymakers to focus their efforts on the least deprived 

segments of the poor, since it costs the least to help this group to cross over the poverty line. 

They contend that other conceptually robust measures are often dismissed from the policy 

discourse as being too complex and not intuitive. The “person equivalent headcount measures” 
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they propose uses a monetary, benchmark measure of the average depth of poverty to count up 

the number of “person equivalent” poor. They calculate the person equivalent headcount for 

eighty countries using the World Bank’s $1.25 per day poverty line, which shows a more rapid 

decline in global poverty and significant redistribution across regions and countries. 

In “Towards a Definition of Shared Prosperity: A Dynamic Perspective from Three 

Countries,” Hai-Anh Dang and Peter Lanjouw present a complementary measure to the shared 

prosperity measure employed by the World Bank which considers not only the currently poor, 

but incorporates the vulnerable population, the segment of the population that is currently non-

poor but face a heightened risk of falling back into poverty.  Using illustrations from India, the 

United States and Vietnam for the mid- to late-2000s, they find that the two approaches are 

qualitatively consistent, with Vietnam enjoying the greatest boost in shared prosperity, followed 

by India and lastly, the United States. 

John Ifcher and Homa Zarghamee’s chapter on “Evidence of the Compression of the 

Subjective Well-Being Distribution with Economic Growth” looks at inequality from the 

subjective well-being perspective. To date, the existing literature has focused mainly on the 

mean of subjective well-being.  The chapter expands the body of work to looking at inequality of 

subjective well-being, its changes and the relationship to growth. Using data from the World 

Values Survey and World Development Indicators, Ifcher and Zarghamee find that per capita 

income is inversely related to subjective well-being inequality in cross-sectional and time series 

(excluding the two fastest growing economies). The latter is an interesting corollary to the 

“Easterlin Paradox,”—that, though as income increases, happiness increases, in the long run, 

increased income is not correlated with increased happiness.  

Karla Hoff broadens the inequality discourse by looking at social exclusion from the 

perspective of behavioral economics. In her paper, “Behavioral Economics and Social Exclusion: 

Can Interventions Overcome Prejudice?” she demonstrates that mental models – intuitive, 

socially learned sets of ideas about how things work – can bias an individual’s perceptions of 

himself and the world. She argues that government programs should attempt to look at both 

structural and behavioral factors in addressing social exclusion. Group deliberation changed 

perceptions and overcame biases in ways that led to the abandonment of female genital 

mutilation in many villages in Senegal. In the West Bengal state in India, political affirmative 

action for women improved the way men perceived women, parents perceived their daughters, 

and women perceived themselves. However, political affirmative action for low castes (the 

Scheduled Castes) appear to have had no impact on broadly shared mental models. In the Indian 

state of Uttar Pradesh, affirmative action for Scheduled Caste did not appear to change the 

perceptions that the high-castes held of the Scheduled Castes and may have led to worse 

performance by high-caste teachers in public education, which Scheduled Castes unlike high 

castes disproportionately depend on. In India and China, experiments showed the impact of 

activating existing mental models, rather than of trying to change them. Making salient (by 

publicly revelation) the social identities of students in dominant and stigmatized social groups 



August 14, 2015 
 

0-7 
 

created a gap between their average performance, with the stigmatized groups performing 

significantly worse.  

The second volume, on Regions and Regularities, examines the state of global 

inequality, studies of inequality in different regions, and different perspectives of inequality.  

In the first chapter of the second volume, “The Inheritance of Employers and 

Nonlinearities in Intergenerational Earnings Mobility,” Miles Corak and Patrizio Piraino 

examine intergenerational earnings mobility by looking at the role of parents on a child’s 

interface with the labor market using a rich data set from Canada.  They show that this explains 

nonlinearities in the intergenerational transmission of earnings. Getting a job in the father’s firm 

plays a major role in preserving wealth and income advantages across generations.  

In his chapter, “Do Nations Just Get the Inequality They Deserve?” José Gabriel Palma 

analyzes the contrasting centripetal and centrifugal forces at work within the distribution of 

income across countries. He argues that as a result of a process of convergence, the population 

located in the middle and upper-middle (i.e., within deciles 5 to 9) now tends to appropriate a 

share of about 50 per cent of the national income.  As a result, he proposes an alternative 

inequality measure, which is often referred to as the “Palma ratio”.  This is the ratio of the 

income share of the top 10 percent over that of the bottom 40 percent.  This statistic tries to be 

more focused than the Gini coefficient because it captures inequality where it currently exists 

(the top and bottom of the distribution).  The chapter suggests that the huge diversity of 

distributional outcomes across the globe is not just the result of abstract economic forces, but 

rather the consequence of differences in political settlements, and as a result, a crucial 

distributional stylised-fact is that “the share of the rich”.  

The chapter by Nora Lustig, Luis Felipe Lopez-Calva and Eduardo Ortiz-Juarez 

examines the state of inequality in the Latin America and the Caribbean region and that by 

Radwan Shaban on the Middle East and North Africa.  In their chapter, “Deconstructing the 

Decline in Inequality in Latin America,” Lustig, Lopez-Calva and Ortiz-Juarez show that 

inequality, as measured by the Gini coefficient and other indicators (including all variations of 

the Kuznets ratio), declined in sixteen of the eighteen countries in Latin America and the 

Caribbean during the period 2000 to 2012. They attribute the decline to the decrease in hourly 

labor income inequality and progressive government transfers. This is a study that clearly has 

lessons for other parts of the world and other economies at similar stages of development.  

The Arab countries are the focus of Radwan Shaban’s chapter, “Inequality in Arab 

Countries.” He observed a similar general declining trend in the Arab countries, in the period 

leading up to the Arab Spring.  Furthermore, the median Gini coefficient for the Arab countries, 

at 36%, was lower compared to 38% for the world and 40% for all emerging market economies 

and developing countries.  He concludes by offering some plausible explanations of the 

difference between the measurement of inequality from household surveys and the perceived 
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inequality as evidenced by the increased demand for fairness and social justice in the Arab 

countries.    

In their chapter, James Galbraith, Beatrice Halbach, Aleksandra Malinowska, Amin 

Shams and Wenjie Zhang summarize a comprehensive revision and update of the University of 

Texas Inequality Project (UTIP) work on the inequality of pay and incomes around the world for 

the period 1963-2008. Their new data set on industrial pay inequality (UTIP-UNIDO) based on 

the Industrial Statistics of the United Nations Industrial Development Organization covers 4054 

observations for 167 countries, and the revised Estimated Household Income Inequality (EHII) 

database of gross household income inequality covers 3871 observations for 149 countries. Their 

paper “The UTIP Global Inequality Data Sets 1963-2008: Updates, Revisions and Quality 

Checks” provides a fairly comprehensive quality check of the database against other available 

measures.  They conclude that the EHII data set is reliable in estimating trends and reasonably 

reliable in estimating the level of gross income inequality observed in household surveys, but 

provides the advantage of dense and consistent coverage across the global economy, and is 

therefore useful for comparative and historical analyses. 

In “Inequality and the Fragility of Growth,” Jonathan Ostry attempts to address two 

questions. To what extent does inequality render growth more fragile? And, if inequality makes 

growth less stable, what are the possible implications as far as redistributive policies are 

concerned? Ostry examines the relationship between the duration of growth spells and a number 

of determinants, including inequality. He focuses on spells rather than standard panel growth 

regressions because growth, especially for developing countries, is not a smooth process, and 

drawing inferences from panel growth regressions in such circumstances may be misleading. He 

finds that more equal societies have more durable growth spells—so equality exerts a protective 

effect on growth. He then asks the question whether redistributive policies should be used to 

bring about less fragile growth. It had been argued decades ago that redistribution may have 

direct adverse effects on growth. But redistribution also improves equality and thereby may 

render growth more stable. Ostry finds that the second effect is stronger empirically so that, 

except in some extreme cases, there is no trade-off between growth and redistribution—a marked 

departure from the perspective that was dominant until recently, but consistent with the analysis 

of Stiglitz (2012) and other more recent studies. 

To what extent does inequality in the control over a society’s resources facilitate or 

hinder growth?  This is one of the key questions in the growth and inequality debate.  However, 

empirical studies to date have tended to use the distribution of income as a proxy for distribution 

of wealth.  In “Does Wealth Distribution and the Source of Wealth Matter for Economic 

Growth? Inherited v. Uninherited Billionaire Wealth and Billionaires’ Political Connections,” 

Sutirtha Bagchi and Jan Svejnar attempt to answer the question posed by the title of their paper, 

using a derived global measure of wealth inequality from Forbes magazine’s list of billionaire 

and decomposing wealth into three components: wealth obtained through political connections 

(cronyism), wealth generated from entrepreneurship, and inherited wealth.  In their sample, 
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inherited billionaires, the largest group account for about 54-72% of the total (depending on the 

year under consideration) and politically connected billionaires represent the smallest 4-13% of 

total billionaire wealth. They find that politically connected wealth and inherited wealth have a 

significant negative effect on growth, while the effects on growth of wealth generated from 

entrepreneurship are insignificant.  

Ashwini Deshpande’s chapter on “Caste Discrimination in Contemporary India” 

examines the state of caste disparities and discrimination in India, and notes how discrimination 

is very much a part of modern Indian society and also across the world with different kinds of 

systems, which seem to suggest that discrimination based on social identities is compatible with 

freely functioning markets. She finds that the persistence of caste inequalities results in both 

inequality of opportunities and inequality of outcomes.  To rectify inter-group discrimination, 

such as those based on caste, will require purposive multi-pronged interventions.  

 The chapters are followed by interesting commentaries and in some cases, vigorous 

challenges by the discussants: Martin Ravallion, Bhaskar Dutta, Aristomene Varoudakis, Sudhir 

Anand, Paola Giuliano, James Foster and Murray Leibbrandt in volume 1 and Francisco Ferreira, 

Joseph Stiglitz, Edward Wolff, Francois Bourguignon, Kendra Bischoff, Shantayanan Devarajan, 

Celestin Monga, and William Darity, Jr. in volume 2.  The work in these two volumes illustrates 

the complexity of the processes that determine the level of inequality in society and the 

importance of understanding them.  The chapters have drawn attention to the many dimensions 

of inequality and the difficulties of measuring them, and the importance of both the inequality of 

outcomes and inequality of opportunity.  The chapters have shown that inequalities, both in 

income and opportunity, can be affected by policy; and that policies that reduce these 

inequalities tend to promote development and enhance growth.   

 Some of the subjects addressed in this book have long been neglected.  We see this two-

volume monograph as opening up a debate, while being aware that there is much more to be said 

about each of the questions that have been addressed here.  The aim of this volume is to put the 

discourse on a more sound scientific footing by marshalling some of the leading experts to 

contribute to our understanding of the main patterns of, and interconnections between, inequality 

and growth, and to nudge us towards the design of more effective policies for creating a better 

and a more inclusive global economy.  
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New Theoretical Perspectives on the Distribution of Income and Wealth among Individuals 

Joseph E. Stiglitz1 

Abstract 

This paper investigates the determination of the equilibrium distribution of income and wealth among 

individuals within a simple equilibrium growth model, where there is consistency between the 

movements of aggregate variables and the savings decisions of individuals.  It describes the centrifugal 

and centripetal forces at play, leading to more or less unequal distributions, and identifies the factors 

that may have contributed to the observed increase in inequality.   

Extending the standard life cycle model to a world in which there are also capitalists, it analyzes the 

equilibrium determination of the fraction of wealth held by life-cycle savers.   

Among the key results are:  (i) the magnitude of wealth inequality does not, in general depend on the 

difference between the rate of interest (r) and the rate of growth (g); the former is itself an endogenous 

variable which needs to be explained.  (ii) an increase in capital taxation may be (and in some of the 

central models is) fully shifted, and so may not lead to lower levels of inequality; (iii)  a progressive 

capital tax may reduce wealth inequality, and even increase the well-being of workers.   

The paper also identifies, and then resolves, a number of seeming puzzles in a newly identified set of 

stylized facts entailing movements in factor returns and shares and the wealth income ratio.  Standard 

data on savings cannot be reconciled with the increase in the wealth income ratio:  there is a wealth 

residual.  An important component of this residual is that associated with rents:  land rents, exploitation 

rents, and returns on intellectual property.  Explaining why the concepts of “capital” and wealth are 

distinct, we show that appropriately defined aggregates for wealth may be (and in the case of some 

countries appear to be) increasing while those for capital are decreasing.  The paper explains why rents 

may have increased (identifying in particular the role of financial policies), and shows how tax policies 

may simultaneously reduce inequality and increase national income.  In particular, a tax on the returns 

on land (including capital gains on land) can lead to higher wages and less inequality. 

It shows that given the large amount of life cycle savings the traditional division of society into the 

owners of capital and workers or creditors and debtors may no longer be appropriate.  The relevant 

division is between capitalists, who pass on their wealth from generation to generation, and workers, 

and between the owners of equity and the holders of debt instruments.  Because of differential 

ownership patterns, these distinctions are not only important for tax policy but also for monetary policy, 

as recent experience has shown.   
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1.  New stylized facts of growth and distribution 

A central question of economics has been how do we explain the distribution of income among factors 

of production, and the distribution of income and wealth among individuals.   

Some fifty years ago, theorists tried to develop explanations for what were then viewed to be the 

stylized facts of growth and distribution, articulated, for instance, by Nicholas Kaldor.2  Among the 

central facts was the constancy of the capital output ratio and the relative shares.   

Today, there seems to be a new set of stylized facts that have to be explained, many of them markedly 

different from those that were the center of attention a half century ago.3  Among the empirical 

observations are the following (some of these “facts” are truer for some countries than others; and 

there are a few country exceptions):4 

(a) Growing inequality in both wages and capital income (wealth), and growing inequality overall.5 

(b)  Wealth is more unequally distributed than wages. 

(c) Average wages have stagnated, even as productivity has increased, so the share of capital has 

increased. 6 

(d) Significant increases in the wealth income ratio.7 

(e) The return to capital has not declined, even as wealth-income ratio has increased. 

The new stylized facts put a new light on Kuznets' hypothesis8 that, while in earlier stages of 

development, inequality would grow, eventually inequality would fall.  While that may have been true in 

the golden age of capitalism, between the end of World War II and around 1980, the period in which 

Kuznets was writing, such a conclusion no longer seems warranted.   

In particular, Piketty (2014) has presented data showing that the decades following World War II were 

an historical anomaly, the one period in which capitalism was not characterized by a high level of 

inequality.  He argues that not only has there been a large increase in inequality since 1980, but that the 

wealth of the economy, largely held by those at the top, will continue to grow faster than the overall 

economy.9  If  capitalists save all of their income, their wealth will grow at the rate of return, 𝑟, and if, as 

he hypothesizes, that is persistently above the rate of growth of the economy, 𝑔, their wealth relative to 

national income  will  grow at the rate of 𝑟 −  𝑔.   

Anecdotes aren’t proofs, but they sometimes can alert us to factors that might have escaped attention 

in a simple model.  John D. Rockefeller was America’s first billionaire.  At death, in 1937, his assets 
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amounted to 1.5 percent of GDP.  Had his assets grown at the rate “𝑔” (the rate of growth of the 

economy) they would be worth today some $340 billion. If 𝑟 (the relevant rate of return) were just 1% 

more than 𝑔, their family wealth should have grown to $680 billion.  If, using numbers that Piketty might 

say are still conservative, but more realistic, the disparity between 𝑔 and 𝑟 is 2%, then their wealth 

would have been $1.3 trillion.   Instead, the total value of the family assets is estimated to be $10 

billion—less than 1% of the predicted amount— divided among almost 300 members.10  

A critique 

Three criticisms are raised against the Piketty analysis.  First, once it is recognized that even capitalists 

consume, and that workers save out of wages (for life-cycle savings), then the neat relationship posited 

by Piketty for the ever increasing capital income ratio and inequality breaks down.  For the wealth 

income ratio of capitalists to be ever increasing would require  sr > g, but in standard Solow model of 

growth, where workers save at the same rate that capitalists do, that inequality does not hold in the 

long run.   

Secondly, the return to capital should be treated as endogenous. If the increase in wealth represented 

an increase in “capital,” then the law of diminishing returns would imply that the return to capital 

should have decreased.   Once account is taken of the endogeneity of r, a more subtle analysis of the 

determinants of wealth inequality is required.    Indeed, even the central policy proposal, a (global) 

capital tax may not have the desired effect if there is tax shifting.   

The Disparity between W and K and the Growth in Land and Other Rents  

Thirdly, and most importantly,   while both wealth and capital are aggregates, they are distinctly 

different concepts.  Once one recognizes this, it becomes easy to reconcile the stylized facts with 

conventional theory.  The wealth income ratio could be increasing even as the capital income ratio 

(appropriately measured) is stagnating or decreasing.   Much of wealth is not produced assets 

("machines") but land11 or other ownership claims giving rise to rents. 12
  Some of the increase in wealth 

is the increase in the capitalized value of what might be called exploitation rents—associated with 

monopoly rents and rents arising from other deviations from the standard competitive paradigm.   Some 

is an increase in the value of rents associated with intellectual property.   
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 But that forces the analysis back one step:  how do we explain the increase in the magnitudes of rents 

and the value of these assets? And what is the relationship between the increase in the value of these 

assets and the increase in inequality? 

An analysis of the forces giving rise to the increase in land values and exploitation rents provides some 

insights into why there has been such a marked increase in wealth (and income) inequality, enables us 

to assess whether such increases are likely to continue, and to identify policies that might militate 

against these increases.   If these assets are disproportionately owned by the rich, policies that lead to 

an increase in the value of these assets could have a first order effect in increasing wealth inequality.  

We suggest that tax and financial market policies may have had these effects, and thus may have played 

an important role in the creation of today's high levels of inequality.13   

Explaining the stylized facts 

Solow, Kaldor, and a host of other economists produced a variety of models explaining the old stylized 

facts.  But on the face of it, this would suggest that they cannot explain the markedly different new 

stylized facts.  It would seem that a new set of theories is required.   

This paper argues that only a slight (in the technical sense) modification of the old theories is required; 

but that while the modification may be technically small, this new theory has profound implications for 

how we view the economy, including for policy.  Solow, and those working in the neoclassical tradition, 

assumed markets were competitive, and that output was produced with labor and capital, with a 

constant returns to scale production function.  In that theory, rents played no role, because under those 

assumptions, there were no rents.  We argue, however, that changes in rents, broadly defined—

including land rents, exploitation rents, and rents on intellectual property—may be at the center of what 

has been happening; much of the increase in wealth is a result of the increase in (the capitalized value 

of) rents—and such increases do not increase, and may even decrease, economic output.   Economic 

analysis should focus on how changes in technology (including innovations that have may have 

enhanced the ability of those with market power to leverage that power), institutions, and policy may 

have increased these rents.   

Equilibrium theories  

This paper attempts to provide a set of coherent models that explain, or at least provide insights, into 

the new stylized facts.  As in our earlier work14, a key part of our analysis is the insistence that  there be 
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consistency between the micro-behavior of agents and the macro-behavior of the economy, and that 

crucial variables, like the rate of return on capital, be treated as endogenous.   

The paper argues that we can best understand what has been happening as a shift from one equilibrium 

to another.  Overall wealth inequality is related both to the transmission mechanisms for human and 

financial capital across generations and to life cycle savings.15  In the models explored here, there is an 

equilibrium distribution between inherited and life-cycle savings; but changes in key parameters can 

change that equilibrium.   

The models presented here differ, however, from earlier work in the analysis of income and wealth 

distribution in four ways:  (a)  We explicitly consider models in which there is a second, non-produced, 

asset, land; (b) We develop models in which while many individuals' saving is primarily for life-cycle 

purposes, there are a group of "capitalists" who pass significant amounts of wealth across generations; 

(c) We consider the possibility that the economy might not be fully competitive, and that there could be 

changes in the degree of market power; and (d) Land can be used as collateral, and the value of land (or 

other fixed assets) may be affected by financial and monetary policies.    

The organization of the paper 

The paper is distributed in four parts.  Part I provides an overview of the key anomalies presented by the 

new stylized facts, and explains how a focus on rents helps to resolve them.  Part II re-examines the 

equilibrium wealth distribution within the context of a standard model without land. Part III takes up the 

observation of Part I that a large proportion of the increase in wealth is related to the increase in the 

price of real estate.  It was understandable why land was ignored in earlier neoclassical models 

(including Solow’s, and those, like my own, trying to explain inequality):  in a modern economy, land is 

not a central input into production.  But this is not quite true.  About a quarter of GDP represents 

housing services, of which land rents represent a significant proportion.  (See the discussion below.)  

It was the omission of land that represents the most important lacuna in my 1969 theory of the 

equilibrium distribution of wealth and income, which this paper attempts to rectify.   We develop 

several models explaining the determination of the price of land, demonstrating why much of the 

increase in wealth would go into the value of land.  It has long been recognized that there is a close link 

between financialization and inequality (Galbraith (2012)).  We provide a set of models detailing that 

relationship, describing how when some assets are collateralizable and others are not, a change in 

financial/monetary policy can affect the value of collateralizable wealth. We explain why the 
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composition of wealth between capitalists and life cycle savers are different; and financial and monetary 

policies that differentially affect different assets can have accordingly a marked effect on wealth 

distribution.   More generally, we argue that the way our credit system functions (or mal-functions) has 

played an important role both in the increase in the wealth income ratio and in the increase in wealth 

inequality.   

2.  Key anomalies and their resolution 

 

The puzzles presented by the new stylized facts.  As we noted in the introduction, economists had 

worked hard to explain the old stylized facts, and the theories they developed in response--and indeed 

theories developed over the past two hundred years--are challenged by the new stylized facts: 

(i)  The standard theories predict that the capital-labor ratio eventually is a constant.  The new "theory" 

suggests that it is ever increasing (at a rate equal to g - r.) 

(ii) Standard growth theory begins with the observation that  𝑟, the rate of return on capital, is an 

endogenous variable.  Among the most basic laws of economics is the law of diminishing returns.  If 

capitalists continue to invest at a rate faster than the growth of the labor force16, then the rate of return 

to capital should diminish. 17   

(iii) Standard theories suggest that if the capital-output ratio increases, it is because there has been an 

increase in the capital-labor ratio18.  An increase in the capital-labor ratio should be associated not only 

with a decrease in the return to capital r but as with an increase in wages; but as we have noted, wages 

have stagnated.   

(iv)  And while most (but not all) studies of the elasticity of substitution suggest that it is less than unity, 

capital deepening  would imply an increasing share of labor—contrary to the new stylized facts.19  20 

(v)  It is hard to reconcile the increase in the wealth income ratio with national income account data on 

savings.  There is a large unexplained component, which we call the wealth (or wealth-income) residual.   

It is thus hard to reconcile several of the new stylized facts with standard neoclassical theory, if we 

interpret wealth, 𝑊, in the usual way as capital, 𝐾.  In the first two subsections, we elaborate on these 

puzzles, providing the resolution in section 2.3. 
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2.1. The Wealth-Accumulation Residual   Here, we focus on the last of the puzzles:  how we can 

reconcile the magnitude of the increase in wealth (capital) with national accounting data on savings.  

Just as a matter of national accounting, if 𝑠 is the fraction of national income saved (net),  

(2.1)  
𝑑

𝑑𝑡
(log 𝐾) ≡

𝑠𝑌

𝐾
 

and 

(2.2)  
𝑑

𝑑𝑡
(log (

𝐾

𝑌
)) ≡

𝑠𝑌

𝐾
− 𝑔. 

Piketty and Zucman present data showing that the average net national savings rate of the US over the 

period 1970-2010 is 5.2%21, and that the average growth rate of the economy was 2.8%.  The 

wealth/income ratio varied, beginning the period at just under 4 and ending at about 4.6.  Thus, treating 

for the moment “𝐾” and “𝑊” as identical (2.2) would have predicted a decline in the wealth- income 

ratio, at an average annual rate of somewhat more than 1.5%, in contrast to the observed increase.  If 

these numbers were accurate, the observed increase in wealth income ratios must come from 

somewhere else than the steady accumulation of capital goods. 22   

This can be thought of as the "wealth-accumulation residual" (analogous to the Solow residual--Solow 

had shown that capital accumulation could account for only a small fraction of the increase in 

productivity; the rest had to be explained somehow.)  We will argue below that there is a simple 

explanation of the residual--the increase in the capitalized value of rents, including land rents.   

We can reframe (2.2) to ask, what is the critical net savings rate such that there is an increase in the 

"real" capital output ratio?  Let k be the effective capital labor ratio, 𝑔* be the "natural" rate of growth 

of the economy, the sum of the rate of growth of population (work force) and the rate of labor 

augmenting technological progress, 𝛽 =  𝑊/𝑌, and 𝜉 =  𝐾/𝑊, the ratio of the value of produced 

capital to wealth (which includes land); then 

(2.3)  
𝑑

𝑑𝑡
(log (

𝐾

𝑌
)) =

𝑠𝑌

𝐾
− 𝑔∗ =

𝑠

𝛽𝜉
− 𝑔∗, 

so that capital deepening (defined as an increase in the capital output ratio) occurs if and only if 

(2.4)    𝑠 > 𝑔∗𝛽𝜉. 
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If it were assumed that the US growth over the last forty years was close to its natural rate, 2.8%, 𝛽 = 4, 

and 𝜉 = 1 (land is an unimportant), then 𝑠 would have to be greater than 11.2%, more than twice the 

net savings rate for the US.  More realistic, even if 𝜉 = .8, 𝑠 would have to be greater than 8.9%.  Given 

the US savings rate of 5.2%, only if 𝜉 < .46 will there be capital deepening.   

The US is an open economy, and there have been considerable capital inflows.  These have varied 

considerably at a percentage of GDP.  Assume capital inflows equal iY.  Then 

(2.3')  d ln (K/Y)/dt = (s + i)Y/K - g* = (s + i)/βξ - g*. 

Thus, adding to the earlier parameters (β= 4; ξ = 1; s = 5.2%)   a reasonable value of i ≈ .02, d ln (K/Y)/dt 

≈ - 1%.  Even taking account of capital inflows, the capital output ratio falls at the rate of about 1% per 

year.23      

Even if the savings rates were slightly higher, or the return to capital slightly higher, it is hard to 

generate plausible increases in the real capital stock that could account for the observed increases in the 

wealth income ratios in recent decades. 24   

There is still a different way of looking at the puzzle of the increase in wealth-output ratios.  Over the 

past sixty years, a wide variety of models describing the growth of the economy have been formulated.  

In each, in the long run (steady state) there is a particular capital output ratio.  In each, changes in the 

underlying parameters (the rate of growth of the labor force, the rate of growth of labor augmenting 

technological progress, and savings behavior) can explain a change in the long run capital output ratio.  

The question is, have there been any changes in these parameters sufficient to explain/account for 

changes in the capital output ratio and the factor distribution of income of the magnitude observed?   

For instance, in the Solow growth model, the long run capital output ratio is given by 𝑠/𝑔∗, where again 

𝑔∗is the long run growth rate, equal to the rate of growth of labor supply plus labor augmenting 

technological change, and 𝑠 is the savings rate.25  𝑔∗ has varied, for instance increasing in the 90's and 

the first part of this century, while the savings rate (in the US) has decreased, which would suggest a 

decrease in the long run capital output ratio, not an increase—let alone an increase of the magnitude 

asserted.26  27 

2.2. Can wages fall, the capital output ratio increase, and the return to capital not fall as k increases? 

The previous section argued that in none of the standard models of economic growth can one plausibly 

obtain an increase in the equilibrium value of the capital output ratio of the magnitude observed if we 
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interpret wealth as capital. If one interprets “𝑊” as capital, then there has been not only an increase in 

the capital output ratio, but also in the capital labor ratio.   Our ultimate objective is to understand the 

distribution of income, both among individuals and among factor shares.  We now ask, can wages fall (as 

they have been) as 𝑘 (the capital labor ratio) increases, within the standard neoclassical model.   

Movements in average wages.  Some have suggested that some forms of capital are like robots, and 

compete directly with workers, lowering their wages.  But highly skilled workers still need to manage the 

robots, and even if the increased capital lowers the return to unskilled workers, it increases the return 

to the skilled workers.  In Appendix A we show here that under standard assumptions, an appropriately 

weighted average wage must increase. 

 

Data for the United States, for instance, shows otherwise:  a stagnating or declining average wage rate 

during the past four decades, during which the capital output ratio has increased—if we interpret 

“wealth” as capital.28  

Movements in average productivity.  Unfortunately, we typically cannot observe marginal productivities 

directly; but we do have data on average productivities,   𝑃 ̅ =  𝐹(𝐾)/𝐿.  It should be obvious that (if 

nothing else changes) 
𝑑𝑃̅

𝑑𝐾
=

𝐹𝐾

𝐿
> 0, i.e. average productivity should increase with capital deepening.   

 

Direct data on average productivity is consistent with this hypothesis.  Thus, if we are to believe in the 

competitive determination of wages, given the large disparity in the movement of, say, the average 

productivity of the bottom 99% and their average wage, then somehow a huge gap between 

movements in marginal and average productivities must have opened up--a gap that has yet to be 

explained.29  

 

Technological change.  There is a related hypothesis:  that technological change has diminished the 

returns to unskilled labor. It is skill biased.30  While the timing of the changes in the share of labor and 

the decrease even in wages of relatively skilled labor in more recent years argues against skill biased 

technological change as the major or at least sole explanation of changes in distribution31, here we focus 

on the analytics. 

 

If there were a single type of labor, then labor augmenting technological change increases the effective 

labor supply, and, everything else being the same, would reduce the effective capital labor ratio, and 
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hence the wage per effective labor unit.  But each worker would represent a larger number of effective 

labor units, so whether the wage per worker increases or decreases would depend on the elasticity of 

substitution.32  Only if the elasticity of substitution is substantially below unity would wages fall.  (As we 

noted earlier, interpreting wealth as “𝐾” implies an elasticity of substitution greater than unity, which 

would imply an increase in wages.  Similar results hold in the longer run, when there is an adjustment in 

the capital stock.33) 

 

Assume now there are two types of labor, skilled and unskilled, and technology is skilled bias, say 

increasing the productivity of the skilled workers, while leaving that of unskilled workers unchanged.  

Whatever the factor bias of technological change, it must move the factor price frontier outwards, 

which means that if the return to capital doesn’t change, then the return to at least one of the two types 

of labor must increase.  It is possible to show that if the return to capital remains unchanged, the 

average wage would have to increase.34  Again, it is not easy to reconcile observed patterns of changes 

in factor prices with the theory.35 

2.3. The resolution of the seeming paradox:  There is more to wealth than capital 

The previous two sections argued that it is hard to reconcile the new stylized facts with virtually any 

form of the standard growth model under the assumption that the increase in wealth corresponds to an 

increase in productive capital.  What then is going on?   

The most plausible hypothesis is that wealth (𝑊) and capital (𝐾) are markedly different objects (as 

Piketty himself recognizes, but the full implications of which he does not take on board), and that wealth 

can be going up even as capital (as conventionally understood) is going  down.  If capital is not going up 

much (or even going down) in tandem with the increase in the effective labor supply, it would explain 

why the interest rate has not gone down.  (As we note below, we need to go further to explain the 

failure of the average wage to rise.)  

 There are many forms of wealth that are not produced assets.  Much of the increase in wealth in recent 

years is associated with an increase in the value of land.  The increase in the value of land does not, 

however, mean that there is more land, and that therefore the productivity of labor should go up.  And 

an increase in the value of land does not mean that the marginal productivity of capital should decrease.  

Once we sever the relationship between 𝐾 and 𝑊, all the paradoxes described in the previous section 

disappear. 
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Wealth as a measure of control over resources.  The standard wealth income measure, constructed by 

adding up the money value of wealth and dividing it by the money value of income.  Tracing how that 

ratio, and ownership of that wealth, evolves over time captures something that is important in our 

economy and how it is changing:  control over resources.    But changes in the wealth distribution, so 

measured, do not even necessarily reflect well the distribution of "well-being."  For the bundles of goods 

bought by those at different income/wealth levels may differ--indeed, in some of the models below, the 

increase in wealth is closely linked to the increase in the price of a good which is consumed only by the 

rich, so that the increase in inequality in well-being is markedly lower than the increase in money-

wealth.36  

But what is clear is that the measure of wealth so constructed is not a good measure of the relevant 

inputs into the production process--wealth could be going up, and yet any reasonable measure of inputs 

could be moving in the opposite direction.    

Index number problems and wealth as a measure of productive inputs37.  Not only are the concepts 

different, but there are difficult measurement problems involved in each.  Both are aggregates, and an 

aggregate constructed for one purpose may not be appropriate for another.   The "volume" of capital 

goods resulting from saving out of national income (letting consumption goods be the numeraire) will be 

affected by changes in the price of capital goods relative to consumption goods.  And the effective 

increase in "𝐾" will also be affected by capital augmenting technological change.  (Indeed, the two 

issues are closely related; because there are constant changes in the design of capital goods, one has to 

establish a "hedonic" index of equivalency.)  If the only capital good were computers, the increase in the 

"volume" of 𝐾 from a given amount of savings would have increased enormously over time.  In 

calculating aggregate "𝐾," we have to add up capital of different types, whose relative prices and 

productivities are changing over time.   

But even abstracting from these subtleties, and assuming that there were a single capital good, 𝐾, and a 

single fixed factor, land, 𝑇,  we can easily see that movements in K do not adequately summarize what is 

happening to aggregate input (relative to labor).  If land is a factor of production,38  then wages will be 

related to inputs of both 𝐾 and 𝑇.  If 𝑇 is fixed, then the increase in 𝐾 has to be proportionally greater--

possibly much greater-- than the increase in labor supply to ensure that wages increase, to offset the 

failure of 𝑇 to rise.   



1-12 
 

In short, we need to add up 𝐾 and 𝑇 somehow to ascertain what is happening to the aggregate input, 

which we will refer to as 𝑪.  How we add the two together matters a great deal.  And what makes sense 

for one purpose or in the context of one model or an economy with one technology may not in another.   

If 𝑇 and 𝐾 were additive in the production function i.e. 𝑌 = 𝐹(𝐾 + 𝑇, 𝐿), then to assess what is 

happening to the aggregate input, which we call 𝑪, we simply add 𝐾 and 𝑇 up linearly.39  In the case of 

France, this aggregate "𝑪" has been going up more slowly than GDP, even though 𝐾 has been going up 

slightly faster than GDP.  (See Figure 1).40 

On the other hand, we could have a production function of the form  

(2.5)  𝑌 = 𝐹(𝑪, 𝐿) 

where now 

(2.6)  𝑪 = 𝐾ζ𝑇1−ζ. 

Then, since 𝑇 is fixed, 

(2.7)  
𝑑

𝑑𝑡
(log(𝑪)) = ζ

𝑑

𝑑𝑡
(log(𝐾)). 

Now, 𝑪 is increasing if 𝐾 is increasing, but whether it is increasing faster or slower than GDP depends on 

the relative weights assigned to the two inputs, 𝜁.  With even a relatively high value of 𝜁, 𝑪/𝑌 appears to 

be declining for France. 

Notice that for the United States, dln "𝑪"/dln t ≈ .01 ζ < .028, so that even if the wealth income ratio is 

increasing,  
𝑪

𝑌
  is declining at a rapid rate, in excess of 1 % per year.   

The production function defined by (2.5) and (2.6) has the interesting property that 𝑊 increases in 

proportion to 𝐾, but it would be totally wrong to confuse 𝑊 with 𝐾.  More generally, depending on 

the parameter  ζ, the rate of increase in 𝑊 can be much larger or smaller than that in 𝐾.   
𝑑𝑊

𝑑𝑡
> 0 while 

𝑑

𝑑𝑡
(

𝑪

𝑌
) < 0 if 

(2.8)                       𝑔𝛽𝜉 < 𝑠 < 𝑔𝛽. 

As we noted, for the United States, the latter inequality is clearly satisfied, while for plausibly small 

values of 𝜉, so is the former.   
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This analysis makes clear that different indices, different measures of  𝑪, can differ not just in the 

magnitude by which they change over time, but even in the direction of change; and an appropriate 

measure of aggregate input could have gone down even though the standard measure of wealth 

increased.   

Other data problems.  This section has explained why data on wealth do not reflect “capital”.   Several of 

the stylized facts involved inequality metrics.    There are serious problems associated with measuring 

the factor distribution.  Because our tax system taxes capital gains at a lower rate than ordinary wage 

income, there are incentives to try to recategorize labor income as capital income (e.g. private equity 

and carried interest).  Going the other way, large fractions of the income of banks is paid out in bonuses 

to their managers, and thus treated as wage income in the national accounts. Likewise for the managers 

in other corporations.  But there is a fundamental difference between these payments and ordinary 

wages.  To a large extent, the managers determine their own pay.    Though often referred to as 

incentive pay, the link between pay and performance is weak, evidenced so clearly in the 2008 

recession41; the money can better be thought of as a return on the control rights of the firm.  While such 

property rights normally are not sold or bought in open markets (though occasionally they are, often 

with much contestation), they are transferred from one group of managers to their successors, and in 

the process there can be a significant gift exchange (i.e. a provision of even a more generous retirement 

benefit than was contracted for) in the expectation of a similar transfer upon their retirement.  If we 

appropriately relabel such income as non-wage income, then the share of wages would have declined 

even more than shown by the standard data series. 42  43 

2.4. Parsing out the wealth residual.  We argued in section 2.1 that it is hard to reconcile national 

savings data with the observed increase in wealth.  There was what we referred to as the "wealth 

residual."  There are, in fact, three reasons that W can increase without a concomitant increase in 𝐾, 

besides an increase in the value of land.   There could be an increase in the value of other inelastically 

supplied factors44.  There can be an increase in the value of intellectual property.  Or there can be an 

increase in what might be called "exploitation" rents.  In the discussion below, we will use the term 

"market power" and "exploitation" interchangeably.  The deviations from the competitive benchmark 

that we are interested in here take on many forms besides that classically associated with imperfect 

competition in product or labor markets.  There can also be exploitation by corporate or other special 

interests of the public:  indeed, it was in this context that the term rent-seeking first got coined.   
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 Some of the increase in wealth, as we shall see, has as much to do with our accounting frameworks as 

with anything else.  Some of these instances of an increase in measured wealth are actually associated 

with decreases in the effective productivity of the economy. 

Changes in rents on land and other non-produced assets.  In later sections of this paper we model the 

determination of land rents and the value of fixed assets.  A decrease in the interest rate (normally 

associated with capital deepening) should lead to an increase in the value of such assets.  As population 

increases, the scarcity value of particularly attractive sites (like land in the Riviera) becomes greater.  

Much of the value of land today is in urban areas; as the population in key urban centers increases45, the 

value of land in these cities increases.   

There is considerable evidence that recent decades have shown "a historically unprecedented boom in 

global house prices...Rising land prices explain about 80 percent of the global house price boom that has 

taken place since World War II."46  The increase in land prices thus accounts for much of the increase in 

wealth and wealth income ratios. 

There can be an increase in the value of any asset fixed in supply:  The wealthy strive not just to own 

homes in the Riviera but also Renaissance paintings.  Thus, the discussion of positional goods in Part IV 

of this paper applies to these other assets as well as to land.  In a world with increasing population, and 

fixed supplies of depletable natural resources, the value of these resources too can be expected to 

increase.47   

Changes in market power and exploitation.  There is an increasing consensus that much of observed 

inequality—especially at the top—is associated with rent seeking, including the exercise of monopoly 

power. 48 If monopoly power of firms increases, it will show up as an increase in the income of capital, 

and the present discounted value of that will show up as an increase in wealth (since claims on the rents 

associated with that market power can be bought and sold.)49   

The magnitude of the associated increases in the capital wealth ratio from even a small increase in 

exploitation can be significant.   A permanent increase in the share of capital by just 1% would, when 

capitalized at a real discount rate of 1.5%, imply an increase of the wealth income ratio of .67; an 

increase of market exploitation leading to an increase in the share of capital by 5% would lead to an 

increase in the wealth income ratio by more than 3.50 
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There is an extensive literature discussing why we might expect an increase in monopoly power in a 

modern economy, e.g. as a result of network externalities (Katz and Shapiro 1994) and the fixed costs 

associated with research (Dasgupta and Stiglitz 1980).  (Many of these arguments, however, are 

inconsistent with the assumption of a constant returns to scale production function.)   So too, the 

transformation of the economy towards the service sectors may have increased the importance of local 

monopolies.  (See Greenwald and Kahn (2009)).Note that such increases in wealth are associated with a 

decrease in the economy’s effective productivity, because they are associated with an increase in 

market distortions.  Moreover, it is an implication of such exploitation that even though W is increasing, 

wages are decreasing. 

 

While increase in monopoly rents are the most obvious example of an increase in wealth unassociated 

with an increase in the productive capacity of the economy, there are many other forms of exploitation 

which may have increased in recent decades; the capitalized value of any such change  would show up 

as a change in wealth.   

Elsewhere, we and others (Galbraith (2012)) have focused on the role of the financial sector in 

increasing inequality.  The financial sector grew before the 2008 crisis from 2% to 8% of GDP.  Profits 

grew to absorbing 40% of all corporate profits.  There are reasons to believe that much of this might be 

associated with exploitation rents (including those associated with market manipulation, insider trading, 

predatory lending51, and anti-competitive practices arising from their control of the payments 

mechanisms, giving rise as well to abusive practices in credit and debit cards, etc.) and capitalized in the 

value of wealth.  Though there was some increase in the amount of wealth to be managed, the increase 

in the wealth income ratio was not so substantial to account for the increase in the share of the financial 

sector; nor can that sector's remuneration be accounted for by the improvements in their management 

of the funds, and even less so, by any improvement in overall economic performance.52   

If the financial sector improved its ability to exploit the poor through predatory and discriminatory 

lending practices and abusive credit card practices (and the resulting profits were not bid away because 

of imperfections of competition) then there would be an increase in standard metrics of wealth.53   

Other forms of exploitation of consumers.  The financial sector has perhaps deservedly earned a 

reputation for its ability to exploit--to take advantage of imperfections of information and limitations of 

individuals' ability to process information.   But other sectors have also increased their capacity to create 
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and exploit such imperfections.  Behavioral economics has exposed a large number of "irrationalities" in 

individuals behavior, instances for example in which individuals systematically overestimate some risk 

and underestimate others.  Corporations have now begun systematically to exploit such irrationalities to 

increase their profits.   

 Successful corporate rent-seeking:  transfers from the public sector to the private.  There are more 

subtle forms of "exploitation."  Government allows too-big-to-fail banks.  The value of those banks is 

higher than they otherwise would be, because of government risk-absorption.  But the contingent-

liability of the government is not capitalized, and because this liability doesn’t show up in the national 

balance sheet, it appears as if the wealth of the economy has increased.  But with appropriate metrics 

(where the decreased wealth of wage-earning citizens, as a result of the increase in the expected 

present discounted value of the higher taxes that they will have to pay to bail out the banks),  just the 

opposite would have happened:  we would have recognized that because of the distortions associated 

with too-big-to-fail banks, the productive capacity of the economy has been diminished; that the bail-

outs are Pareto-inefficient, and that the wealth of the economy has been diminished.54 

In each of these situations, a change in the flow of resources that accrues to “capital” gets capitalized in 

wealth, and the present discounted value of the decreased flow to the rest of the economy is not 

reflected in our wealth metrics.  We don’t, for instance, value the change in the stream of tax revenues 

to the government or the expenditures by the government or the reduced wages accruing to workers as 

a result of increased market exploitation.   

Knowledge and Information Rents.  Earlier, we explained how firms can generate rents by creating and 

exploit information asymmetries.  In a modern economy, there are many other ways by which 

knowledge and information differentials can give rise to rents.  Insider trading and market manipulation 

(e.g. in the Libor and Foreign Exchange markets) are the most obvious examples.  There are reasons to 

believe that much of the profits generated by high frequency trading is a sophisticated form of front-

running, taking advantage of differential access to information.  (Stiglitz (2014c).  These information 

rents are often primarily distributive, increasing incomes of some individuals at the expense of others.  

In some cases, they even lead to Pareto inefficiency.55  When capitalized, however, they lead to an 

increase in wealth, even if net income is decreased.  .   

Intellectual property.  There is another, closely related and increasingly important category of assets, 

intellectual property.  Here, there have been three factors contributing to the increased market value of 
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intellectual property:  there may be more knowledge; the value of any "piece" of knowledge increases 

as the size of the economy (other inputs) increase--knowledge and these other inputs are 

complementary; and more of knowledge has been privately appropriated, and hence shows up in 

wealth data.56  Knowledge that is freely available increases output, but doesn't show up in anybody's 

balance sheet and therefore would not normally be reflected in the national accounts as wealth.  But 

changes in the intellectual property regime (what Boyle (2003) refers to as the enclosure of the 

knowledge commons) has resulted in an increase in the wealth of those who are given these property 

rights.57 

Changes in discount rates and risk management.  There is a further reason for an increase in the value of 

wealth without a concomitant increase in the physical productive capital stock:   the rate of discount 

may fall, e.g. because of a decrease in the interest rate, and this may induce large changes in the relative 

price of different goods (and in the price of capital goods relative to consumption).  This was the 

essential issue in the Cambridge-Cambridge controversy some half a century ago, where it was observed 

that the value of capital and the choice of technique may be non-monotonic in the interest rate. 58   

In the private sector, the relevant discount rate is the after tax return, so that there are two offsetting 

effects on the value of wealth of an increase in the tax on capital.  In the limiting case where before tax 

returns are unaffected, the value of an asset yielding a before tax return of R every year would be 

unchanged i.e. 𝑉 =
(1−𝑡)𝑅

(1−𝑡)𝑟
= 𝑅/𝑟.  The value of assets facing an average tax rate greater than that 

relevant for the discount rate will go down; and conversely if the average tax rate is smaller.   

Changes in risk management and the ability to absorb risk can also have an effects on the wealth income 

ratio.59At the same mean and variance of the return to an asset, such changes lead to an increase in the 

certainty equivalent return, and therefore of the market value.  If the improved risk management/ability 

to absorb risk leads to a lower discount rate, the increase in market value can be even larger.   

There can also be countervailing general equilibrium effects.  Individuals may reallocate more of their 

wealth to assets with a higher risk and higher mean return, i.e. assets which (on average) have a lower 

capital income ratio.   

Part II:  Equilibrium Wealth Distributions in Neoclassical Models 

A key concern in the growing inequality in the United States and other advanced countries is the worry 

that we are giving rise to an inherited plutocracy. Piketty (2014) emphasized that if  𝑠𝑝 = 1 and the rate 
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of interest were greater than the rate of growth, inherited wealth would increase faster than the growth 

in income.   On the other hand, the fact that individuals are living longer and must save for their 

retirement means that life cycle savings is increasing, reflected in part in the huge increase in pension 

funds.60  In this sectoin, we construct a simple model incorporating both inherited and life cycle savings.   

We are able to obtain simple formulae describing the equilibrium share of wealth held by life cycle 

savers.  Using these formulae, we can easily ascertain the effects of, say, tax policy or changes in the 

parameters of the economy.  We show that an increase in the savings rate of workers (as a result, for 

instance of encouraging them to save more) has no effect on output per capita, but does increase the 

share of wealth of life cycle savers.  Life cycle savings crowds out inherited savings.  On the other hand, a 

tax on capital (even if it is paid disproportionately by the rich capitalists, with proceeds paid out to 

workers, and so is therefore viewed as progressive) will be so shifted that capitalists are unaffected and 

workers’ income, including  transfers, actually goes down, as does their share in national wealth.  This 

bears out a general theme of this paper:  tax policies have to be constructed to take into account 

general equilibrium incidence effects. 

This section  is divided into two parts.  The first presents the basic model, while in the second, we 

assume all individuals  have identical savings functions.  The only difference is that when wealth is low 

enough, bequests drop to zero.   

3.1. Basic Model  We assume two groups:  There are workers who live two periods, and save for their 

retirement.61  Their savings is referred to as “life cycle savings.”  Then there are the capitalists, who save 

a fixed percentage of their income,  𝑠𝑝.62   For simplicity, we use a discrete time model.   

In this section, output is produced by means of a neoclassical constant returns to scale production 

function Q = F(K,L), where K is the capital stock and L the labor supply (there is full employment).  k = K/L 

is the capital labor ratio.  Q/L = F/L = f(k) gives output per worker as a function of the capital labor ratio.  

The return to capital is f’, and the wage rate is f – kf’.  We assume that the number of capitalists and 

workers increase at the same rate, n (assumed here to be exogenous.)  (In this simple version, we ignore 

labor augmenting technological progress.  It is straightforward to bring it into the analysis.) 

 The difference equations describing the evolution of the system are given by63 

(3.1)    (1 + 𝑛)𝑘𝑡+1
𝑐 = (1 + 𝑠𝑝𝑓′(𝑘𝑡)) 𝑘𝑡

𝑐 

and 
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(3.2) 𝑘𝑡+1
𝑤 = 𝑠(𝑘𝑡+1)𝑤(𝑘𝑡) 

where 𝑘𝑤 and 𝑘𝑐 are workers’ and capitalists’ capital (per capita), respectively, where we have allowed 

the savings rate of workers to depend on the (rationally expected) interest rate64,  and where  

(3.3)   𝑘𝑡 = 𝑘𝑡
𝑤 +  ϐ𝑘𝑡

𝑐, 

where ϐ is the ratio of capitalists to workers.  (By assumption capitalists supply no labor.)  ϐ is assumed 

to be fixed.  

These equations fully describe the dynamics, given an initial value of workers’ and capitalists’ capital.65 

In the steady state, 𝑘𝑐∗ = 𝑘𝑡
𝑐 = 𝑘𝑡+1

𝑐 and similarly for kw
t.  Hence, from (3.1) 

 (3.4)   𝑛 = 𝑠𝑝𝑓′(𝑘∗), 

where 𝑘∗ is the steady state value of 𝑘 and 𝑓′(𝑘∗) is the steady state  return on capital, equal to  𝑟.  

Note that 𝑟 here is the return over a generation, i.e. if a generation is 30 years, and the annual interest 

rate is 2%, 𝑟 ≈ 1.  The steady state level of capital (and the equilibrium interest rate) is determined 

simply by capitalists’ saving propensity. 

If workers save more, the economy does not become richer; income does not go up; wages do not 

increase.  All that happens is that they increase their share of total capital.   

The steady state capital of workers (life cycle capital) given by 

(3.5)  𝑘𝑤∗ = 𝑠(𝑘∗)𝑤(𝑘∗) 

Hence  

(3.6)  
𝑘𝑤∗

𝑘∗ =
𝑠(𝑘∗)𝑤(𝑘∗)

𝑘∗  

Using (3.4) this can be rewritten 

(3.7)  
𝑘𝑤∗

𝑘∗ =
𝑠(𝑘∗)𝑤(𝑘∗)

𝑓′−1
(

𝑛

𝑠𝑝
)

= 𝑛
𝑠(𝑘∗)

𝑠𝑝

1−𝑆𝑘

𝑆𝑘

   

The ratio of wealth of life-cycle savers to that of capitalists (or to total wealth) depends on the relative 

savings rates, the relative shares, and the growth rate.  A decrease in the growth rate would (if the 

elasticity of substitution is less than one and if the savings rate did not change) lead to an increase in the 
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capital labor ratio and a decrease in the share of capital.  There is a critical value of the elasticity of 

substitution, such that below that threshold, a decrease in the growth rate leads to an increased share 

of life-cycle savings, and above that threshold, it leads to a decreased share.  (The rate of return to 

capital does not enter into this formula, because it is an endogenous variable.  But this analysis has 

ignored the effects on workers’ savings rate.  A decrease in the growth rate leads to a lower interest 

rate, and this can lead to either a higher or lower value of s depending on the sign of s’. )66 

 

If the savings rate of workers increases, for instance because of increased expected retirement 

longevity67, workers’ wealth increases proportionately, while aggregate wealth remains unchanged.  By 

the same token, in this model, if the generosity of social security increases, so the savings rate of 

workers decreases, workers’ wealth (excluding their claims on social security) decreases 

proportionately, while aggregate wealth remains unchanged (in a pay-as-you-go system). 

There is an important qualification to this analysis:  workers' savings has to be low enough so that, on 

their own, they do not drive the rate of return below n/sp.  For if they do, then the life cycle savers 

eventually drive out the capitalists.68  It would appear that this condition is normally satisfied.   

Market distortions  The analysis so far has assumed that workers are able to get the same return on 

their investments as capitalists.  The effect of differential returns and other market distortions is seen 

most forcefully by focusing (in our two period model) not on relative wealth at the end of the first 

period, but rather at the beginning of the second, when workers and capitalists have both earned the 

returns on their capital.  We then obtain (where the caret ^ is used simply to remind us of the shift in 

timing) in the absence of taxation on the return to capital of capitalists 

                    
𝑘^𝑤∗

𝑘^∗ = 𝑛
𝑠∗(1+rw(1 – τcw)

𝑠𝑝(1+𝑛)

1−𝑆𝑘

𝑆𝑘
 

where rw is the return workers receive on their investments and τcw is the effective tax rate on the return 

to capital for life cycle savings.  Thus 
𝑘^𝑤∗

𝑘^∗  will be lower than suggested by the basic model if (a) a 

distorted financial market delivers to life cycle savers lower returns than those received by capitalists; 

(b) regressive taxation leads to life cycle savers facing higher tax rates (than those confronting 

capitalists).  An example of the former that has recently been exposed is how conflicts of interest among 

those managing large fractions of IRA accounts lead to substantially lower returns on those accounts.  

Part II provided several other reasons for why life cycle savers might receive lower returns on their 

investments than do capitalists.   The share of life cycle savings will be further lowered if, as we 
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suggested in section 2, because of monopolies and other distortions the share of capital is larger than it 

would have been in a competitive equilibrium. 

3.1. The effect of taxation 

If we impose a tax on capital at the rate 𝜏𝑐, we obtain instead of (3.4) 

(3.4a)  𝑛 = (1 − 𝜏𝑐 )𝑠𝑝𝑓′(𝑘∗), 

implying that the after tax return to capital is not affected by the tax (just as was the case in the Kaldor 

model).  There is, in effect, full “shifting.”  As the tax rate increases, the equilibrium capital stock 

diminishes.69   

Capital taxation with proceeds distributed to workers.  To ascertain the effect on the relative importance 

of lifecycle savings, we have to specify what happens to the tax revenue.  Assume it is redistributed to 

workers.  Then the transfer Ҭ (per capita) is given by 

(3.8)  Ҭ = 𝜏𝑐𝑟(𝑘∗)𝑘∗. 

Noting that in our simplified model, the saving rate depends only on the after tax rate of return, and 

from (1.4a) that is unchanged, and letting s* denoted that value of s, (1.6) can be rewritten as  

(3.9)  
𝑘𝑤∗

𝑘∗
=

𝑠∗(𝑤(𝑘∗)+Ҭ)

𝑘∗  

 Then, to ascertain the effect of an increase in the tax rate on the share of inherited wealth, we  

simply have to ascertain the sign of 

(3.10)  
𝑑(

𝑠∗(𝑤(𝑘∗)+Ҭ)

𝑘∗ )

𝑑𝜏𝑐 . 

Normally, an increase in the tax rate lowers the wage, but at least for low 𝜏𝑐 increases the transfer. 

Workers’ lifetime income  𝑌𝑊 = 𝑤(𝑘∗) +  Ҭ, so that 70 

(3.11)  
𝑑𝑌𝑊

𝑑𝜏𝑐 = (−𝑘∗𝑓′′(𝑘∗) + 𝜏𝑐(𝑘∗𝑓′′(𝑘∗) + 𝑓′(𝑘∗)))
𝑑𝑘∗

𝑑𝜏𝑐 + 𝑟(𝑘∗)𝑘∗ 

where 

(3.12)  
𝑑𝑘∗

𝑑𝜏𝑐 =
𝑓′(𝑘∗)

(1−𝜏𝑐)𝑓′′(𝑘∗)
. 
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The sign of (3.11) is thus that of   
𝜏𝑐(𝑓′(𝑘∗))

2

(1−𝜏𝑐)𝑓′′(𝑘∗)
< 0 for 0 < 𝜏𝑐 < 1. (

𝑑𝑌𝑊

𝑑𝜏𝑐 = 0 at 𝜏𝑐 = 0.)   

Hence, the loss in wages is always greater than the benefit from the transfer.   

It follows that an increase in the interest income tax always increases the relative importance of 

inherited wealth. 71 

The tax also has an adverse effect on the distribution of consumption (well-being).   Since the after tax 

interest rate facing capitalists is the same, their flow of consumption (in steady state) is unaffected.  

Workers’ life time utility is a function of their income,  𝑌𝑊, and the interest they receive on their savings 

(after tax).   We have already shown the derivative of  𝑌𝑊 with respect to 𝜏𝑐 is negative (except at 

𝜏𝑐 = 0, where it is zero).  But because the after-tax return the worker receives from his investment is 

unaffected, workers are unambiguously worse off.   

Thus, in the case that would seem to be the most favorable to workers—where all the proceeds are 

redistributed to them—their income is reduced, their welfare is reduced, and inequality is increased.   

Inheritance tax with proceeds distributed to workers.  With an inheritance tax, there is still tax shifting:  

wages fall and the before-tax return on capital for capitalists increases.  Appendix C shows that the 

relative share of life cycle savings may increase, so long as the elasticity of substitution is not too small, 

and that there is an optimal tax rate, maximizing workers’ well-being.   

Public investment.  So far, the results of this section on the ability of the government to improve the 

wealth distribution through capital taxation are somewhat disheartening.  If, instead, government 

invests the tax proceeds as well as the proceeds it gets from its investments, then an increasing fraction 

of the capital stock will be owned by the government.  The government investment drives down the 

return to capital, so that the wealth of the capitalists can’t keep up with the increase in population.  

Their wealth diminishes (per capita), and we get a new equilibrium which is similar to the original 

equilibrium except that now the government owns all the capital and, in effect, its saving rate is unity.  

Then wages are higher, and workers are unambiguously better off.   Note that this would be true even if 

the government were slightly less efficient than the private sector.72    

If we expand the model to a three factor production function, 𝑌 = 𝐹(𝐾𝑝, 𝐾𝑔, 𝐿), with private and public 

capital goods, and (some of) the proceeds from the tax are invested into the public capital good, then it 

is easy to show that there can be a new equilibrium in which a (somewhat poorer) capitalist class 
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survives but the tax may still have a positive effect on workers:  In a three factor production function, 𝐾𝑝 

and 𝐿 can be substitutes, and 𝐾𝑔 and 𝐿 can be complements, so that on both accounts, wages are 

increased as a result of the tax; but the increase in 𝐾𝑔 is consistent with the after tax return to capital 

returning to its previous level. 73    

Progressive capital taxation74  A progressive capital income tax can affect the degree of inequality 

among the rich.75  The argument for a progressive capital tax is strengthened if we look more carefully at 

the nature of the measured returns to capital.  In economists’ simplest models, all capital receives the 

same returns.  If returns are stochastic, then it is simply luck that determines who gets high returns.  If 

that were all that there were to the matter, a progressive tax on the rate of return to capital in excess of 

the average return (with offsets for returns below that level) would be welfare increasing, if capitalists 

were risk averse.  If savings were elastic in the certainty equivalent return, then savings would increase, 

and workers would be better off.   

There may, however, be other possible explanations for above average returns.  The returns could 

represent greater skill at investing, in which the returns ought to be viewed as a return to labor, not as a 

return to capital.76  The returns could represent a return to risk taking.  If capital markets are imperfect 

(so risk is not fully diversified) and individuals are risk averse, riskier investments will yield higher returns 

than safe.  A proportional capital tax on excess returns (over the safe rate of interest) would, under 

these circumstances, increase risk taking, and thereby average incomes.  Finally, the returns could in 

part be a return to exploitation.  To the extent that that is the case77, then a progressive tax would 

discourage such rent seeking behavior, increase economic efficiency, improve the well-being of those 

who are being exploited, and reduce overall inequality.   

 
3.2.  Toward a more general model.  The previous sub-section assumed that society is composed of two 

groups of individuals, workers who engage in life cycle savings, and capitalists who pass on wealth from 

one generation to the other.  In fact, however, all individuals could have the same savings function; it is 

simply past circumstances that determine the observed savings rate.   Assume, for instance, that 

providing bequests is a “luxury,” and that when individuals wealth exceeds a certain level, they begin to 

act like capitalists, passing on money to their heirs.   

 

We assume savings of any individual are a function of his end of period wealth, which is just his wage 

and the return on the capital from the previous period:  𝑠(𝑊𝑡)𝑊𝑡 , where  
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(3.13)       𝑊𝑡 = 𝑤𝑡 + (1 + 𝑟𝑡)𝑘𝑡  

But assume 𝑠(𝑊𝑡) is S-shaped, the extreme version of which would be 𝑠 = 𝑠0 for 𝑊 ≤ 𝑊∗ and 

𝑠 = 𝑠1 ≫ 𝑠0 for 𝑊 > 𝑊∗.78  Then there exists a two-class equilibrium.  To see the nature of the 

equilibrium, assume a fixed fraction of the population 𝜗 are in the upper income group.  Then 

(3.14)   𝑠𝑖(𝑤(𝑘) + (1 + 𝑟(𝑘))𝑘𝑖) = (1 + 𝑛), 𝑖 = 0,1 

(3.15)     𝑘 = 𝜗𝑘1 + (1 − 𝜗)𝑘0 

For each value of 𝜗, there is a different equilibrium, i.e. 𝑘𝑖 = 𝑘𝑖(𝜗).    

Special cases of this model yield the standard Solow and Kaldor/Pasinetti/life cycle model.  If 𝜗  = 0, we 

obtain the discrete variant of the Solow model.  One the other hand, if 𝑠0 ≈ 0,  (3.15) can be 

approximated by  

(3.16)  𝑠1((1 + 𝑟(𝑘))𝑘/𝜗) = 1 + 𝑛, 

Here, it is not that the workers have a different savings function from that of the capitalists; it is only 

that their income is low so they save little.  Most importantly, we have endogenously derived a two class 

model out of a S-shaped savings function.   

In this model 𝜗 is determined just by history.  For each 𝜗 , there is a steady state {k1, k2).  Individuals 

never leave the “class” into which they are born. But it is easy to construct a stochastic model in which 

some in the upper class have bad luck and move down, and some in the lower have good luck and move 

up.    𝜗 is then solved for endogenously, related to the transition probabilities.  (See Stiglitz, 2015b).  

Changes in policy, behavior and technology (the savings functions, the stochastic processes)  can move 

the economy from one in which most individuals are in the “upper group” (the middle class society of 

the past) to one in which most are in the lower group (the “99%/1% society of the present.)  Financial 

sector “innovations” that encouraged those at lower wealth not to save and regressive capital taxation 

might, for instance, accomplish this.      

 

Part III:  Land Rents 

In section I of this paper, we noted that standard neoclassical models focusing on capital and labor in 

competitive markets could not explain the increase in the wealth output ratio observed in the US and 
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many other advanced countries and other stylized facts of modern economies.79 Central to our 

resolution of these  puzzles, we suggested, was the understanding that wealth and capital were different 

concepts.  The most important source of the disparity between the growth of wealth and the growth of 

productive capital is the growth of the value of land—not associated with any increase in the amount of 

land and therefore of the productivity of the economy.80   

In this part, we present a series of models that might account for much of the increase in the value of 

wealth taking the form of an increase in the price of land.  These models not only help us understand 

the increase in the wealth income ratio, but also the increase in wealth inequality.  This part is divided 

into five sections.  In section 4, we extend the life cycle/inheritance model of section 3 to land.  Section 

5 presents the simplest model with land rents, showing that even in this very simple model, the increase 

in wealth may be markedly greater than the increase in capital.  Section 5 examines land as a positional 

good, deriving a similar result that increases in wealth are greater than increases in capital.  Section 6 

investigates the dynamics of land prices, showing that in a natural formulation, bubbles can easily arise, 

and along such "bubble paths," wealth may increase, even though capital (per capita) is decreasing.  In 

effect, wealth accumulation in the form of land may crowd out real capital accumulation.81   The final 

section explores how financial and monetary policies can give rise to an increase in land prices and thus 

"wealth," but such increases in wealth may have little to do with what is happening to the real wealth of 

the economy--which in this simple model is reflected in the value of the capital stock (per capita.)   

 

There is one further (important) explanation of an increase in land values:  the increase in urbanization 

leads to an increase in urban land values, the value of being in proximity to urban centers.82 

4.    Land in a life cycle model 

In section 3, we formulated a life cycle model, and used it to explain the division of wealth between 

capitalists and workers (life time savers).  It is easy to incorporate land into this framework.  Now, 

however, because land is a store of value that is alternative to capital, there is an important question:  

could savings that otherwise be used for capital accumulation be deflected into land, thereby harming 

workers.   

4.1 Pure life cycle model  We begin our analysis with the case where there are only life cycle savers, but 

there is a fixed asset, which we will call land.   

It is useful to rewrite (3.1) to focus on “savings in capital”: 
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(4.1a) 𝑠(𝑤(𝑘), 𝑟(𝑘))𝑤(𝑘) −
𝑓

𝑇^

𝑓𝑘
= 𝑘. 

Any value of 𝑘 solving (3.1a) is a steady state equilibrium. 

There can be multiple equilibria, as illustrated in Figure 2.   As 𝑘 increases, wages increase.  The slope of 

the LHS can be greater or less than unity, and can vary with 𝑘, so that the LHS can cross the 45 degree 

line more than once.  There is a natural sense in which stability requires that the savings curve cut the 

45 degree locus from above, i.e. the increase in savings into capital from an increase in the capital stock 

is less than the increase in the capital stock itself.   

 Looking across (steady state) equilibria, it is clear that, letting 𝑊 denote wealth per capita.   

(4.2)  
𝑑𝑊

𝑑𝑘
=

𝑑

𝑑𝑘
(𝑘 +

𝑓
𝑇^

𝑓𝑘
) = 1 + 𝑓𝑇^𝑘/𝑓𝑘 − 𝑓𝑇^𝑓𝑘𝑘/𝑓𝑘

2. 

If  

(4.3) 𝑓𝑇^𝑘/𝑓𝑘 − 𝑓𝑇^𝑓𝑘𝑘/𝑓𝑘
2 > 0 , 

then 𝑊 increases more than k.  That will always be the case if 𝑇^and 𝑘 are complements.   

By the same token, we can ask what happens if there is an upward shift in the savings function, i.e. the 

savings function is given by  γ𝑠(𝑤(𝑘), 𝑟(𝑘)).  Then 

(4.4)  
𝑑𝑘

dγ
=

𝑠𝑤

(1+𝑓
𝑇^𝑘

/𝑓𝑘−𝑓
𝑇^𝑓𝑘𝑘/𝑓𝑘

2)(1+𝑛)−𝑠𝑤′−𝑤
𝑑𝑠

𝑑𝑘

 

while, from (3.2), 

(4.5)  
𝑑𝑊

dγ
=

𝑑𝑊

𝑑𝑘

𝑑𝑘

dγ
= (1 + 𝑓𝑇^𝑘/𝑓𝑘 − 𝑓𝑇^𝑓𝑘𝑘/𝑓𝑘

2)
𝑑𝑘

dγ
. 

Again, we get the result that 𝑊 can increase more than 𝑘.  Some of the increased savings goes into an 

increased value of land, reducing the benefits that otherwise would have accrued to a higher savings 

rate. 

Taxing capital.  A tax on the return to wealth (both land and capital) will shift the function sw - fT^/fk  up 

or down depending on whether s is decreasing or increasing in r (increasing or decreasing in k), which 

implies that in a stable equilibrium, it will lead to an increased or decreased value of 𝑘 depending on 

whether s' is greater or less than zero.  The change in wealth will typically be larger than the change in 𝑘 
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(so long as inequality (3.3) is satisfied).  But while in a two factor production function, a decrease in 𝑘 

necessarily leads to a lower wage, now it may not.  Capital and labor may be substitutes rather than 

complements. (Robots may be a substitute for unskilled labor.)   

Taxing land.  It is easy to see that in this model, a tax on the value of land the proceeds of which are 

distributed to workers results in an increase in investment and a reduction in the return to capital  (in a 

stable equilibrium). 83 If FKL > 0 (labor and capital are complements) wages will rise.  A fortiori, if the 

revenues are fully invested, wages go up even more.   

 

4.2. A two class model In this section, we return to our two class model of section 3, but introduce land.  

For simplicity, we focus only on the steady state.84 But this poses a problem in the absence of land 

augmenting technological change and population growth: if the equilibrium interest rate would go to 

zero (as it would if 𝑛 were equal to zero), the value of land would go to infinity.  There are at least two 

ways out of this puzzle:  (a) assume land does not yield any return or (b)  assume land augmenting 

technological progress at the rate n.  Here, we take the latter tack, and express all units in per capita 

terms (per unit of effective land).   

 The variables of interest can all be expressed as functions of 𝑘.  The returns to land must equal the 

returns to holding capital. In steady state, the price of a unit of effective land, denoted by 𝑞, will be 

constant.  Letting 𝑓𝑇^  denote the marginal return of a unit of effective land, which in steady state is 

constant,    𝑞 =
𝑓

𝑇^

𝑓𝑘
,  

in the obvious notation, where wages and returns to capital are functions of the capital stock per capita.  

Savings are put either into capital goods or into land holdings.   

Instead of (3.1) the capitalists’ wealth accumulation equation is described by  

(4.6)    𝑘𝑡+1
𝑐 + 𝑞𝑡+1𝑇𝑡+1

𝑐 = 𝑊𝑡+1
𝑐 =

𝑘𝑡
𝑐+𝑞𝑡𝑇𝑡

𝑐+𝑠𝑝𝑓𝑘(𝑘𝑡)(𝑘𝑡
𝑐+𝑞𝑡𝑇𝑡

𝑐)

1+𝑛
=

(1+𝑠𝑝𝑓𝑘(𝑘𝑡))𝑊𝑡
𝑐

1+𝑛
  

where 𝑇𝑡
𝑐

 
  is the effective land holdings of the capitalists at time 𝑡 (here, per capita) and q is the price of 

an effective unit of land.  In steady state, the return to capital and the return to land (the return to each 

of the assets) is the same.  The rate of interest must be equal to the rate of growth divided by the 

savings propensity of capitalists, as before, and that implies a particular value of 𝑘 = 𝑘∗.  We similarly 

rewrite (3.2) as (continuing with the obvious notation) 
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(4.7)  𝑊𝑡+1
𝑤 = 𝑠(𝑘𝑡+1)ww

t /1 + n   . 

Hence, the steady state equations for life cycle wealth relative to total wealth is now just 

(4.8)  
𝑊𝑤∗

𝑊∗ =
𝑠(𝑘∗)𝑤(𝑘∗)

𝑊∗  =
𝑠(𝑘∗)𝑤(𝑘∗)

𝑘∗     𝑊∗   𝑘 ∗ = 𝑛
𝑠(𝑘∗)

𝑠𝑝

1−𝑆𝑘

𝑆𝑘(1+ 𝜘)
    . 

where ϰ≡  the ratio of the value of land to capital.  In this case,  𝑞 ∗=
𝑓𝑇˄

𝑓𝑘−𝑛
 .  Changes in worker savings 

have no effect on wealth; an increase in capitalists’ savings rate leads to an increase in 𝑘, with an effect 

on wealth that is normally greater than the increase in k because of the increased value of land, as in the 

earlier model. 

We can easily study the effect of various forms of taxation on the distribution of income and wealth 

(between capitalists and life-cycle savers); these effects are markedly different than in the pure life cycle 

model of the previous sub-section because of tax shifting.  Land taxation has no effect on 𝑘∗, hence no 

effect on wages; it leads to a diminution of the value of wealth.  If the proceeds of the tax are 

distributed to workers, life cycle wealth is increased, and therefore on both accounts, wealth inequality 

is reduced.  (Similar results hold for land capital gains taxes.)  Inheritance taxation, as in section 3, leads 

to an increase in the before tax return on capital, lowering k. If capital and labor are substitutes, then 

capital and land have to be complements, and the tax on inherited capital unambiguously reduces 

wealth inequality.  Wages go up and the return to land goes down, so the share of wealth held in life 

cycle savings unambiguously goes up.  But if capital and labor are complements, the opposite may 

happen.85   

5.  A simple model with land rents 

To see more clearly the relationship between wealth and capital, we can formulate an even simpler 

model than the life cycle model of the previous section.  Assume the rents associated with land are fixed 

and last in perpetuity, while the production of industrial goods requires no land.  Then a slight decrease 

in the (long term real) interest rate can lead to a large increase in the value of land.86  Thus, national 

output is given by  

(5.1)   𝑄 =  𝐹(𝐾, 𝐿)  +  𝑅 

where Q is total output,  𝐾 is productive capital and 𝐿 is labor, for the moment assumed fixed, F is 

constant returns to scale, and R is the fixed return to land.  Then the value of wealth, 𝑊, is given by87 

(5.2)  𝑊 = 𝐾 +
𝑅

𝑟
= 𝐾 + 𝑅/𝐹𝐾, 
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where r is the rate of interest (return on capital, equal to FK)  so that 

(5.3)  
𝑑𝑊

𝑑𝐾
= 1 −

𝑅𝐹𝐾𝐾

𝐹𝐾
2 > 1 

If 𝐹 is, for instance, a unitary elasticity of substitution production function, with coefficient on capital of 

𝛼, then 

(5.4)  
𝑑𝑊

𝑑𝐾
= 1 +

𝑅

𝑄

1−𝛼

𝛼
. 

If, for instance,  𝑅/𝑄 =  .3 and 𝛼 =  .2, then 𝑑𝑊/𝑑𝐾 =  1 +  1.2 =  2.2:  the increase in wealth is 

more than twice the increase in the productive capital. 

The effect of taxation.  If the return land is taxed, then 𝑊 and 𝐾 are more closely aligned.  If the returns 

to land are fully taxed (as they would be with the Henry George tax), 𝑊 and 𝐾 would be fully aligned.  

This follows directly from rewriting (1.2) as  

(5.2’)  𝑊 = 𝐾 +
(1−𝑡𝐿)𝑅

𝑟
= 𝐾 + (1 − 𝜏𝐿)𝑅/𝐹𝐾, 

where 𝜏𝐿 is the tax rate on the returns to land. 

6.  Positional goods 

Similarly, if land serves as a positional good, there can be an increase in the value of land, without any 

increase in the productive potential of the economy.  Rich individuals compete for houses in the Riviera.  

As the rich get richer, they compete more vigorously for this real estate, and the price of this fixed asset 

increases, without any increase in "real" output.   

Assume there are some assets in fixed supply (positional goods) that do not affect production of 

conventional goods.   Assume all the wealth of the economy is held by the rich (an assumption which 

does not depart too far from reality) and that the demand by rich for these goods is given by 𝑀(𝑊, 𝑝) 

with the equilibrium given by  

(6.1 )  𝑀(𝑊, 𝑝)  =  𝑝𝑇 

where 𝑝 is price of land, 𝑇, which is  fixed supply, and 𝑊 =  𝐾 +  𝑝𝑇. For simplicity, we choose units so 

𝑇 =  1.   (2.1) can be solved for 𝑝 as a function of 𝑊, and 𝐾 can then be solved for 

(6.2) 𝐾 =  𝑊 −  𝑝(𝑊) 
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Then  

(6.3)   
𝑑𝐾

𝑑𝑊
= 1 − 𝑝′ = 1 −

𝑀𝑤

1−𝑀𝑝
< 1 

 If the wealth elasticity of the demand for positional goods is large enough and the price elasticity is 

small enough, then an increase in 𝑊 may even be associated with a decrease in 𝐾.  

The effect of land taxation.  As in the previous section, land taxation (and in more dynamic models, the 

taxation of capital gains on land) can help align 𝐾 and 𝑊.  The demand for positional goods depends not 

just (or even so much) on the price as on the “user cost” or opportunity cost. The opportunity cost is 𝑟, 

the return on capital.  If there is a land tax, the cost of owning the positional good become 𝑟 + 𝜏𝐿𝑝.  (In 

more general dynamic models, where the value of land is increasing, the user cost is = 𝑟 + 𝜏𝐿𝑝 − (1 −

𝜏𝑐𝑔)
𝑑𝑝

𝑑𝑡
 , where 𝜏𝑐𝑔 is the tax rate on capital gains. )  Then the demand for positional goods is given by 

𝑀(𝑊, 𝑝, 𝑢).   In the case under examination here, we rewrite (2.2.) as 

(6.2’) 𝐾 = 𝑊 − 𝑝(𝑊, 𝐾, 𝜏𝐿). 

At any given 𝐾, the higher 𝜏𝐿, the lower wealth:  the tax reduces the gap between wealth and capital.88 

Inequality in well-being.  While in this and other models in this section, the increase in wealth may be 

largely (or entirely) due to an increase in land values, one might ask:  does this lead to real inequality.  

After all, the rich consume the positional goods.  The increase in land values affects them, and them 

only.  Workers are only affected to the extent that the increase in land values crowds out capital 

accumulation, so 𝐾 decreases (or does not increase as much as it otherwise would.)   

While this conclusion is true in the simplified model we have constructed here, it is natural that there be 

a spill over to workers (and in practice, such spillovers typically occur.)  Assume, for instance, 

landlords/capitalists rent out some of their land to workers, at a rental price of 𝑝𝐹𝐾.  Then, policies and 

behavior which lead to an increase in 𝑝𝐹𝐾 disadvantage workers.    

Still, the observation that the increase in land prices (or of other positional goods) disproportionately 

affects the wealthy has several important implications.  First, it reminds that in making comparisons 

across different income groups, we have to take into account the different market baskets of goods that 

they consume.  The increase in the relative prices of positional goods means that there may not have 

been as large an increase in inequality as would appear to be the case.89   
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Secondly, it helps explain differences in savings behavior both over time and across income levels.  To 

achieve “success” as demonstrated by acquiring expensive positional goods may require more savings 

(more wealth) today than when the price of such goods were lower.   It may be that there is a difference 

between savings out of capital gains, especially those arising from the increase in the value of real 

estate, and other returns to capital, precisely because of the consequences of those price changes for 

acquiring the goods in the future that the rich seek to purchase.   

Thirdly, by the same token, patterns of inheritances and life-time giving across generations too may be 

endogenous, affected in particular by such changes.  If increases in real estate prices make it difficult for 

even reasonably successful workers to purchase a home that they and their parents believe is 

appropriate to their station in life, wealthy parents will provide larger intra vivo transfers.  Note that, in 

some sense, the direction of causality has changed:  greater wealth and wealth inequality arising from 

an increase in real estate prices has led to greater inheritances and intra vivo transfers across 

generations among  the top.90     

Foreign ownership.  The demand by foreigners for positional goods may lead to an increase in the 

wealth of the citizens of a country as well as to an increase in wealth inequality.  Assume, as above, 

rentiers own all the positional goods (land in the Riviera).  A sudden and unanticipated increase in the 

desire for these pieces of land by foreigners increases their value, and the wealth of those who 

happened to own this land; and if those within the country are the wealthy, it will contribute to the 

increase in inequality within the country.  (This seems to have been a factor increasing inequality within 

several countries.)  

7.  Bubbles:  the dynamic instability of the market economy 

Bubbles are a pervasive and recurrent aspect of market economies.  While the recession may have 

represented a “correction,” the economy may not have fully corrected the price of real estate.91   

Hahn and Shell-Stiglitz92 showed the dynamic instability of the economy with heterogeneous capital 

goods in the absence of a full set of futures markets extending infinitely far into the future (or without 

perfect foresight extending infinitely far into the future).  The steady state was a saddle point. 

The same result also holds for a model with capital and land (with two state variables, 𝐾, the stock of 

capital, and 𝑝, the price of land).  We extend the production function in the straightforward way so that 
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𝑌 =  𝐹(𝐾, 𝐿, 𝑇), where, as before, 𝑇 is  the supply of land and 𝐿 is the supply of labor, and 𝐹 is constant 

returns to scale. 93  

There is a delicate problem:  without growth of the labor force, the equilibrium interest rate will be zero 

in the long run in the Kaldor model.94  But at a zero interest rate, if there are positive returns to land, the 

value of land becomes infinite—in effect, the model breaks down.  Assuming labor growth (or labor 

augmenting technological progress) poses its own problems:  the land labor ratio goes to zero, and 

under normal assumptions about the production function, the return to land itself would go off to 

infinity.  This problem can in turn be "solved" by assuming just the right amount of land augmenting 

technological progress.  At first blush, this seems unpersuasive:  why should nature produce land 

augmenting technological progress in just the right amount to sustain a steady state.  But upon 

reflection, it may not be so coincidental, once we introduce a theory of endogenous factor bias.  We 

know that the bias is determined by relative shares, and if the elasticity of substitution is less than one, 

as land becomes more scarce, there are greater incentives for land augmenting technological progress.95 

We investigate two alternative approaches.  The first entails assuming a conventional production 

function (without land), but the existence of land as a store of value. The second assumes a fixed rate of 

land augmenting technological change, equal to 𝑛. 

7.1.Non-productive land96  The key equilibrium condition is that the return to holding land and capital 

must be the same, i.e. since land is non-productive, its entire return is its capital gain, 
𝑑

𝑑𝑡
(log 𝑝), and the 

equilibrium condition is 

(7.1)   
𝑑

𝑑𝑡
(log 𝑝) = (𝐹𝐾 − 𝜇 ). 

where 𝜇 is the depreciation rate and 𝐹𝐾 is the gross return to capital.   

The short run dynamics are described by (3.1) and 

(7.2)    
𝑑𝐾

𝑑𝑡
+ 𝑇

𝑑𝑝

𝑑𝑡
= 𝑠(𝐹𝐾𝐾 − 𝜇𝐾 + 𝑇

𝑑𝑝

𝑑𝑡
)   

where we have assumed that only capitalists save and they save a fixed fraction, s,  of “full net income” 

including capital gains.  (Shell, Sidrauski, Stiglitz, 1969).97  The RHS of (3.2) is net savings (as seen by the 

individual, not according to the national income accounts).  This goes into an increase in the value of 

land (“land savings”) or capital accumulation.    
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Substituting (3.1) into (3.2), we obtain (again using the normalization that 𝑇 = 1): 

(7.3)  
𝑑𝐾

𝑑𝑡
= 𝑠(𝐹𝐾𝐾 − 𝜇𝐾) − (1 − 𝑠)

𝑑𝑝

𝑑𝑡
= (𝑠𝐾 − (1 − 𝑠)𝑝)(𝐹𝐾 − 𝜇 )   

(7.3) and (7.1) provide a pair of differential equations fully describing the dynamics of the economy. 

Figure 3 shows the steady states, given by the solution to the loci  

(7.4a)  𝐹𝐾 = 𝜇     

and  

(7.4b) 𝑝 = 𝑠𝐾/(1 − 𝑠). 

We define 𝐾∗ as the value of 𝐾 solving (3.4a).  Note that any value of 𝑝 along 𝐾 = 𝐾∗ is an equilibrium, 

since 𝑑𝐾/𝑑𝑡 =  0 when 𝐾 = 𝐾∗ (net income of capitalists is zero).   

The dynamics are easy to describe and are also depicted in Figure 3:  To the right of 𝐾 = 𝐾∗, 𝑝 is 

decreasing (the net return to capital is negative) and to the left it is increasing.  Above the 𝑑𝐾/𝑑𝑡 =  0 

locus, but to the left of 𝐾∗, 𝐾 is decreasing, while above the 𝑑𝐾/𝑑𝑡 =  0 locus, to the right of 𝐾∗, 𝐾 is 

increasing.  Conversely, below the  𝑑𝐾/𝑑𝑡 =  0 locus, but to the left of 𝐾∗, 𝐾 is increasing, while below 

the 𝑑𝐾/𝑑𝑡 =  0 locus, to the right of 𝐾∗, 𝐾  is decreasing.   

Let 𝑝∗  ≡ 𝑠𝐾∗/(1 − 𝑠).  𝐾∗ in combination of any value of 𝑝 < 𝑝∗ is a stable equilibrium; 𝐾∗ and any 

value of 𝑝 ≥ 𝑝∗ is an unstable equilibrium.  The saddle point trajectory 𝐸𝐸∗ divides the bottom quadrant 

(below 𝑑𝐾/𝑑𝑡 =  0 and to the left of 𝐾∗) into a convergent and non-convergent region.  Below 𝐸𝐸∗, 

paths converge to 𝐾 = 𝐾∗.  Above 𝐸𝐸∗, they diverge.   As a trajectory below the 𝑑𝐾/𝑑𝑡 locus and to the 

left of 𝐾∗ approaches 𝐾∗, the slope is  

(7.5)  
𝑑𝑝

𝑑𝐾
≈

𝑝

𝑠𝐾−(1−𝑠)𝑝
 

which is finite below the locus 𝑝 =  𝑠𝐾/(1 – 𝑠).  Hence, trajectories hit the vertical axis, at which point 

they remain in the steady state.  We can similarly show that if 𝐾0 > 𝐾∗, 𝐾 will also hits 𝐾; but if the 

initial value of 𝑝 >  𝑠𝐾/(1 – 𝑠), 𝐾 will initially increase, before decreasing to 𝐾∗. 
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Thus, there are an infinity of stable equilibria, in all of which the level of income is the same, but in 

which there can be markedly different values of wealth (𝐾 + 𝑝𝑇).  𝑝𝑇 is in this sense fully 

indeterminate.  But if 𝐾 < 𝐾∗and the initial price is too high, the economy experiences a bubble.    

A generalized savings function.  These results are partly a consequence of the special savings function 

employed.  More generally, we assume 

(7.6)  
𝑑𝐾

𝑑𝑡
+

𝑑𝑝

𝑑𝑡
= 𝑠 (𝐾, 𝑝,

𝑑𝑝

𝑑𝑡
), 

Net savings are a function of capital, the value of land, and capital gains.  𝐾 and 𝑝 affect savings both 

because they increase the income and wealth of the individual.  This formulation recognizes, however, 

that aggregate savings may differ depending on the composition of wealth (i.e. it is not necessarily just a 

function of 𝐾 +  𝑝𝑇, aggregate wealth).  This may be because the risk properties of these assets differ 

or the individuals who own these assets differ.   

With this formulation, the dynamics are described by (3.1) and 

(7.7)  
𝑑𝐾

𝑑𝑡
= 𝑠 (𝐾, 𝑝,

𝑑𝑝

𝑑𝑡
) −

𝑑𝑝

𝑑𝑡
= 𝑠(𝐾, 𝑝, 𝑝(𝐹𝐾 − 𝜇 )) − 𝑝(𝐹𝐾 − 𝜇 ). 

There are two possible (sets of) steady states.  One is given by the solution to (3.4a) and98 

(7.8)  𝑠(𝐾∗, 𝑝∗, 0) = 0. 

If we assume (at 𝑑𝑝/𝑑𝑡 =  0), 𝑠𝐾 > 0 and 𝑠𝑝 > 0 (in the absence of capital gains, an increase in wealth 

of any form leads to increased savings), then (at least near 𝐾 = 𝐾∗) the 𝑑𝐾/𝑑𝑡 =  0 is downward 

sloping.  The dynamics are unstable (Figure 4a), and may be oscillatory, as illustrated in Figure 4b.99  

Even though the local dynamics are unstable, there may be a limit cycle.  In particular,  if the 
𝑑𝑝

𝑑𝐾
|𝑑𝐾

𝑑𝑡
=0

 

locus hits the vertical axis, then the dynamics are constrained.  0 ≤ 𝐾 ≤ 𝐾∗∗  where K** is defined by 

𝑓(𝐾∗∗) = 𝜇𝐾∗∗ (i.e. the capital stock that would result if the savings rate were unity.)  𝑝 is non-negative.  

We can trace out a single oscillation along the path that begins say at 𝐾 = 𝐾∗ and 𝑝 very small.  Such a 

path cannot hit the 𝐾∗∗ boundary or the horizontal axis.  If the value of p when it returns to 𝐾∗ is lower 

than theinitial 𝑝, then subsequent oscillations are arbitrarily close to the initial oscillation.  If the value of 

p when it returns to K* is greater than the initial 𝑝, all paths must be contained within the bound 

defined by this oscillation, a straightforward implication of which is that there must be a limit cycle.100   
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The second possible steady state is defined by 𝑝 =  0 and 𝑠(𝐾∗∗∗, 0,0) = 0.  (Recall that 
𝑑𝑝

𝑑𝑡
= 𝑝(𝐹𝐾 − 𝜇) 

so that 
𝑑𝑝

𝑑𝑡
= 0 for 𝑝 =  0 for all finite values of 𝐹𝐾 − 𝜇. ) If 𝑠𝑘 > 0, so long as 𝑝 is constrained to be zero, 

the dynamics are stable.  But if 𝑝 is ever perturbed above zero, the dynamics described earlier become 

applicable.   

7.2.   Land augmenting technological change.  In this section, we assume that land is productive and the 

effective land supply increases at the rate 𝑛.  The equation describing the equalization of returns to land 

and capital now takes on the form 

(7.9)  
𝑑𝑝

𝑑𝑡
= 𝑝𝐹𝐾 − 𝐹𝑇 

In steady state, 
𝑑

𝑑𝑡
(log 𝑝) = 𝑛. 

Because the rate of land augmenting technical progress is 𝑛, one unit of land becomes more valuable 

over time at the rate 𝑛.  We define 

(7.10)  𝑞 = 𝑒−𝑛𝑡𝑝 

so that  

(7.11)  
𝑑

𝑑𝑡
(log 𝑞) =

𝑑

𝑑𝑡
(log 𝑝) − 𝑛 = 𝐹𝐾 −

𝐹𝑇𝑒−𝑛𝑡

𝑞
− 𝑛 

Redefining units so that 𝑇˄ is a unit of effective land, and denoting (as before) as output per unit 

effective labor, 𝑓𝑇˄ = 𝐹𝑇˄ = 𝐹𝑇𝑒−𝑛𝑡.    Then the capital arbitrage equation can be rewritten 

(7.12)  
𝑑

𝑑𝑡
(log 𝑞) =

𝑑

𝑑𝑡
(log 𝑝) − 𝑛 = 𝑓𝑘 −

𝑓𝑇˄

𝑞
− 𝑛  

In steady state, 
𝑑

𝑑𝑡
(log 𝑞) = 0, so 𝑓𝑘 − 𝑛 =

𝑓𝑇˄

𝑞
, 

or  

(7.13)  𝑞 =
𝑓𝑇˄

𝑓𝑘−𝑛
 

To simplify our analysis, for the remainder of this section we assume 𝜇 =  0 and we assume that a 

constant fraction of all income (including capital gains) is saved.   We can write (3.2) as 
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(7.14)  
𝑑

𝑑𝑡
(log 𝐾) +

𝑝𝑇

𝐾

𝑑

𝑑𝑡
(log 𝑝) = 𝑠 (

𝐹(𝐾,𝐿,𝑇)

𝐾
+

𝑇

𝐾

𝑑𝑝

𝑑𝑡
)   

or in our normalized units 

(7.14’)   
𝑑

𝑑𝑡
(log 𝑘) = 𝑠

𝑓(𝑘)

𝑘
−

(1−𝑠)(𝑞𝑓𝑘−𝑓𝑇˄)

𝑘
− 𝑛  

The steady state is given by the solution to the loci along which 𝑑𝑞/𝑑𝑡 =  0 and 𝑑𝑘/𝑑𝑡 =  0, given 

respectively by101 

(7.15)   𝑞 =
𝑓𝑇˄

𝑓𝑘−𝑛
= Φ(k), 𝑘 < 𝑘∗∗ ≡ 𝑓𝑘

−1(𝑛)    

and  

(7.16) 𝑞 =
𝑠𝑓(𝑘)+(1−𝑠)𝑓𝑇˄−𝑛𝑘

(1−𝑠)𝑓𝑘
≡ ψ(k) 

Φ′ > 0  provided only that 

   
𝐹𝑇𝐾

𝐹𝑇
>

𝐹𝐾𝐾

𝐹𝐾
. 

Under natural restrictions, the limit of Φ as 𝑘 goes to zero is zero, and as 𝑘 goes to 𝑘∗∗ is infinity.  In 

Figure 5, we have drawn the curve as upward sloping102.  Above the curve, 𝑞 is increasing; below it is 

decreasing. 

ψ(0) = 0 under natural restrictions.  Again, under natural restrictions, for large enough 𝑘, the 

numerator of (3.16) becomes negative.  Define 𝑘∗∗ as the solution to103  

(7.17)  𝑠(𝑓(𝑘∗∗) − 𝜇𝑘∗∗) + (1 − 𝑠)𝑓𝑇˄ = 𝑛𝑘∗∗ 

Hence ψ is the inverted U shaped locus depicted in Figure 3.  It is easy to show that the Φ locus cuts the 

ψ locus from below and there is a unique equilibrium.     Above the locus, 𝑑𝑘/𝑑𝑡 is negative, below it is 

positive.   

If land prices are too high, for ownership of land to generate the same returns as capital, the price of 

land has to increase.  On the other hand, if 𝑞 is above both the 𝑑𝑘/𝑑𝑡 =  0 locus and the 𝑑𝑝/𝑑𝑡 =  0 

locus, it means that the increase in the value of land (“savings” in this sense) acts as a substitute for real 

capital accumulation, and 𝑘 accordingly diminishes.  The result is that the steady state equilibrium is a 

saddle point, as depicted in the figure.    
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With futures markets extending infinitely far into the future, 𝑞 is set along the trajectory converging to 

the steady state, i.e. there is a unique value of 𝑞 for each 𝑘 such that the economy converges to the 

steady state.   

Without futures markets extending infinitely far into the future or infinite foresight, there is no reason 

to believe that the transversality condition will be satisfied.  But along the paths which satisfy the short 

run arbitrage equation but do not converge to the long run equilibrium because the initial price is too 

high, the price of land eventually increases super exponentially.104  As a result, in finite time, the 

“bubble” will be “corrected.”   But it can be a long time.  And even when there is a “correction,” it may 

still be on a “bubble path.” The price of land falls, but to a level still above the convergent path.   

Note that on the trajectories in which the price of land “explodes,” eventually the increase in the value 

of land crowds out capital accumulation—the capital stock declines, even though wealth continues to 

increase.   Indeed, as k gets small, virtually all of wealth is in the value of land, and thus wealth increases 

at the rate of 𝑛 +
𝑑

𝑑𝑡
(log 𝑞) = 𝑛 + 𝑓𝑘 −

𝑓𝑇˄

𝑞
.  Above the 𝑑𝑞/𝑑𝑡 = 0  locus, 𝑞𝑓𝑘 > 𝑓𝑇˄   so that wealth is 

unambiguously increasing (and even increasing per capita).  Indeed the wealth income ratio (as usually 

defined, where income ignores capital gains) goes off to infinity. 

Taxation.  We now ask, what happens when we impose taxation on capital gains and/or the returns to 

land.  The capital arbitrage equation now becomes 

(7.9’)  (1 − 𝑡𝑐𝑔)
𝑑𝑝

𝑑𝑡
= 𝑝𝐹𝐾 − 𝐹𝑇(1 − 𝑡𝐿) 

In steady state, the price of land is going up at the rate 𝑛, so in the steady state  (using  our normalized 

units) 

       (1 − 𝑡𝑐𝑔)𝑛𝑞 = 𝑞𝑓𝑘 − 𝑓𝑇˄(1 − 𝑡𝐿) 

or 

(7.13’) 𝑞 =
𝑓𝑇˄(1−𝑡𝐿)

𝑓𝑘−(1−𝑡𝑐𝑔)𝑛
 

To complete the analysis, we need to specify what is done with the revenues raised by the tax.  Assume 

that they are entirely spent on consumption.  Then the capital accumulation equation becomes 

(7.14’’)  
𝑑

𝑑𝑡
(log 𝑘) = 𝑠

𝑓(𝑘)

𝑘
−

(1−𝑠)(1−𝑡𝑐𝑔)(𝑞𝑓𝑘−(1−𝑡𝐿)𝑓𝑇˄)

𝑘
− 𝑛 , 
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so in steady state 

(7.16’) 𝑞 =
𝑠𝑓(𝑘)−𝑛𝑘

(1−𝑠)𝑛(1−𝑡𝑐𝑔)
 

The steady state is given by the solution to (3.13') and (3.16’), giving the locus of 𝑑𝑞/𝑑𝑡 =  0 and 

𝑑𝑘/𝑑𝑡  =  0 with land and capital gains taxes.  From (3.13') the land tax lowers the 𝑑𝑞/𝑑𝑡 =  0 locus, 

but leaves the 𝑑𝑘/𝑑𝑡 =  0 locus unchanged.  As Figure 6a shows, this means that an increase in a tax on 

the return to land leads to an increase in the capital labor ratio and  an increase in wages, validating the 

common presumption that savings diverted into land investment (or speculation) is money that could 

otherwise have gone into real investment.     

A tax on capital gains shifts both curves upwards, and as Figure 6b shows, the consequence is again that 

the equilibrium capital labor ratio increases. (The effect on the price of land is more ambiguous in the 

case of a tax on capital gains; along the 𝑑𝑘/𝑑𝑡 =  0 curve, at any 𝑘, a higher tax on capital gains has to 

be offset by a high price of land, and by itself this would have implied a higher equilibrium 𝑞.  But at the 

same time, this is partially offset by the shift downward of the 𝑑𝑞/𝑑𝑡 =  0 locus.)105   

On the other hand, if the revenues are spent on investment, then 

     
𝑑𝑘

𝑑𝑡
= 𝑠𝑓(𝑘)   − (1 – 𝑠)(1 − 𝑡𝑐𝑔) 𝑞𝑛 +  𝑡𝑐𝑔𝑞𝑛 +  𝑡𝐿𝑓𝑇˄  –  𝑛𝑘, 

or 

(7.16”)  𝑞 =
𝑠𝑓(𝑘)−𝑛𝑘+𝑡𝐿𝑓𝑇˄

𝑛(1−𝑠)(1−𝑡𝑐𝑔)−𝑡𝑐𝑔 

Relative to the previous equilibrium, the 𝑑𝑘/𝑑𝑡 =  0 curve is shifted up even more (while the 

𝑑𝑞/𝑑𝑡 =  0 curve is unchanged), so that the equilibrium value of 𝑘 is increased even more.   

8.  Credit, collateral, and wealth inequality 

We have argued that much of the growth of wealth is associated with the increased value of land and 

other fixed assets.  Land, and certain other assets, have one attribute which makes them particularly 

attractive: they can be used as collateral.  The fact that they can be used as collateral may increase their 

value; but the value associated with the ability to be used as collateral will depend on the financial 

system.  If, for instance, banks do no lending based on collateral, then the “collateral value” will be zero; 

the easier access to credit for those who have collateral, the higher these assets will be valued. 
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Moreover, the demand for land and other assets depends itself on the availability of credit—a fact that 

was made abundantly clear by recent experiences with Quantitative Easing.  (Indeed, one of the 

rationales for quantitative easing, and one of the main channels for its claimed success, was that it led to 

higher asset prices, with the hope that the increased wealth would in turn lead to more consumption.) 

In this section, we suggest that the system by which credit is provided may be one of the main sources 

of wealth and income inequality:  if a favored few get access to credit, then their wealth increases 

relative to those without such access.  Nowhere was this clearer than in the former Soviet Union, where 

bank licenses were granted to some politically connected individuals.  The access to funds that this 

provided enabled them to acquire state assets as they were being privatized; the limited access to funds 

meant that competition was limited and they could acquire the state assets at far below fair market 

value.  

In a less dramatic way, wealth inequality in the United States and other advanced countries may also be 

linked with the financial system. If much of the growth of wealth is related to an increase in credit (or 

other changes in the financial system); if access to credit is based on collateral; and if the assets which 

have benefited from the increase in credit (or other changes in the financial system) are 

disproportionately owned by the rich, then it should be apparent that these increases in credit and 

other changes in the financial system may have played a major role in the increase in wealth and income 

inequality.   

Our system of credit creation may perversely create not only inequality at the top, but also at the 

bottom.  It persuades the poor to borrow beyond their ability, and then charges them usurious interest 

rates.  Changes in bankruptcy laws making it ever harder to discharge debts create a system of partial 

indebted servitude.  Struggling to survive, they have no ability to make investments that would help 

them emerge from such poverty, and indeed, even to think long term.  In the models below, we ignore 

these effects, focusing on the link between credit, collateral, land, and capital accumulation. 

 

8.1 Credit and the value of land as a positional good.  In this section, we provide a bare-bones model 

that we think may capture more accurately what has been going on than any of the models presented 

so far:  the banking system provides credit based on collateral.   When the price of land in the Riviera 

goes up, the banks are willing to lend more.  If the banks are willing to lend more, the price of land in the 

Riviera goes up.  There is, essentially, anindeterminacy:  it is the decision of the banks (the central bank) 

concerning credit availability that drives the price of land (real estate).   
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We modify the model of section 2 by assuming three distinct classes of individuals—workers who just 

consume, capitalists who save out of profits, own enterprises and invest only in capital goods, but have 

no access to credit, and rentiers, who own land106.  Their demand for positional good (land in the 

Riviera) is given by 𝑀(𝑊𝑇 , 𝒄, 𝑝), with the equilibrium condition now being given by  

(8.1)  𝑀(𝑊𝑇 , 𝒄, 𝑝) = 𝑝𝑇 = 𝑊𝑇 + 𝒄, 

where 𝒄 is the amount of credit that is available and 𝑊𝑇 is the wealth of the rentier, which is just the 

value of the land minus what they owe in credit:  𝑊𝑇 = 𝑝𝑇 − 𝒄.  Substituting into (4.1) we obtain 

(8.1')  𝑀 (𝑊𝑇 , 𝒄,
𝑊𝑇+𝐶

𝑇
) = 𝑊𝑇 + 𝒄 

  We can solve for  

(8.2)   𝑝 = ψ(𝒄)  

The wealth of the rentiers is entirely driven by the provision of credit 

(8.3)  𝑊𝑇 = 𝑝𝑇 − 𝒄 = 𝑇ψ(𝒄) − 𝒄 

To close the model, we need an additional equation describing capital accumulation.  We take the 

simplest version, due to Kaldor (1957)107.  Capitalists-entrepreneurs save a fraction of their income, 𝑠𝑝, 

putting their money into capital goods 

(8.4)  
𝑑𝐾

𝑑𝑡
= 𝑠𝑝𝑟𝐾 − 𝜇𝐾, 

where 𝜇 is the depreciation rate, so in steady state 

(8.5)  𝐹𝐾(𝐾∗, 𝐿) =
𝜇

𝑠𝑝
. 

In this model, the provision of additional credit has no effect on the equilibrium capital stock.  We thus 

obtain from (4.1'), letting 𝑊 = 𝑊𝑇 + 𝐾, the sum of the wealth of the rentiers and the capitalists,  

(8.6)  
𝑑𝑊

𝑑𝒄
=

𝑑𝑊𝑇

𝑑𝒄
=

−(1−𝑀𝒄−𝑀𝑝/𝑇)

1−𝑀
𝑊𝑇−𝑀𝑝/𝑇

 

An increase in credit increases wealth through an increase in land prices, but has no effect on the capital 

stock.  Since it is only the wealthy who own the land and that get access to credit, all of the increase in 
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wealth (capital gain) goes to the wealthy.  Monetary policy causes both the increase in (non-productive) 

wealth and the increase in wealth inequality.  But while wealth has increased, wages are unaffected.  

Note that in this model, since credit simply leads to asset price increases (and an increase in the price 

only of the fixed asset land)—but not commodity price increases—there is no reason that a monetary 

authority focusing on commodity price inflation would circumscribe credit creation. 

8.2. Credit and the creation of land bubbles and inequality.  In this section, we consider a simple 

extension of the model of section 3 to incorporate credit, with land augmenting technological progress 

at the rate n.  To simplify, we assume that land and capital goods are perfect substitutes for each other, 

that there is no consumption value to land, and there are not two separate classes of entrepreneurs and 

rentiers.  Land and capital are simply alternative stores of value, and in equilibrium they must yield the 

same return.   Then, as before,  

(8.7)  
𝑑

𝑑𝑡
(log 𝑞) +

𝑓
𝑇^

𝑞
= 𝑓𝑘 − 𝑛. 

Moreover, the full income of capitalists is now 𝐹𝐾(𝑝𝑇 + 𝐾), so that capital accumulation is described by 

(as before, letting 𝑇^ denote the effective land per worker, which is fixed, and assuming for simplicity 

that 𝜇 =  0) 

(8.8)  
𝑑𝑘

𝑑𝑡
+ 𝑇^(𝑞𝑓𝑘 − 𝑓𝑇^) = 𝑠𝑝(𝑓𝑘(𝑇^ + 𝑘) + 𝑇^(𝑞𝑓𝑘 − 𝑓𝑇^))  − 𝑛. 

As before, (4.8) and (4.9) describe the full dynamics of the economy in terms of {𝑞, 𝑘}.   

Now assume, however, that banking system108 only provides credit with land as collateral, but provides 

it at zero interest rate, so that owners of land borrow as much as they can. The central bank limits the 

amount of credit that is made available.   As more credit is provided, the price of land will be bid up, and 

in equilibrium 

(8.9)  𝒄 =  𝛼𝑝𝑇. 

where 𝛼 reflects  the collateral requirement.   If 𝛼 is fixed,  

(8.10)  
𝑑

𝑑𝑡
(log 𝑝) =

𝑑

𝑑𝑡
(log 𝒄) 

or 
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(8.11)  
𝑑

𝑑𝑡
(log 𝑞) =

𝑑

𝑑𝑡
(log 𝒄) − 𝑛.   

There is a path of expansion of the credit supply which ensures that (4.8) is satisfied.  If the financial 

system expands credit supply at a pace that is faster than that implied by (4.8) and (4.10), the return to 

land will exceed the return to capital.  In this polar model, if this were anticipated, no one would want to 

hold capital.  The price of capital goods would fall below 1, and the production of capital would halt.  𝑘 

would decrease with the increase in the population.  We then replace (4.8) and (4.9) with 

(8.12) 
𝑑

𝑑𝑡
(log 𝑞) +

𝑓
𝑇^

𝑞
=

𝑓𝑘

𝑧
   + dln z/dt 

where 𝑧 is the price of capital goods in terms of consumption goods; and 

(8.13) 
𝑑

𝑑𝑡
(log 𝑘) = −𝑛. 

𝑘 decreases and 𝑞 increases.109  If 𝒄 increases fast enough, the value of wealth increases, and even 

wealth per capita increases, even though the capital stock per capita is decreasing.  

Note that along such a trajectory the ratio of the (full) income of capitalists to that of workers will be 

increasing, provided that the elasticity of substitution is not too low (with the critical value being greater 

than one).   

(8.14)  
𝑌𝐾

𝑌𝐿
=

𝐹𝐾(𝑝𝑇+𝐾)

𝐹𝐿𝐿
. 

where 𝑌𝐾 is the (full) income of capital and 𝑌𝐿 that of labor.   Note too that while the value of wealth is 

increasing, the return to capital will be increasing and that to labor decreasing.  Hence trajectories 

where there is a rapid expansion of credit shift the income distribution towards capitalists.  Of course, 

on such trajectories, growth in output will be low, in spite of the rapid increase in wealth.  This simple 

model is consistent with the stylized facts described in Part I of this paper. (Note that while the ratio of 

full income of capitalists to that of workers is increasing, the ratio of income in the national income 

accounts to that of workers will be decreasing if the elasticity of substitution is less than one.)110 

In more general models, where there is not a linear production possibilities frontier, then an increase in 

credit leading to an increase in the value of land can initially lead to more investment, but eventually an 

increasing proportion of savings is absorbed by increases in the value of land, and, as here—and 

evidently as in many countries—the rate of real capital accumulation diminishes. 
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8.3. Credit creation, monetary policy, and inequality.   To see more precisely how the “rules of the 

game” on credit creation can affect the distribution of wealth, first consider the model of the previous 

sub-section, where credit is provided at a low rate against land as collateral.  The return to holding land 

ρ𝑇 is then the capital gain on land, the yield on land, and the option that owning land provides to get 

access to capital at a low rate111: 

(8.15) ρ𝑇 =  (1 +  𝛼)𝐹𝐾 = (1 +  𝛼) (
𝑑

𝑑𝑡
(log 𝑝) +

𝐹𝑇

𝑝
) 

where here owning a dollar’s worth of land allows one to borrow enough to increase one’s land holdings 

to (1 + 𝛼), on each unit of which one obtains a return equal to the return on capital.   In equilibrium, 

the return to land must equal the return to capital, and this means that if there is a change in the rules 

of the game—say a lowering of the collateral required for a loan—then there will be an increase in the 

price of land:  those who are lucky enough to own land at that moment receive a large capital gain.112  

Such a change could be motivated by an improvement in the ability to manage risk, or by political 

influence, with the financial industry persuading politicians that such a change would allow a more 

efficient capital market.  Of course, such a change in the regulations regarding lending does not increase 

the amount of real resources available in the economy, even if it might allow banks to lend more, and 

thereby might increase the profitability of banking.113    

A slight variation of the life cycle model of Part III  allows us to explore in more detail some of the 

distributive consequences of such a change or similarly, of a change in monetary policy that resulted in 

lower lending rates.  Here, we investigate these issues in a highly stylized model that provides insights 

into the natural reasons that the ownership of land or other assets that might be used for collateral 

should be concentrated at the top.  The issues can be seen more clearly in the context of a model where 

we assume only two factors of production, capital and labor, and that the ownership of capital (“equity 

in capital”) can be used for collateral.    

Assume that workers are very risk averse, while the wealthier capitalists are (close to) risk neutral. We 

assume that the government issues a fixed number of bonds B; each bond pays a fixed (real) interest 

rate, 𝑟𝑔, which is controlled by the government (monetary authority).  We assume that the returns to 

capital are variable, so that all the capital is owned by the capitalists (they are the owners of equity), and 

all government bonds are owned by workers.  Again, for simplicity, we assume that capitalists save and 

reinvest all of their gross income.  The price of the bond is 𝜋.   Thus the real rate of return to holding a 
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bond is 
𝑟𝑔 

𝜋
.  Because of risk aversion, 

𝑟𝑔 

𝜋
 can be substantially below 𝐸(𝐹𝐾), the expected return on 

capital, and workers will still hold their wealth in government bonds.   On the other hand, so long as 

𝑟𝑔 /π is less than 𝐸(𝐹𝐾) no capitalist will hold a government bond.  The price of the bond adjusts so that 

all of workers’ savings is held in bonds114, i.e. assuming a constant savings rate of 𝑠 out of wages (net of 

taxes).  If workers pay no taxes, then  

(8.16)  𝐵𝜋 =  𝑠𝑤 

Interest on government bonds is financed through taxation.  Not surprisingly, the structure of taxation 

matters.   

Assume for simplicity that interest payments to workers are financed through a lump sum tax 𝜏 on 

workers, i.e.  𝑟𝑔 𝐵 = 𝜏.  It can be shown that equilibrium requires 𝜋 = 1115  , i.e.  𝐵 =
𝑠𝑤

1+𝑠𝑟𝑔 
.  Now, a 

change in 𝑟𝑔  financed by a tax on labor leaves  the returns to capital unchanged116, and that means that  

𝐾∗ is unchanged and 𝑤 is unchanged; but it necessitates a change in 𝐵 and 𝜏.  In particular, it can be 

shown that an increase in 𝑟𝑔  leads to an increase in 𝜏117.  It thus leads to decreased first period 

consumption, but to increased second period consumption.118  Since across steady states,  𝐶1 + 𝐶2 = 𝑤, 

 the steady state utility of workers is maximized at 𝑟𝑔 = 0 (when in effect individuals face the same 

constraint).119   

In this model, the T bill rate is totally divorced from the rate of return on capital.  We can, however, link 

the two, by assuming that the government, while borrowing from workers (who are engaged in life-cycle 

savings) is willing to lend to capitalists at a rate that is equal to or greater than that rate.  For simplicity, 

we assume that there is a single rate, but that the government rations the amount it is willing to lend to 

capitalists, since so long as 𝑟𝑔 < 𝐹𝐾, risk neutral capitalists will want to borrow as much as possible.  

The way it rations credit is to require collateral.  Hence, if a unit of capital allows a firm to borrow 𝛼, the 

overall return to a dollar of accumulation is 𝐹𝐾(1 + 𝛼) − 𝛼𝑟𝑔 .   

In the short run, a lowering of 𝑟𝑔  leads to an increase in the net income of capitalists by an amount 

proportional to 𝛼𝐾∗ and a reduction of the income of life-cycle savers/workers by a corresponding 

amount.  It is, in effect, a direct transfer from workers (life cycle savers) to capitalists. 

Note that in this model, the distributive consequences of a lowering of the interest rate are the opposite 

of that derived in conventional “class” analysis, where workers are seen as debtors and capitalists as 
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creditors.  In that model, a lowering of the interest rate hurts capitalists and helps workers. Here, 

workers and capitalists are both owners of capital, but different kinds of capital.  A lowering of the 

interest rate helps owners of equity and hurts those who hold government debt.  This model seems to 

be a better description of the modern economy, and in this model, lowering interest rates 

unambiguously contributes to growing inequality.   (This model, however, abstracts from Keynesian 

aggregate demand effects, which are the central motivation in lowering interest rates.  We have 

assumed a full employment neoclassical economy.) 

Over the long run, with 𝛼 fixed, a lowering of 𝑟𝑔 increases the return to investing, implying a higher 

equilibrium value of 𝐾120, and a higher wage rate, from which workers gain.  The long run equilibrium 

condition is (continuing with our simplifying assumption of sp =1) 

(8.17)  𝐹𝐾(1 + 𝛼) − 𝛼𝑟𝑔  = 𝑛   

 Moreover, as 𝑟𝑔 is lowered, they gain also from the lowering of 𝜏.  But once 𝑟𝑔 is lowered below zero, 

there is an offsetting distortion in the intertemporal pattern of consumption.   This means that there is 

(from workers’ long run welfare perspective) an optimal 𝑟𝑔 < 0.121   

Inequality in wealth is given by 𝑠𝑤/𝐾; and it is possible to describe how this changes with a change in 𝑟𝑔 

122For very large elasticities of substitution, the increase in 𝐾 has little effect on 𝑤, so inequality 

increases; while for small elasticities of demand, the increase in 𝐾 increases wages significantly, and 

reduces inequality.   

Who gets the rents associated with credit creation?  The essential insight of this analysis is that 

differences between life cycle savers and capitalists affect the asset composition of their holdings, and 

this means that policy changes (tax, monetary, and regulatory policies) affecting the relative returns and 

prices of different assets have differential effects on the two groups.   

A natural question is, can’t the process of credit allocation be changed to ensure that the rents 

associated with access to credit that are effectively being given the owners of capital through credit 

creation are more fairly shared?  Why not have an auction of credit, so there won’t be any rents?   

Part of the answer is provided by the theory of information asymmetries:  Stiglitz-Weiss (1981) and a 

large subsequent literature have explained why the provision of credit cannot be auctioned.  There has 

to be an allocation process, entailing judgments about who is most likely to repay.  But if that is the 
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case, then who controls the allocation process makes a difference.  Because it is a difficult task, entailing 

difficult judgments, it is natural that it be entrusted to those who are better educated, to the elites.  But 

the elites are better judging those that are similar to themselves; there is an additional element of risk in 

judging those that are different.  Moreover, there are shared judgments about risks and values.    Not 

surprisingly, then, they allocate capital to those that are similar to themselves—even when and where 

connected lending is prohibited; and, of course, even more so when connected lending is allowed.  In 

this manner, inequality builds on itself. 

But that doesn’t mean that there aren’t excessive rents built into the financial system, and not just 

through the abuses that have been especially well-documented in the aftermath of the 2008 crisis, 

based on market exploitation (see, e.g. Stiglitz, 2010).  Consider, for instance, the allocation of credit for 

mortgages.  Today, such allocation is not based on judgment so much as credit scoring.  It is an 

information intensive process, involving the processing of information about the incomes of the 

borrower and the values of the properties being acquired.  But government entities have the best data, 

and the government is in the best position to enforce the debt contract:  the government, through the 

income tax system, has a complete history of income, and through property registries, of real estate 

transaction prices.  The incremental cost of collecting mortgage payments through the income tax 

system is negligible.  Indeed, it could easily construct a system of income contingent mortgage loans 

that would be far better than the current system.123  Administrative costs for such a system are likely to 

be very low, so that mortgages could be provided at an interest rate only slightly greater than that paid 

on government debt.  The huge rents (and the associated instability and inequality) of the private 

mortgage system could be greatly reduced, and the enormous waste of resources as financial 

institutions look for fools upon whom they can prey would also be reduced.   

9.  Concluding Remarks 

This paper has attempted to explain key stylized facts about changes in macro-economic variables, 

including those describing changes in the distribution of income and wealth, within models in which 

there is micro- and macro-consistency.  Among the key findings are:  

 Standard data on savings cannot be reconciled with the increase in the wealth-income ratio:  there 

is a wealth residual.   That is, observed increases in wealth and wealth-income ratios cannot be 

explained by the steady process of the accumulation of capital.   

 An important component of the “wealth residual” is associated with an increase in rents:  land rents, 

exploitation rents—including those associated with information asymmetries, monopoly and other 

forms of market power—and returns on intellectual property.  Any theory attempting to explain the 
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evolution of the economy must thus focus on explaining the increase in  rents and their capitalized 

value, which are an increasingly important share of overall wealth.  

 Concepts of “capital” and “wealth” are distinct.  Appropriately defined aggregates for the inputs into 

production and wealth may be move in opposite directions.  The productive capacity of the economy 

may thus not increase in tandem with measured wealth.  Indeed, in many economies (including the 

US), productive capacity may be falling even as wealth is increasing.  An increase in the market value 

of land does not make the economy more productive.   An increase in wealth as a result of increased 

monopoly power, or political power which transfers resources from the public to corporations (e.g. 

through corporate welfare) may even reduce the productive capacities of the economy. 

 This resolves some longstanding paradoxes:  the fundamental law of diminishing returns says that 

an increase in wealth should lead to a lowering of the return to capital.  But, in fact, because real 

wealth—what might be called “real capital” or “productive capital”—has not increased in tandem 

with measured wealth, there is no necessity that the return to capital would fall as measured wealth 

increases.    

 Similarly, we would expect an increase in wealth to be associated with an increase in average wages.  

This would be true even with technological change (even if it is “skill-biased”) or if there is a change 

in the composition of the labor force.  The large gap that has opened up between the growth in 

appropriately measured average wages and productivity is consistent with the hypothesis that there 

has been an increase in market power. 

 The increase in market power and other forms of exploitation rents can be in part explained by 

changes in technology and changes in institutional, legal, and economic structures. 

 The paper provides several models (including life cycle models where land is a store of value or is a 

positional good) to explain why land values typically increase as wealth and wealth inequality 

increase: the wedge between wealth and real capital increases.   

 The economy is dynamically unstable; that is, it is prone to the kinds of bubbles that have marked 

the economy in recent years.  Particularly on such bubble paths, the increase in land values (wealth 

held in the form of land) crowds out real productive investment.  Thus, the poor performance of the 

American  economy—when employment, the growth of output, wages, median wealth and income, 

and other indicators are considered—should not come as a surprise. 

In short, this paper gives the theoretical underpinnings explaining why, in recent decades, 

wages have stagnated while GDP and productivity have continued to grow.  It explains not 

only wage stagnation, but also credit-fueled bubbles.  There has not been growth in productive 

capital relative to GDP (especially if when controlling for increases in the value of real estate). 

The growth in wealth is for the most part simply the growth in the capitalized value of 

rents.  This growth in rents has a negative effect on societal well-being.   

The paper also has explored key determinants in wealth distribution, focusing in particular on the 

distribution between life cycle savers and “capitalists.”  A marked change in the structure of the 

economy over the last 75 years has been the increase in life-cycle savings.  We derive a simple formula 

describing the relative share of inherited wealth:   



1-48 
 

𝑘𝑤∗

𝑘∗ = 𝑛
𝑠(𝑘∗)

𝑠𝑝

1−𝑆𝑘

𝑆𝑘
   

(where n is the rate of growth, s(k*) is the savings rate of workers, and sp that of capitalists, and Sk the 

share of capital):   In general, the wealth and income of capitalists will not continually increase relative 

to the rest of the economy, though in moving from one equilibrium to another, there can be marked 

increases. The magnitude of wealth inequality does not in general depend on the difference between 

the rate of return on capital or the rate interest (r) and the rate of growth.  The rate of return on capital 

is an endogenous variable, and needs to be related to underlying parameters of behavior and 

technology (which the above formula does.)  The analysis also notes that workers’ savings does not (in 

this model) lead to higher wages or incomes per capita, but simply crowds out capitalists’ savings.    

Introducing land into the standard neoclassical life cycle model lowers the equilibrium share of workers’ 

wealth:  wealth holdings in the form of land crowd out, in effect, productive savings.   

We have also noted the ability of the financial system to exploit life-cycle savers, by lowering the return 

they receive on their assets relative to those received by the wealthy; this naturally decreases the share 

of wealth owned by life-cycle savers. 

We have suggested, moreover, that there may be no fundamental difference between capitalists and 

workers:  they may have the same savings function, with differences in savings rate simply reflecting 

differences in their wealth.  It is not because workers save little that they have little wealth to pass on to 

their children; it is because they have little inherited wealth that they have a low savings.  History 

matters:  there can exist different steady states, depending on initial conditions. 

In related work (Stiglitz, 2015), we have analyzed the distribution of wealth among capitalists.124   The 

wealth distribution is the result of a balancing out of centrifugal and centripetal forces, forces pulling the 

economy apart and bringing it together.   Increases in inequality can be attributed to the strengthening 

of centrifugal forces and the weakening of centripetal forces.  Examples of strengthened centrifugal 

forces include the lowering of taxes at the top, the spending of more on the education of the children of 

the rich than of the poor, and increased dispersion of the returns to capital. An example of a weakening 

of centripetal forces is the weakening of public education.  We are able to derive a simple formula 

describing the level of inequality in wealth among the very rich (the Pareto coefficient).  It is related to 

the share of capital, the level of taxation of capital, and the degree of progressivity (or regressivity) of 

capital taxation.  Again, because the return to capital is endogenous, the degree of inequality in the long 

run equilibrium is not related to the difference between the growth of the economy and the return to 

capital.  Moreover, just as the increase in wealth  cannot be explained within the standard economic 

model, neither can the increase in wealth inequality .  Once again, it is changes in policies, not 

economics, that are driving what is happening. 

Our analysis provides a number of insights into how policies can affect inequality.   

 Policies that reduce rents and their capitalized value can reduce inequality and increase 

economic performance.  Efficiency and equity imply that rents should be taxed at very high 

rates; and taxes on capital with appropriate loss offset provisions actually encourage risk taking. 
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 Capital taxation has to be carefully designed to avoid problems of shifting (where before-tax 

returns increase, so that after-tax returns are not lowered).  Progressive capital taxation with 

proceeds at least partially spent on public investments can reduce inequality and increase 

national output. 

 A land (real estate) tax and a tax on natural resources--a generalized Henry George tax--can 

succeed not only in reducing inequality but can also lead to higher national output.   (Since 

investments in land crowd out real investment, the lowered value of land as a result of taxation 

crowds in real investment.) 

 Given the large amount of life-cycle savings, the traditional division of society into the owners of 

capital and workers or creditors and debtors may no longer provide the most insights for 

understanding the impact of policies on distribution.  The relevant division is between 

capitalists, who pass on their wealth from generation to generation, and workers, who save for 

their retirement, and between the owners of equity and the holders of debt instruments.  Since 

the wealthy are disproportionately the holders of equity, a lowering of interest rates (as in 

quantitative easing) benefits them but hurts holders of government bonds, disproportionately 

life-cycle savers, and thus increases inequality.   

 We show the links between the increases in land values, monetary policies, and the structure 

and conduct of the financial system, demonstrating how changes in the rules governing that 

sector and the conduct of monetary authorities  may increase inequality.  A lowering of 

collateral requirements or of banks’ capital adequacy requirements does not result in an 

increase in the overall efficiency of the economy, but leads to more inequality.125 

In short, a tax on rents can raise revenue, not only incentivizing more productive investment, but also 

ensuring that more of society's scarce savings go into such productive investments, thereby enhancing 

growth and reducing inequality.   

The deficiencies of the neoclassical model in explaining inequality that we have noted should make us 

wary about using that model for policy purposes--either for addressing inequality or for broader issues 

of economic performance.  That model cannot account well for changes in inequality; we cannot explain 

these changes solely in terms of changes in the underlying key parameters that have traditionally been 

the focus of attention, related to technology and behavior, such as savings rates, bequest behavior, and 

reproduction rates, and the differences among families with respect to these variables.     

For more than two centuries, there has been an attempt to break away from a feudal system in which a 

child’s position in society is pre-ordained by that of his parent, and move to a meritocratic system where 

it is determined by the child’s own ability.  In many respects we have succeeded, but perhaps not as 

much as we had hoped:  the evidence is that even in a society like the United States avowedly 

committed to meritocracy, inherited advantages play a key role, and more than a role than can be 

explained by the process of transmission of genes.   
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 We should be concerned with wealth inequality, however it is generated, because societies in which 

there are large wealth (and income) inequalities function differently from more equalitarian societies.  

There are social and political consequences. It is worth noting that the attack on monopolies and trusts 

in the Progressive era was more motivated by concerns about their political and social consequences 

than the market distortions to which they gave rise. 

 

Because so much of the increase in inequality in income and wealth is related to changes in policies, 

changes in those policies may be able to ameliorate this growing inequality.   If we believe that there are 

large costs to our economy, our democracies, and our societies of this growing inequality, then at the 

very least, we should ask, are there changes in policy which will slow down this increase in inequality, 

and perhaps reverse it.  An understanding of the forces that may be contributing to the growing 

inequality, such as that we have attempted to provide here, is a first step in constructing such a policy 

agenda.   

In fact, a  long list of policy changes—changes in legal frameworks, taxes, and expenditures— which 

would lead to less inequality in both the short run and the long which might do this, and simultaneously 

increase economic performance, has already been identified.126  It is not the lack of knowledge that is 

preventing these actions from being undertaken.  It is politics, a politics shaped by inequality of political 

power which follows from and can amplify inequalities in economic power.127  The growing inequality in 

our society is thus a reflection as much of democracy in the 21st century as it is of capitalism in the 21st 

century.   

The fact that inequality is not just, or perhaps even mostly, the result of inexorable economic forces but 

of policies should be a source of hope:  for it holds out the possibility that alternative policies might 

change the directions in which advanced economies seem to be heading.  And it makes all the more 

imperative the research agenda to which this paper hopefully has made a contribution, of trying to 

understand better the determinants of the equilibrium wealth and income distribution.   

Appendix  A:  Proof that average wages should increase with capital deepening 

Assume 𝑌 = 𝐹(𝐾, 𝐿1,𝐿2, … ) is constant returns to scale.  In the following discussion, we will simplify and assume 

only two types of labor.  Constant returns to scale (CRTS) implies that 

𝐹𝐿1
𝐿1 + 𝐹𝐿2

𝐿2 + 𝐹𝐾𝐾 = 𝐹,  
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so  

 

𝐹𝐿1,𝐾𝐿1 + 𝐹𝐿2,𝐾𝐿2 + 𝐹𝐾𝐾𝐾 = 0 ,  

 

Diminishing returns implies 𝐹𝐾𝐾 < 0, which is why if there is only one type of labor 𝐹𝐿𝐾 > 0:  an increase in capital 

must increase the marginal productivity of labor, so that an increase in capital (relative to labor) must increase the 

wage.  Here, it is clear that the wage of one of the two types of labor could go down.   

 

But consider the average wage, 𝑤̅: 

 

𝑤̅(𝐾) = (𝐹𝐿1
𝐿1 + 𝐹𝐿2

𝐿2)/𝐿 

 

where 𝐿 = 𝐿1 + 𝐿2.   

𝑤̅′(𝐾) =
(𝐹𝐿1,𝐾𝐿1 + 𝐹𝐿2,𝐾𝐿2)

𝐿
= −

𝐹𝐾𝐾𝐾

𝐿
> 0. 

 

The weighted average wage must increase when capital (the capital labor ratio) is increased.   

 

This result is strengthened if we assume that there is an increase in the quality of the labor force.  Let 𝜔 be the 

proportion of high skilled workers.
128

  Then 

 

𝑑𝑤̅

𝑑𝑡
= 𝑤̅𝐾

𝑑𝐾

𝑑𝑡
+ (𝐹𝐿1

− 𝐹𝐿2
)

𝑑𝜔

𝑑𝑡
> 0.   

 

Appendix B.  Relationship between change in wealth and aggregate inputs 

Consider the rate of change of wealth, 𝑊 =  𝐾 +  𝑝𝑇: 

(B.1)  
𝑑𝑙𝑜𝑔(𝑊)

𝑑𝑡
= 𝜉

𝑑𝑙𝑜𝑔(𝐾)

𝑑𝑡
+ (1 − 𝜉)

𝑑𝑙𝑜𝑔(𝑝)

𝑑𝑡
 

where it will be recalled 

(B.2)  𝜉 =  𝐾/𝑊. 

But  

(B.3) 𝑝 = [(1 −   𝜁)/𝜁] 𝐾/𝑇,  

so, substituting into (B.2), we obtain 𝜉 ≡  𝜁 so that 
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(B.4) 
𝑑

𝑑𝑡
(log(𝑪)) = 𝑠/𝛽  

and 

(B.5)  
𝑑

𝑑𝑡
(𝑙𝑜 𝑔 (

𝑪

𝑌
)) =

𝑠

𝛽
− 𝑔  

Moreover, 

𝑑𝑙𝑜𝑔(𝑝)

𝑑𝑡
=

𝑑𝑙𝑜𝑔(𝐾)

𝑑𝑡
.   

Hence 

(B.6)  
𝑑𝑙𝑜𝑔(𝑊)

𝑑𝑡
=

𝑑𝑙𝑜𝑔(𝐾)

𝑑𝑡
, 

Appendix C.  Inheritance Taxes 

In this appendix, we analyze the effects of taxing only the return on inherited wealth.  Life cycle savings is 

exempted, e.g. through IRA accounts.  Now, we have a somewhat more complicated problem than that analyzed in 

the tax.  Tax revenues are given by 

(C.1)   Ҭ = 𝜏𝑐𝑟(𝑘∗)(𝑘∗ − 𝑘𝑤∗) 

where 

(C.2)  𝑘𝑤∗ = 𝑠(𝑘∗)(𝑤(𝑘∗) + Ҭ). 

Substituting (C.1) into (C.2), we obtain 

(C.3) 𝑘𝑤∗ =
𝑠(𝑘∗)(𝑤(𝑘∗)+𝜏𝑐𝑓′(𝑘∗)𝑘∗)

1+𝑠(𝑘∗)𝜏𝑐𝑓′(𝑘∗)
 

 We have already shown that as 𝜏𝑐  increases 𝑤(𝑘∗) + 𝜏𝑐𝑓′(𝑘∗) decreases.  Similarly, as 𝜏𝑐  increases the 

denominator increases.  Hence, so long as 𝑠′ ≥ 0, 𝑘𝑤∗ decreases.  k* decreases.  If the elasticity of substitution is 

greater than a critical threshold (less than unity), the share of life-cycle wealth increases; but if the elasticity of 

substitution is very small, it can decrease because of tax shifting.
129

   

Now, however, the effect on relative consumption (well-being) is more ambiguous.  In particular,  

at 𝜏𝑐  = 0, using (3.10) 

(C.4)  
𝑑𝑌𝑊

𝑑𝜏𝑐 =
𝑑𝑤

𝑑𝑘∗

𝑑𝑘∗

𝑑𝜏𝑐 + 𝑟(𝑘∗)(𝑘∗ − 𝑘𝑤∗) = −𝑘𝑤∗𝑓′(𝑘∗) < 0. 
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On the other hand, since 𝑟(𝑘∗) =  𝑓′(𝑘∗) =
1

𝑠𝑝(1−𝜏𝑐)
 ,    

𝑑𝑟

𝑑𝜏𝑐 =  
𝑟

1−𝜏𝑐 .  Workers’ lifetime utility if a function of their 

income and the return to capital:  𝑉(𝑟(𝑘),  𝑌𝑊), where 𝑉 is the indirect utility function
130

.  Hence
131

 at 𝜏𝑐 = 0, 

(C.5)  
𝑑𝑉

𝑑𝜏𝑐 =
∂𝑉

∂𝑌𝑊 [𝑘𝑤∗𝑓′(𝑘∗) + (−𝑘𝑤∗𝑓′(𝑘∗)] = 0. 

That is, the loss in income is precisely offset by the increased return to capital.   But for 𝜏𝑐 > 0, the interest rate 

effect is larger, and initially the transfers are larger, and workers’ utility is increased, even though wages are lower.  

But as 𝜏𝑐  increases, eventually k* falls below k*
w

:  the economy switches to a one class economy, with only life 

cycle savings, with 

                            𝑠(𝑘𝑤∗)𝑤(𝑘𝑤∗) =
𝑘𝑤∗

1+𝑛
.   

Clearly, because wages are lower than they were in the initial equilibrium and there are no transfers, workers’ 

incomes are lower.  There exists an optimal inheritance tax 𝜏𝑐∗, 0 < 𝜏𝑐∗ < 1.
132
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1
 University Professor, Columbia University.  This is a revised version of a paper originally presented at an 

IEA/World Bank Roundtable on Shared Prosperity, Jordan, June 10-11, 2014 and at an INET seminar at Columbia 
University, December 3, 2014.  I am grateful for the helpful comments of the participants in the roundtable and 
seminar, and in particular, to the discussants, Duncan Foley, Paul Krugman, and Banko Milanovich.      
 The issues discussed in section 2 of this paper on the measurement of wealth and capital were discussed 
at a special session of the IEA World Congress, Amman, sponsored by the OECD on the Measurement of Well-
Being, and at a meeting sponsored by the OECD High Level Expert Group on the Measurement of Economic 
Performance and Social Progress, Rome, September 2014.  I am indebted to Martin Durand, Chief Statistician of 
the OECD, and other participants at those meetings for their helpful comments and insights into the key issues of 
the measurement of wealth and capital, and in particular to Paul Schreyer, both for his insights and for supplying 
me with the data cited in section 2. I am also indebted to Martin Guzman, Arjun Jaradayev, Suresh Naidu, Stefano 
Battiston, and Mauro Gallegati for their comments. I have also benefited from conversations with Adair Turner and 
Shahe Emran.   My earlier work in this area was greatly influenced by Tony Atkinson, David Bevan, John Flemming, 
Robert Solow, James Meade, Frank Hahn, Nicholas Kaldor, Jim Mirrlees, Benoit Mandelbrot, and David 
Champernowne.    Financial support was provided by INET (the Institute for New Economic Thinking) and the Ford 
Foundation Inequality Project at Roosevelt Institute.  I am indebted to Feiran Zhang, Ruoke Yang and Eamon 
Kircher-Allen for research assistance.   
2
 Kaldor (1961).  For a recent review of the attempts to explain these facts, see Jones and Romer, 2009.   

3
 This paper focuses on advanced countries.  A slightly different analysis would be required for developing and 

emerging countries, though the theoretical formulations presented here are general.   
4
 These are not the only stylized facts that need to be explained.  There is a large literature trying to explain the 

shape of the income and wealth distribution, e.g. why the tails of the distribution are Pareto (fat-tailed), and why 
at lower levels of income, the income distribution seems to be described by a lognormal distribution (Aitchison and 
Brown, 1957; Lebergott, 1959.)   These are addressed in Stiglitz (2015b). 
5
 Reflected not just in growing Gini coefficients, but an increasing share of income going to those at the very top. 

Given that inequality in each of the components of income (wages and the return to capital) is increasing, and the 
relative importance of the more unequal component, capital, is also increasing, it is, of course, obvious that there 
would be an increase in overall level of income inequality.  See, e.g. OECD (2011) and Piketty (2014).  
6
 Real U.S. wages have stagnated for decades.  See Shierholz and Mishel (2013).  Adjusted for inflation, average 

hourly earnings of production and non-supervisory employees have decreased some 30 percent since 1990. See St. 
Louis Fed data at <http://research.stlouisfed.org/fred2/series/AHETPI/>.   More dramatic, while the labor share 
may have decreased from the mid 80% in the 1970s to less than 80% by 2009, the aggregate labor share excluding 
the top 1% compensation (whose returns, as we note below, often consists significantly of what can be referred to 
as rents) has slid from just under 80% to around 60%.  See Giovannoni, 2015. 
7
 See Piketty (2014) and Piketty and Zucman (2014). For the U.K., Germany, and France, the wealth income ratio 

rose from about 300-360% in 1970 to 377-618% in 2010.  The US had a relatively small increase, from 399% to 
456%.   
8
 Kuznets (1955). 

9
 Piketty also says that, among those who hold wealth, "the distribution of wealth tends toward a long-run 

equilibrium and that the equilibrium level of inequality is an increasing function of the gap 𝑟 −  𝑔 between the 
rate of return on capital and the growth rate … The greater the difference 𝑟 −  𝑔, the more powerful the divergent 
force. If the demographic and economic shocks take a multiplicative form (i.e., the greater the initial capital, the 
greater the effect of a good or bad investment), the long-run equilibrium distribution is a Pareto distribution (a 
mathematical form based on a power law, which corresponds fairly well to distributions observed in practice). One 
can also show fairly easily that the coefficient of the Pareto distribution (which measures the degree of inequality) 
is a steeply increasing function of the difference 𝑟 − 𝑔.”  Piketty (2014) pp. 363-4.  We  examine these hypotheses 
in Stiglitz (2015b), showing that the qualitative propositions are not, in general, valid.   
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 Roberts (2014).  It appears that Piketty's analysis seems to have overestimated "𝑟", overestimated the extent to 
which returns were reinvested, and underestimated the importance of the division of wealth among one's heirs.   
11

 Piketty himself recognizes the possibility that there can be an increase in the value of land, but quickly dismisses 
its historical importance (though he notes that that does not mean that its importance might rise in the future):  
"...the increase in the value of pure land does not seem to explain much of the historical rebound of the 
capital/income ratio (sic)."  p. 198 
12

 Included in the increase in the value of land is the value of artificially created scarcity, e.g. through zoning 
requirements.  Land rents are likely to go up significantly with increasing urban agglomerations—it is not, as 
Piketty (2014) seems to suggest, that rents some places go up, and others go down.  For instance, in a simple 
model of the city, Arnott and Stiglitz (1979) show that land rents go up with aggregate transport costs.  Not 
surprisingly, the importance of agglomerations increases with the size of local public goods. (In their highly 
idealized model, they obtain the result that with cities of optimal size, differential land rents are equal to the 
expenditures on local public goods, and are one half the value of aggregate transport costs.)   
13

 A result that is consistent with the findings of Galbraith (2012).   
14

 See, e.g. Stiglitz (1966, 1969) 
15

  At least for some countries, there appears to be an increase in inherited inequality relative to life cycle 
inequality Bowles and Gintis (2002) and Piketty (2014).  But there is not unanimity about this conclusion.  See, in 
particular, for the US, Wolff and Gittleman (2011).  Our model enables us to ascertain the conditions under which 
either result might be expected. 
16

 As we shall note below, what really matters is the growth of the effective labor force, the sum of the labor force 
growth rate and the rate of labor augmenting change. 
17

 It is worth noting that in standard models, the condition 𝑟 ≥  𝑔 must be satisfied if the economy is 
intertemporally efficient.  If Piketty’s analysis were correct, it would imply that, except in the limiting case where r 
= g, any efficient economy would be characterized by ever increasing inequality.   
  It is also worth noting that in the special parameterization so loved by macro-economists, the Cobb-Douglas 
production function, average and marginal returns move in tandem, so that a fall in the average productivity of 
capital would be accompanied by an equi-proportionate fall in the marginal productivity.  In the case of an 
elasticity of substitution less than unity, the fall in the marginal productivity is larger.  (See the discussion below.)   
18

 More precisely, as we will explain below, in the capital-effective labor ratio, taking into account the increased 
productivity of each worker.   
19

 There are still other anomalies about which we will have only a little to say in this paper.  Globalization was 
supposed to increase societal welfare for all countries; even if there were distributional effects within countries, 
the gainers could more than compensate the losers.   There is increasing evidence that there are indeed losers 
(Acemoglu et al, 2014); but the losers are being told that they must accept further cutbacks in wages and 
government services in order for the country to compete, seemingly suggesting that globalization requires them to 
accept a lower standard of living.    
20

 See Arrow et al. (1961); Young (2013). It should be noted that some authors have recently argued otherwise. See 
e.g. Mallick (2007).    
21

The net private savings rate for the US over the period 1970-2010 has been 7.7% (Piketty and Zucman, 2014)  As 
they point out, most of the variability in wealth income ratios (at least as conventionally measured) can be 
attributed to the private sector.   
22

 This can be expressed in another way.  The average annual increase in the capital stock for the US they estimate 
to be 3.0%, of which the average "real" savings accounts (by the calculation above) to about 1.5%, or just half.  
(Piketty and Zucman (2014) suggest that savings accounts for 72% of the increase in the wealth income ratio.)   
23

 We obtain similar results if we postulate particular behavioral models.  Take a simplified version of the model 
that seems to underlay Piketty’s analysis, a Kaldorian savings model (Kaldor, 1957), where capitalists save a 
fraction 𝑠𝑝 of their income and workers nothing. Piketty (2014) implicitly seems to assume 𝑠𝑝 = 1, but the 

overwhelming evidence is that even the very rich save a much smaller fraction of their income than that. Saez and 
Zucman (2014) estimate that the average saving rate for the wealthiest 1 percent of Americans was 36 percent 
from 1986 to 2012.  Similarly, Dynan et al (2004) obtain high savings rates for the rich--but far lower than unity.  
For simplicity, assume the after tax rate of return on capital (It should be obvious that what matters is after tax 
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returns) 

23
    is 5%, 𝑠𝑝 =.4 Then capital would increase at the rate of .05 x .4 = .02.  If the growth rate were greater 

than 2%, the private capital output ratio would be declining.  Note that if the share of capital is around .2, this 
generates a national savings rate of 8%, just slightly higher than the actual private savings rate.   
    Similar results hold if there are some savings out of wages.  As Pasinetti (1962) notes, a more reasonable model 
divides income according to  to whom it accrues, i.e. interest and wage income accruing to workers is treated 
similarly.  In Part III of this paper, we assume workers save for their retirement, while capitalists save to pass on 
money to their heirs.  In Part III, we sketch a model in which the division of society into these different groups 
arises endogenously. 
24

 It is obvious, of course, that the short run fluctuations in the wealth income ratio are dominated by capital gains 
and by cyclical movements in income.  The marked changes in the wealth income ratio in the US before and after 
2008 highlight these points.   
25

 In the Kaldorian model, the long run capital output ratio is given by  𝑠𝑝𝑆𝐾/𝑔∗, where 𝑆𝐾 is the share of capital. 
26

 For instance, between 1960 and 2000, the savings rate fell from 8% to 2% while the rate of growth increased 
from 2.3% to 4.1%.  If these were permanent changes, then the long run capital output ratio would have fallen by a 
factor of almost 8.  (Actually observed growth rates will be higher than 𝑔∗ --the sum of the rate of growth of 
population and labor augmenting technological progress--if there has been capital deepening, less than 𝑔∗ if the 
reverse has been happening.   
27

 Matters are no better if we view the savings rate as endogenous, determined by intertemporal utility 

maximization.  Then, the critical variable is the intertemporal discount rate, and again, it is hard to see changes in 

that variable of the magnitude that would account for changes in the observed capital-output ratio. 

 
28

 For wage data see Shierholz and Mishel (2013). 
29

 That is, Giovannoni (2014) noted that between 1980 and 2990 the share of the bottom 99% of workers has gone 
down by over 20%, which means that the ratio of their average wage to their average productivity has gone down 
by the same amount.  More dramatic results are observed if we look at broad categories of workers like 
production and non-supervisory workers, where (real) wages have stagnated over the past forty years, while 
average productivity has doubled.  Note that with the Cobb-Douglas production function much beloved by macro-
economists, marginal and average productivities move perfectly together.  Note too that skill-biased technological 
change might explain why there might be marked disparities in movements in median wages and average 
productivity; but it does not explain the phenomenon just described.   
30

 The first to propose the idea of skill-biased technological change was Griliches (1969). See also Krusell et al. 
(2000), Autor (2002); and Autor, Katz, and Kearney (2008).  
31

 See Card and DiNardo (2002) and  Shierholz,  Mishel, and  Schmitt (2013) and the references cited there.  
32

 Interpretations of Piketty’s work, which confuse the increase of “wealth” with an increase in capital argue that 
there must be an elasticity of substitution greater than unity—how else could one explain the rising share of 
capital.  But if the elasticity of substitution is greater than unity, then labor augmenting technological change 
would lead to an increase in wages at a fixed capital stock, and an even larger increase in wages were the capital 
stock to increase.  (The elasticity of substitution has to be substantially below unity for the wage to decrease.  If 
there are different kinds of labor, similar results hold for the average wage.)   
33

 Labor augmenting technological change leads to a higher return to capital, and the presumption is that that 
would lead to higher investment.  This would lead to a still higher wage.   
34

 For simplicity, assume that only the productivity of skilled workers (denoted with subscript 1) increased.  Let 

𝜆 = the productivity of a skilled worker.  If 
𝑑𝐹𝐾

𝑑𝑡
= 0,𝐹𝐾𝐾

𝑑𝐾

𝑑𝑡
+ 𝐹1,𝐾𝜆𝐿1

𝑑𝑙𝑜𝑔(𝜆)

𝑑𝑡
= 0, and normalizing 𝐿 at unity, 

𝑑𝑤̅

𝑑𝑡
= (𝐹1,𝐾𝜆𝐿1 + 𝐹2,𝐾𝐿2)

𝑑𝐾

𝑑𝑡
+ (𝐹1,1𝜆𝐿1 + 𝐹2,1𝐿2)𝜆𝐿1

𝑑𝑙𝑜𝑔(𝜆)

𝑑𝑡
+ 𝐹1𝐿1𝜆

𝑑𝑙𝑜𝑔(𝜆)

𝑑𝑡
.  Using the properties of constant 

returns to scale production functions and the condition that FK is unchanged, we can show that 
𝑑𝑤̅

𝑑𝑡
= 𝐹1𝐿1𝜆

𝑑𝑙𝑜𝑔(𝜆)

𝑑𝑡
> 0. 

35
 The analysis of capital augmenting technological progress is somewhat more complicated.  First, the "volume" 

measure of the capital stock discussed below is supposed to adjust for differences in quality of capital.  Whether it 
does so adequately is beyond the scope of this paper.  Secondly, with capital augmenting technological progress, 

http://www.epi.org/people/heidi-shierholz/
http://www.epi.org/people/lawrence-mishel/
http://www.epi.org/people/john-schmitt/
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there is no steady state.  Short term capital augmenting progress, by increasing the effective capital stock, would 
have been expected to have an unambiguously positive effect on wages.   
36

 These problems are similar to those that have arisen in the measurement of poverty, with Pogge and Reddy 
(2010 ) arguing that standard estimates do not adequately reflect differences in prices faced by the poor—a claim 
that Martin Ravallon has disputed, illustrating that these index number problems are both difficult and 
contentious.   
   See, in particular, the discussion of positional goods later in this paper.   
37

 I am very indebted to Paul Schreyer of the OECD, who concludes his discussion of these issues (personal note to 
author) by observing  “the distinction between the wealth and production aspects of capital is indeed important 
and a story about ‘ ’ does not immediately translate into a story about ‘ ’. Associated with the two perspectives 
are different measures that evolve quite differently. However, the key aspect in the analysis of capital in 
production and its link to income shares seems to be the treatment of non-produced assets, in particular land. “ 
38

 As we noted earlier, although land is not very important in most industrial processes (certainly not as important 
as it is in agriculture), housing services represent an important component of GDP, and land is an important input 
into real estate.   
39

 We note that this is not a plausible production function, since if that were the case, there shouldn't be any 
changes in the relative price of 𝑇 and 𝐾, since they are perfect substitutes.   
40

 Similar results hold for the two other countries for which we have been able to obtain comparable data, 

Australia and Korea, from the OECD.  Land accounts for a large part of national wealth— at current prices, 

between 40 and 60%—and the wealth output ratio excluding land has been rising, while the ratio including land 

has been falling.  I am indebted to Paul Schreyer for this data. 

41
 See Stiglitz, 2003, 2010a and the references cited there.   

42
 Indeed as Giovannoni (2014) points out, simply excluding the top 1% of wage earners results in a very large 

decline of the wage share between around 1980 to 2009, from slightly more than 75% to around 60%.   
43

 Some question the magnitude of some of the increase in inequality, say the share of income at the top for the 
US, because of changes in the tax law in 1986 which may have led to a change in reported income, not actual 
incomes earned.  (Feldstein (2014)) We should note that the studies of inequality looking at the increased 
inequality at the top have attempted to deal with this obvious problem. (Piketty and Saez (2003)).  But the pattern 
of increased inequality (an increased share of total income going to the top 1%) continued even after tax changes 
were partially reversed in 1993.  Moreover, other countries without corresponding changes in tax codes have seen 
similar increases in inequality.  (Interestingly, because in the US, the top is the only part of distribution that has 
done very well, if it were the case that most of their seeming increase in income is just a change in reporting, it 
would imply that that the overall performance of economy has been really dismal; one would have to explain how 
it is that, given all of the increase in wealth, all of the “improvements” in economic policy, and all of the alleged 
gains from globalization and technology, all of these together seem to have generated so little improvement in 
standards of living to any group in our society, not even, allegedly, the very top.)   
  It is, of course, plausible that the overall level of inequality at the top is greater than that reported.  
Administrative data show reported (realized) capital gains, but the tax system provides strong incentives for those 
at the top not to realize their capital gains.   
44

 In the short run, there can be capital gains on producible assets as well, but large such increases cannot be 
sustained in the long run, since they will elicit a supply response.  Some of the increase in "seeming" wealth that 
occurred in the US prior to the 2008 crisis may have been attributable to capital gains on buildings (though it is 
difficult to parse out such capital gains from capital gains on land).  But the "correction" brought down the implied 
price of building to or below the reproduction cost.  If we take consumption goods as our numeraire, the price of 
capital goods could increase or decrease, though such changes typically are of a limited magnitude in the absence 
of technological change; with technological change, there can, of course, be significant changes in appropriately 
measured prices.     
45

 Itself an endogenous variable.  Changes in preferences and technology can lead to increased agglomerations, 
with an increase in land values.   
46

 See Knoll, Schularick, and Steger (2014, 2015). 
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47

 Hotelling (1931) showed that if the cost of extraction of a depletable natural resource were zero, its price would 
rise at the rate of interest (which in an efficient equilibrium is always greater than or equal to the rate of growth.)   
48

 Piketty, Saez, and Stantcheva (2014) provide an interesting empirical test, pointing out that increases in tax rates 
at the very top are not associated with slower rates of growth.  See Stiglitz (2012a, 2014b) for a broader discussion, 
including  the many forms that rent-seeking takes in a modern economy, and other evidence that rents have 
become an important source of income at the very top.      
49

 The timing of increases in the share of capital are perhaps more consistent with those being explained by rapid 
changes in the degree of exploitation than by sudden changes in the effective capital labor ratio.  Similarly, it is 
hard to reconcile the enormous divergence between average compensation and productivity of workers without 
assuming an increase in market power. (See Giovannoni, 2014.) 
50

 Actually, the increase in the wealth income ratio is even greater than these calculations would suggest, since, as 
we note in the next paragraph, the distortion in the economy lowers the magnitude of the denominator.   
51

 See, for instance, Federal Reserve Board (2015) for a discussion of the cost to consumers of predatory lending 
practices.   
52

 Indeed, the extensive research on efficient markets has questioned the value-added of the wealth management 
services of the financial sector:  ordinary investors would have done as well or better simply by buying indexed 
funds.   
53

 Stiglitz (2012a) outlines many other forms of rent seeking.  Some forms of rent-seeking may detract from 
measured wealth.  If CEO's are able and willing to take greater advantage of deficiencies in corporate governance 
laws to appropriate for themselves more of the value of corporations, that should lead to a decrease in the market 
value of firms.  There is, however, considerable evidence that because of the lack of transparency of the manner in 
which they appropriate these returns, markets typically do not fully reflect the dilution in shareholder value.  
Moreover, much of the compensation takes the form simply of a transfer of ownership claims on the returns to the 
firm.  Note further that if this rent appropriation by managers is labeled as "compensation," then the wage share is 
increased.  This is consistent with the results noted earlier suggesting a marked decline in the wage share if the 
upper one percent of "wage earners" are excluded.     
54

 This discussion raises similar issues as those the Commission on the Measurement of Economic Performance and 
Social Progress discussed in moving economic activities from the public to the private sector.  (See Stiglitz et al 
2010) 
55

 See, e.g. Stigltiz (1975) 
56

 See, for instance, Henry and Stiglitz (2010) and the works cited there.   
57

 As we note below, such changes are often accompanied by a loss in well being of others:  they must now make 
royalty payments to the owner of this intellectual property.  But the diminution of their well being is not 
necessarily reflected symmetrically in the wealth accounts.  Moreover, the charges imposed for the use of 
knowledge lower GDP, and thus a change in the intellectual property regime extending rights to enclose the 
knowledge commons can both increase the measured value of wealth and lower the value of GDP:  the wealth 
income ratio will accordingly rise.   
    The privatization of public knowledge or the granting of "excessive" intellectual property (patents that are 
excessively broad, such as covering all four wheeled self-propelled vehicles, or copyrights that are excessively long, 
such as extending 70 years beyond the death of the writer)  can be viewed as a special case of the exploitation 
rents discussed iabove.   
    There is one more form of rents associated with intellectual property that has almost surely grown over time:  
that generated by brand names, especially the identification of a product with say a sports star).   
58

 See Sraffa (1960) and Stiglitz (1974).  Thus, in models with the production of commodities by means of 
commodities, the economy at a low interest rate and a high interest rate may look the same (the same 
technologies are employed), while at an intermediate interest rate a different technology is employed.  Even if the 
value of wealth has changed in going from the low to the high interest rate, there has not been capital deepening, 
at least in any meaningful real sense.   There are a variety of other reasons that there can be changes in 
intertemporal pricing, with large consequences to the valuation of assets.  See the discussion below. 
59

 While financial markets often claim that their innovations have enhanced the ability to manage risk, the extent 
to which this is the case remains debated.  Some of the financial innovations may have actually increased risk.  
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(Stiglitz, 2010b).  Some of the financial innovations may have led to the creation of pseudo-wealth—wealth based 
simply on differences in perceptions in beliefs (Guzman and Stiglitz (2014)); while other innovations, like 
improvements in the ability to sell short, may reduce market values  (Scheinkmanand Xiong, 2003). Part IV of this 
paper will show how changes in financial market regulations can affect the value of assets. 
60

 See Milevsky and Huang (2011). For statistics on the size of pension funds, see OECD (2013) 
61

 In that sense, the model is similar to that of Pasinetti (1962), where there are two classes too.  We model 
workers' saving (life cycle savings).    
62

 𝑠𝑝 can be derived endogenously, if, as in the standard representative agent model, families maximize dynastic 

utility. 
63

 Notice that for capitalists, savings are defined as the addition to their wealth, while for workers, since each 
worker starts life (in this model) with no wealth, savings are their total wealth.  (There are alternative formulations 
based on gross savings generating similar results.)   
64

 We could have employed a more general savings function:  𝑠(𝑘𝑡 , 𝑘𝑡+1) where the savings rate depends not only 
on the rate of return on capital (which depends on kt+1) but also on wages, which depend on 𝑘𝑡. It should be 
apparent that in the steady state, savings is just a function of 𝑘.   Little here depends on the precise form of 𝑠, 
though we will observe that some results do depend on whether savings increase or decrease with 𝑘𝑡.  Note that 
an increase in 𝑘 will be associated with an increase in wages and a decrease in interest rates. 𝑠 will increase with 𝑘 
so long as the substitution effect of the decreased wages is not too large.   
65

 As Stiglitz (2010b) shows, there can in general be an infinite number of trajectories consistent with rational 
expectations.  This follows from the fact that there may be more than one solution to (1.2) and (1.1) and (1.3) for 

𝑘𝑡+1
𝑤   

 for any 𝑘𝑡. (Substituting (3.1) into (3.2), we obtain = 𝑘𝑡+1
𝑤 = 𝑠(𝑘𝑡+1

𝑤 + ϐ (1 + 𝑠𝑝𝑓′(𝑘𝑡)) 𝑘𝑡
𝑐/(1 + 𝑛))𝑤(𝑘𝑡))  

The reason is that if workers expect a high interest rate, they will need to save little for their retirement—but then 
the interest rate will be high; but if they expect a low interest rate, they will need to save a lot, but then the 
interest rate will be low.   
66

 If workers’ intertemporal utility functions are Cobb-Douglas, then s’ = 0.  If workers’ utility function is such that U 

= min {Ct, Ct+1}, then (1-s)w = s(1+r)w, or s= 1/[2+r], so (1.7) can be rewritten )  
𝑘𝑤∗

𝑘∗ = 𝑛
1

2𝑠𝑝+𝑛

1−𝑆𝑘

𝑆𝑘
.  An increase in sp 

reduces the share of inherited wealth provided the elasticity of substitution is not too small.   
67

 As we have noted earlier, there are a number of other factors that could affect life cycle savings—the adequacy 
of provision of health care for old age, the efficiency of annuity markets and the extent to which they are affected 
by asymmetries of information, and uncertainties both about retirement age, rates of return to capital, and life 
expectancies.  In practice, there are other institutional factors:  most individuals save through retirement 
programs, and the rules and regulations concerning those retirement programs can have first order effects on the 
amount set aside.   
68

 The critical condition is that 𝑠(𝑘∗)𝑤(𝑘∗) < 𝑘∗, or that 
𝑠(𝑘∗)

𝑠𝑝
<

𝑆𝑘

𝑛(1−𝑆𝑘)
.   If 𝑛 =  1, 𝑠𝑘 = 0.2, then the condition 

becomes 𝑠(𝑘∗) < 0.25𝑠𝑝.     
69

 We should emphasize that this result is not general.  In Part IV of this paper, we consider, for instance, a model 
in which capitalists have a choice of assets to hold, and in equilibrium, they hold all of the risky assets.  In a 
generalization of that model, it is easy to show that a tax on the excess returns to capital over the safe interest rate 
leads to more risk taking, i.e. a shift in their portfolio to higher return assets. (Domar and Musgrave, 1944; Stiglitz, 
1969b).    If these assets are complements to labor, that shift by itself may increase wages.   We note later too that 
taxes on capital gains in land may redirect investment into forms that are more complementary with labor.   
70

 From (3.4a) 
𝑓′′(𝑘)𝑘

𝑓′(𝑘)

𝑑𝑙𝑜𝑔(𝑘)

𝑑𝑡
=

𝜏𝑐

1−𝜏𝑐

𝑑𝑙𝑜𝑔(𝜏𝑐)

𝑑𝑡
 
 

71
 Since s is fixed, and Y

w
 falls, k

w
* falls, while k* increases.    We can rewrite (3.7) with taxes as 

𝑘𝑤∗

𝑘∗ = 𝑛
𝑠(𝑘∗)

𝑠𝑝(1−𝜏𝑐)
(

1−𝑆𝑘

𝑆𝑘
  + 𝜏𝑐)  where Sk is the share of capital before tax.  

72
 If the government invested only a fraction z of its revenues, then if 𝑧 is small enough (< 𝑠𝑝𝑟(1 − 𝜏𝑐) ≡ 𝑧∗), 

there is an equilibrium ratio of 
𝐾𝑝

𝐾𝑔
 given by 

𝑠𝑝(1−𝜏𝑐)−𝑧

𝜏𝑐𝑧
. where 𝐾𝑔 is the capital stock owned by the government, 𝐾𝑝 is 

that of the private sector.   For 𝑧 < 𝑧∗, 𝑘 = 𝑓′−1
(

𝑛

𝑠𝑝(1−𝜏𝑐)
).  For a fixed 𝜏𝑐, changes in 𝑧 have no effect on the 
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wages received by workers.  The payments from the government (per worker) are (1 − 𝑧)𝑟(𝑘 − (1 − 𝜏𝑐)𝑘𝑝).  We 

already noted that at the limiting case where 𝑧 =  0, workers are worse off than they would be without taxation. 
73

 That is, the equilibrium is described by the solution to the pair of equations (in the natural notation) 
(i) (1 − 𝜏𝑐)𝑠𝑝𝑓𝑘𝑝

= 𝑛 

(ii) 
𝜏𝑐𝑓𝑘𝑝𝑘𝑝

𝑘𝑔
+ 𝑓𝑘𝑔

= 𝑛 

 
 
74

 An earlier version of the ideas in this section were delivered as a keynote address at the National Tax Association 
annual meetings, Santa Fe, November, 2014.   
75

 See Stiglitz (2015) 
76

 This is particularly relevant given the literature which has suggested that the pure returns to capital should be 
taxed at a zero rate, based on a misinterpretation of the Atkinson-Stiglitz (1976) result.  See also Stiglitz (2015). 
77

 We cited evidence that that was the case earlier. 
78

 This particular formulation has the characteristic of a jump in the level of savings.  A formulation with similar 
consequences is s(W)= so for W  ≤W1; s(W)W = soW1 + s1(W – W1) for W1 ≤ W ≤ W2; and s(W)W = soW1 + s1(W2 – 
W1) + s2(W – W2) for W ≥ W2, with s1 > > so and s1 >> s2. 
79

 In Stiglitz (2015b), we also suggest that that model also could not adequately explain the growth of wealth 

inequality that has been observed.   

80
 we also noted in Part I that there has been an increase in other forms of rents, and when capitalized, these too 

give rise to an increase in wealth. 
81

 This results should be contrasted with that of Part III of this paper.  The difference arises from the difference in 
the determinants of savings.  We believe that the assumptions made here provide a better description of today’s 
economy.   
82

 Arnott and Stiglitz (1978) and Stiglitz (2015c) have precisely calculated urban land values for cities of different 
geometries, relating it to aggregate transport costs and spending on local public goods.   

83
 The value of land is (1 − 𝑡𝐿)

𝑓
𝑇^

𝑓𝑘
 .  The reduction in 𝑓𝑘 will normally partially offset the tax, so that the value of 

land will not go down commensurately with the reduction in 1 − 𝑡𝐿.   
84

 For a more complete analysis of this model, see Stiglitz (2010b) .  Similar results hold with money, rather than 
land, as we show in the Part IV of this paper.   

85
 The other interesting case is that where land as an unproductive store of value.   

If 𝑛 =  0 and  𝑠𝑝 = 1,  then in steady state, the interest rate will be zero, and the price of land will be constant.  

(3.6) takes on the form 

(3.9)    𝑘𝑡+1 + 𝑞𝑡+1𝑇 = 𝑘𝑡 + 𝑞𝑡𝑇. 

It should be clear that 𝑘∗ in combination with any value of 𝑞 is an equilibrium:  as before, the value of land is 

indeterminate.   

 

On the other hand, if 𝑠𝑝 < 1, the analysis of the steady state presents some problems.  Assume that there were a 

steady state.  𝑟∗ will be positive, and that means that the price of land has to be ever increasing—but that in turn 

would imply that wealth is increasing and capital is an increasingly diminishing fraction of wealth.  And who would 

hold this ever increasing wealth?   

 

The only value of 𝑞0 consistent with the equilibrium conditions is 𝑞 =  0.  If 𝑞 were ever to be positive, for the 

capital arbitrage equation to be satisfied, an increasing fraction of savings has to be devoted to holding land, and a 

diminishing amount goes into capital accumulation.  The rate of interest would, accordingly, rise.  But as that 
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happens, capital gains increase even more, diverting even more savings into land.  In short, as before, the 

equilibrium (with 𝑞 =  0) is not stable.      

 
86

 If 𝑅 is the rent from the land, and 𝑟 is the real interest rate, then the value of land 𝑉𝑇 = 𝑅/𝑟, so that there is an 
equiproportionate increase in the value of land from a decrease in the real interest rate. 
87

 This analysis applies to a comparison across steady states with different 𝐾.   
88

 𝑝 =  𝑀(𝑊, 𝑝, 𝑢), and, assuming that expectations about capital gains are fixed, 
∂W

∂𝜏𝐿 =
∂p

∂𝑡𝐿 =
𝑝𝑀𝑢

1−𝑀𝑤−𝑀𝑜−𝜏𝐿𝑀𝑢
.  A 

natural stability condition ensures that the denominator is positive.  Since 𝑀𝑢 < 0, the tax reduces the price of 
land.  The effect of the tax on 𝑑𝐾/𝑑𝑊 is more complicated.   
89

 But there are important effects going the other way, and which almost surely predominate--for instance, the 
increased insecurity that the non-rich face, not adequately reflected in income statistics.   
90

 The increase in the price of land is only partially explained by the discussion of this section.  Section 4 argues that 
the expansion of the credit supply provides an important part of the explanation.   
91

 The recurrence of bubbles has been noted by Kindleberger (1978).   
92

 Hahn (1966), Shell and Stiglitz (1967). 
93

 For simplicity, we assume that FK approaches infinity as K approaches zero, and that the marginal product of 
capital falls to zero only as K approaches infinity. 
94

 In the Kaldor model, 𝑟 =  𝑛/𝑠 where here, s is the savings rate of capitalists; in the Solow model, where 
everyone has the same rate,  𝑟 <  𝑓/𝑘 =  𝑛/𝑠 =  0.  Similar results obtain in the two-class model of Part III of 
this paper. 
95

 See, e.g. Stiglitz (2014) and the references cited there.   
96

 Similar results hold for a model with money, such as that formulated in section 4.   
97

 Similar results can be obtained if we assume savings are a fixed fraction of overall income (including capital 
gains). 
98

 If sp > 0, there is a unique solution to (3.4a) and (3.8).   
99

 The dynamics are oscillatory if (𝑠𝐾(𝐾∗, 𝑝∗, 0) − 𝑝∗𝐹𝐾𝐾(𝐾∗))
2

< 4 (−𝑠𝑝(𝐾∗, 𝑝∗, 0)𝑝∗𝐹𝐾𝐾(𝐾∗)) .   

100
 Note that 

𝑑𝑝

𝑑𝐾
|𝑑𝐾

𝑑𝑡
=0

= −
𝑠𝐾−𝑝𝐹𝐾𝐾(1−𝑆3)

𝑠𝑝+(𝐹𝐾−𝜇)𝑆3
.  If as 𝐾 gets small, 𝑠𝑝 remains greater than (1 − 𝑠3)(𝐹𝐾 − 𝜇), then the 

𝑑𝑝

𝑑𝐾
|𝑑𝐾

𝑑𝑡
=0

 locus will hit the vertical axis.  (𝑠3 is the (marginal) savings out of capital gains.  It is natural to assume that 

0 < 𝑠3 < 1.   

      Along any trajectory, 
𝑑𝑝

𝑑𝐾
=

𝑑𝑝/𝑑𝑡

𝑑𝐾/𝑑𝑡
=

𝑝(𝐹𝐾−𝜇)

𝑠−𝑝(𝐹𝐾−𝜇)
 which goes to zero as 𝑝 goes to zero.   

101
 The steady state can also be described by the intersection of (3.7) and the locus 

              
𝑠𝑓(𝑘∗)−𝑛𝑘∗

(1−𝑠)𝑛
= 𝑞∗   

which gives the values of 𝑘 and 𝑞 such that 𝑑𝑘/𝑑𝑡 =  0 when 
𝑑

𝑑𝑡
(log 𝑝) = 𝑛.   

102
 A sufficient condition for this is that land and capital are complements.   

103
 If there is more than one solution, 𝑘∗∗ is defined as the smallest.   

104
 When the price is too low, eventually, the price may shrink to zero.  For the rest of the analysis, we ignore this 

case. 
105

 The sign depends on whether for the 𝑑𝑘/𝑑𝑡 =  0 locus, 
∂k

∂(1−𝑡𝑐𝑔) 
, conditional on fixed q,  is greater than for the 

𝑑𝑞/𝑑𝑡 =  0 locus, i.e. whether at 𝑞∗, (1 − 𝑠)(𝑓𝑇^𝑘 − 𝑞𝑓𝑘𝑘) is greater or less than 𝑠𝑓′(𝑘∗) − 𝑛.  Either seems 

possible. 
106

 The model is obviously stylized, but there are good reasons why land should serve better as collateral than 
capital goods—capital goods tend to be constructed for specific purposes, and are less malleable, less alterable to 
other uses, with often large asymmetries of information concerning the prospects of returns not only in the 
intended use, but also in alternative uses.  There are other reasons that the provision of credit typically gets 
reflected in land bubbles (or bubbles in other fixed assets):  when the price of capital goods exceeds the 
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production costs, the supply will increase, and this limits the extent to which the price can rise or the duration of 
any bubble associated with a produced good.  (Nonetheless, bubbles of produced goods do occur—the tech 
bubble in the nineties and the tulip bubble in the seventeenth century being the most famous instances.)  
 
The model can easily be generalized.  We have assumed, in particular, that capitalists-entrepreneurs are the only 

ones who do real savings, while landowners/rentiers simply buy land, and that credit is only provided to the latter 

rather than the former.  In the final sub-section, we allow credit against capital goods as collateral. 

107
 For simplicity, here we assume that 𝑠𝑝 is the gross savings rate, which is assumed to be fixed and based on gross 

income, where 𝑟 is now the gross return to capital.  We could rewrite all of these equations based on net savings 
and net income, without changing any of the results.   
108

 Because we do not want to address issues involving the banking system and the wealth of its owners, we will 
simplify the analysis and assume that it is government owned.  As formulated, the banking system makes neither 
profits nor losses.  
109

 In Part I of this paper, we noted that this characterized several countries.   
110

 This analysis, however, does not explain why workers’ compensation should have decreased even as average 
productivity has increased.  Of course, average productivity could have increased even if the ratio of capital per 
effective labor unit decreased, simply because of technological change.   
111

 In the analysis below, we assume that the rate charged is zero.   This is a simplifying assumption.  All that is 
required is that the rate charged by less than FK.   
112

 This assumes, of course, that the change in policy was not anticipated. 
113

 This can be seen most transparently in a situation where the economy is initially at full employment.  Assume 
that savings (consumption) is interest insensitive.  If financial regulations were eased, so that banks could lend 
more, given their deposits and net worth (reserve and capital adequacy requirements were loosened), it would 
appear that banks could lend more, and if banking is profitable at the margin, each bank would believe such a 
policy would be desirable.  But if they all started to lend more, there would be excess demand, and the Fed would 
have to raise interest rates, to tighten credit in a fully offsetting way.   
114

 We again assume a constant labor supply and normalize the labor supply at unity. 
115

 With all of profits going into (gross) investment, aggregate consumption must equal wages.  Second period 
consumption is just 𝐵 +  𝑟𝑔  𝐵, i.e.  

 𝐶1 + 𝐶2 = (1 − 𝑠)(𝑤 − 𝜏) + 𝜏 + 𝐵 = 𝑤 − 𝑠(𝑤 − 𝜏) + 𝐵 = 𝑤, from which (4.21) follows immediately 
116

 Recall that capitalists' savings behavior determines r:  sp r = n.  In the remainder of this section, we assume sp = 
1.   
117

 𝜏 =  𝑟∗𝐵 =  𝑠𝑟𝑔  𝑤/(1 +  𝑠𝑟𝑔 ).  
𝑑𝑙𝑜𝑔𝜏

𝑑𝑙𝑜𝑔𝑟𝑔 
= 1 −

𝑠𝑟𝑔 

1+𝑠𝑟𝑔 
=

1

1+𝑠𝑟𝑔 
> 0 

118
 𝐶2 = (1 + 𝑟𝑔 )𝐵 = (1 + 𝑟𝑔 )

𝑠𝑤

1 + 𝑠𝑟𝑔 
.  

𝑑𝑙𝑜𝑔𝐶2

𝑑𝑙𝑜𝑔𝑟𝑔 
=

𝑟𝑔 

1+𝑟𝑔 
−

𝑠𝑟𝑔 

1 + 𝑠𝑟𝑔 
=

𝑟𝑔 (1+𝑠𝑟𝑔 −𝑠−𝑠𝑟𝑔 )

(1+𝑟𝑔 )(1 + 𝑠𝑟𝑔 )
=

𝑟𝑔 (1−𝑠)

(1+𝑟𝑔 )(1 + 𝑠𝑟𝑔 )
> 0. 

119
 Steady state utility of workers is maximized at 𝑈(𝐶2, 𝑤 − 𝐶1), i.e. where 𝑈1 = 𝑈2.  Individuals will choose this 

allocation if 𝑟 =  0.   One could conduct a full dynamic analysis, rather than focusing on steady states, with much 
the same results.  Focusing on steady states greatly simplifies the calculations.   
120

 If we had expanded the model to include land (as in earlier sections), there will also be an increase in its value.   
121

In our model, the rate of growth of the labor force is zero, and the rate of labor augmenting technical progress is 
zero.  Thus, the long run rate of growth of the economy is zero.  The critical condition involves the relationship 
between the rate of interest and the rate of growth.      
    Standard  focuses on the zero lower bound constraint.  This is a lower bound on the nominal interest rate.  In the 
United States, in the aftermath of the crisis, the real interest rate has been negative.   
122

 
𝑑𝑙𝑜𝑔(𝑠𝑤/𝐾)

𝑑𝑙𝑜𝑔(𝑟𝑔)
= (

−𝐾2𝐹𝐾𝐾

𝑓−𝐾𝐹𝐾
− 1)

𝑑𝑙𝑜𝑔(𝐾)

𝑑𝑙𝑜𝑔(𝑟𝑔)
=

(
𝑆𝐾

ε
− 1)

𝑑𝑙𝑜𝑔(𝐾)

𝑑𝑙𝑜𝑔(𝑟𝑔)
  where ε is the elasticity of substitution and 𝑆𝐾  is the share of capital. We note that because 
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we have normalized labor supply at unity, which is fixed, the capital labor ratio, usually denoted by k, is the same 
as the level of capital stock, 𝐾.  (The elasticity of substitution is equal to 𝐹𝐾(𝐹 − 𝐾𝐹𝐾)/𝐾𝐹𝐾𝐾𝐹) 
123

 For a discussion of the merits of income contingent loans, see Chapman et al 2014 
124

 We note that we are able to derive a simple formula describing tail inequality.  In the case of a Solow model (all 

save the same fraction s of their income) with all receiving the same wage but stochastic returns to capital, the 

Pareto coefficient is given by 2𝑠2   
1−𝑆𝑘

𝑆𝑘
2𝑛𝜎̅2 , where 𝜎2 is the variance of returns.  In the limiting case where variance 

is zero, we obtain the earlier result of Stiglitz (1969) that there is no inequality.  Note again that the difference 

between r and growth plays no role, but the share of capital does.   

 
125

 We show that increases in credit available (decreases in collateral requirements) can give rise to increases in 
land values, but we have also shown that there can be land bubbles even in the absence of credit expansion 
(though recent bubbles have clearly been supported by such credit expansion.) 
126

 See, e.g. Piketty (2014) and Stiglitz (2012b).  Such changes affect both the distribution of income and wealth at 
any moment of time as well as the dynamics that describe the evolution of those variables.  This paper has taken 
technology as exogenous, but as Braverman and Stiglitz (1989) point out, technology and technological change 
itself is affected by societal inequalities.  Sharecropping is a prevalent tenancy arrangements in economies with 
large disparities in land ownership, but not otherwise.  But the choice of technology at one moment affects the 
distribution of income and wealth and wealth dynamics, and even the nature of technological change (Greenwald 
and Stiglitz, 2014).    
127

 The points raised here (and similar points made elsewhere in this paper) are echoed in Suresh Naidu's excellent 
review of Piketty (2014).   
128

 The result follows immediately upon observing that we can write 𝑤̅(𝐾) = (𝐹𝐿1
𝜔 + 𝐹𝐿2

(1 −  𝜔)), and treating K 

and 𝜔 as functions of time.   

129
 Now 

𝑘𝑤∗

𝑘∗ =
𝑛𝑠(

1−𝑆𝑘
𝑆𝑘

+𝜏𝑐)

𝑠𝑝(1−𝜏𝑐)+𝑠(𝑘∗)𝜏𝑐𝑛
.   So long as 𝑠𝑝 > 𝑛𝑠, the direct effect of an increase in taxes is to increase the 

importance of life cycle savings.  If the elasticity of substitution is greater than one, the indirect effect is also 
positive, so long as s' ≤ 0.  (Now the workers’ savings rate plausibly depends on k, since there is no taxation on the 
return to life cycle savings, and the before tax return increases.)   
130

 We can in principle derive the savings functions from V.   
131

 We have made use of the fact that for an indirect utility function, 
∂𝑉

∂𝑟
= 𝑠(𝑘∗)𝑤(𝑘∗)

∂𝑉

∂𝑌𝑊 
132

 This analysis assumes that social welfare is only assessed from the perspective of workers (who receive no 
inheritances.)  It ignores the welfare of the capitalists.  If their well-being were also included within the social 
welfare function, the optimal tax would obviously be different.  Note the steady state income of the capitalists 

always decreases with taxation, i.e. 
𝑑

𝑑𝑡𝑐 ((1 − 𝜏𝑐)𝑟𝑘∗) = (1 − 𝜏𝑐)(𝑓′(𝑘∗) + 𝑓′′(𝑘∗)𝑘∗)
𝑑𝑘∗

𝑑𝑡𝑐 − 𝑟(𝑘∗)𝑘∗ =

𝑓′(𝑘)𝑓′(𝑘)

𝑓′′(𝑘)
< 0, but so does income per capita.   
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New Theoretical Perspectives on the Distribution of Income and Wealth among Individuals 

Joseph E. Stiglitz 

 

Figures 

Figure1: GDP and Inputs in France 

 

Source: Chart provided by Paul Schreyer, based on OECD national accounts data and INSEE Comptes du 
patrimoine. 
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Figure 2: Multiple Equilibria in Pure Life Cycle Mode 
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Figure 3: Steady States and dynamics with Non Productive Land:  linear savings 
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Figure 4a: Unstable Dynamics with Non Productive Land and non-linear savings function 
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Figure 4b: Oscillatory Dynamics with Non Productive Land and non-linear savings function 
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Figure 5: Steady State and unstable dynamics with Land Augmenting Technical Change 
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Figure 6a: Effect of increase in tax on returns to land 
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Figure 6b: Effect of tax on capital gains 
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Reflections on the 'Equity and Development' World Development Report Ten Years Later1 

François Bourguignon 

Paris School of Economics 

(Revised Draft, February 2015) 

 

Abstract 

The 2006 World Development Report on "Equity and Development" challenged the 

dominant view at that time in part of the development community that reducing poverty essentially 

required accelerating GDP growth. The main idea in the report was that inequality also matters, not 

only to reduce poverty at a given level of aggregate income but also to improve economic efficiency. 

A major contribution of the report was its emphasis on the equality of opportunity as an essential 

development factor. More equal opportunities among people to access income generating facilities 

like education, credit, decision making on public goods or justice was shown to be as a key factor for 

faster growth, a more equal distribution of income and a faster reduction of poverty. This emphasis 

was sometimes interpreted as downplaying the potential role of more standard redistribution policies 

based on current income, including taxation as well as cash and in kind benefits. In revisiting the 

main messages of the report, the present paper tries to make more explicit the close link that does 

exist between, on the one hand, policies that seek to equalize economic, social or political 

opportunities and, on the other hand, policies that redistribute  income. In many crucial ways, 

equalizing and developing  opportunities for tomorrow requires redistributing income today and 

preventing the distribution of income, wealth and political power to be too high.  

 

It is fair to say that in the mind of its instigators 'inequality' rather than 'equity' was to be the 

dominant theme of the 2006 World Development Report. Its goals was to challenge the dominant 

view, in the World Bank and elsewhere in the development community, that, in their aim to reduce 

and possibly eradicate poverty, development strategies should focus mostly on aggregate growth. The 

main idea to be developed in the report was that the whole distribution of income within the 

population, rather than only its mean, mattered and should be a major concern for policy makers. 

Namely, the degree of inequality of the income distribution affected poverty reduction in two ways. 

Not only was it reducing the share of the gain from growth actually accruing to the poorest, but it 

was also slowing down growth itself.  

Inequality was then the focus of a rather hot policy debate. On one side were those who 

thought it should be ignored and poverty reduction should indeed rely exclusively on the pursuit of 

                                                           
1 The main ideas in this paper were first presented at the workshop on "inequality and development" jointly organized by 
the International Economic Association and the World Bank in June 2014 at the Dead Sea in Jordan. I thank the 
participants to the workshop for helpful comments with special thanks to Francisco Ferreira, Martin Ravallion and 
Michael Walton who commented on a previous draft of this paper. 
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aggregate growth. Quite influential in this respect had been the "Growth is good for the poor" paper 

by Dollar and Kraay (2001), which suggested that, on average across country experiences, growth 

benefits in the same proportion to the rich, the middle class and the poor. On the other side of the 

debate were those who were stressing that the impact of growth on poverty depended on both the 

growth of total income and its distribution, so that growth was not necessarily 'pro-poor'.2  

 There was also the theoretical literature of the 1990s, summarized in Aghion et al. (1999) 

showing that the issue was not so much whether inequality was increasing or decreasing with growth 

but whether an excessive level of inequality could reduce economic efficiency and slow down 

growth.   Early evidence based on cross-country comparisons seemed to confirm such a negative 

effect of inequality on growth, even though it lacked robustness and was leaving considerable room 

for difference across country experiences. 

Within such a context, the WDR 2006 on 'equity and development' tried to set up the issue 

of inequality at the centre of the development debate. However, in view of today's new emphasis on 

inequality issues and the success of the recent books by Stiglitz (2012) and Piketty (2014) the WDR 

2006 may appear a bit shy. Why did it refer to 'equity', apparently a less politically loaded word than 

'inequality'?  Why limited space was devoted to income redistribution and the taxation of top 

incomes? Why did the report end on such soft recommendations as 'leveling the playing field' and 

'improving governance' rather than more egalitarian messages?  

There are two answers to the preceding questions.  The first one has to do with diplomacy 

and the second one is analytical.  

Diplomacy was required in an institution where the word inequality was still seldom used in 

official communication and the reduction of poverty was seen as essentially requiring faster growth 

without any attention to the distribution of its product. It thus seemed that dealing with the issue of 

inequality and development under the heading of 'equity' would avoid harsh reactions from those 

who considered in those days that talking about inequality necessarily obeyed a strongly egalitarian 

view of the world. 

But there was more than diplomacy. While planning the work for this report, it became clear 

in the mind of the authors that the theoretical economic literature on inequality and growth 

mentioned above had most often been misread. Its implication was not that reducing the inequality 

of incomes, for instance through straight income redistribution, would accelerate growth, as several 

leading papers in that literature had been interpreted. It was that market failures responsible for an 

unequal access of people to income generating facilities like credit, education, insurance or justice, as 

well as the confiscation of political power by a predatory elite could cause simultaneously an unequal 

distribution of income, a high level of poverty and slower growth.  The WDR 2006 was thus to put 

the emphasis on the distribution of opportunities and on the policies to make it more equal. Referring 

to 'equity' rather than 'inequality' was meant to signal this shift of emphasis from the distribution of 

                                                           
2 See for instance Ravallion (2001, 2003) or Bourguignon (2003) – see also the 'poverty-inequality-growth triangle' in 
Bourguignon (2004)  
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income, or outcomes in general, to opportunities. It was also meant to stress that the relationship 

between inequality and development goes very much beyond that between the Gini coefficient of 

income inequality and the rate of growth of GDP, as summarily assumed in much of the empirical 

literature of those days. In the perspective of the then ongoing debate on poverty, inequality and 

economic development, this plea for getting back to a truly structural approach to these issues was 

indeed essential and did much to get some consensus around the main messages of the report. At the 

same time, it is possible that, by pushing the analysis in various alternative directions, all the 

implications of this approach in terms of 'inequality' of incomes were not fully analyzed or properly 

emphasized, as I will discuss in this chapter.    

The WDR 2006 was well received and its contribution to changing the mindset in part of the 

development community duly recognized.  Inequality now is fully part of the debate on development 

and development policies.  The Gini coefficient is increasingly among the indicators by which 

development performances are being judged, along with GDP growth or the $ 1.25 a day poverty 

headcount. It has been proposed that inequality should be part of the Sustainable Development 

Goals which are to replace the Millenium Development Goals beyond 2015. The 'shared prosperity' 

goal recently introduced by the World Bank – i.e. the growth of the mean income of the 40% 

poorest people– may itself be considered as involving an inequality criterion when explicitly 

compared to progress in GDP per capita. Of course, all this is not due to the WDR 200, but it has 

most probably been somewhat instrumental in that evolution, even though this extension of standard 

development criteria refers to the inequality of outcomes rather than to 'equity' and the distribution 

of opportunities, as advocated in the report.   

As the chief economist of the World Bank in those days, I have been the initiator and then 

the overall supervisor of the report.  Rereading it, I still find today it is a thoughtful and helpful 

contribution to development thinking and policy, and I am grateful to the authors for their excellent 

and important work3. I must say I even found it more complete than what I remembered. Yet, it is 

true that some issues may not have been given the emphasis they deserved and may have made the 

message of the report weaker than it should have been. This is the case in particular with the issue of 

income inequality and top incomes or with taxation and market regulation policies that would 

redistribute income or wealth from the top to the middle and the bottom of the income ladder.  

This chapter revisits the WDR 2006 and comes back to this issue of the potential role of 

income redistribution within a development policy framework that focuses on both equity and 

efficiency. It tries to bring to the forefront several points which may not have been given enough 

prominence in the WDR 2006 and make clearer that part of its messages that refer to income 

inequality rather than the inequality of opportunities.    

The chapter is divided into 5 parts. The first one is devoted to a very brief summary of the 

main messages of the WDR 2006, essentially the complementarity between equity and efficiency, and 

the arguments behind them.  Then four key issues are discussed. The definition of the concepts of 

                                                           
3 I am especially grateful of course to Francisco Ferreira and Michael Walton who headed the team.  



2a-4 
 

equity and efficiency used in the report and their possible limitations, noted by some reviewers, are 

discussed in section 2. The mostly micro economic evidence about the relationship between 

efficiency and equity and the difficulty of aggregating it up at the macro level are analyzed in section 

3. The issue of income redistribution and its implicit but central role in the main policy implications 

of the report is handled in section 4. Finally, the last section is devoted to the issue of the 'top 

incomes' and the importance to be given to income inequality per se in the development policy 

debate. The main points in the chapter are then summarized in a brief conclusion.  

  

1. The complementarity between equity and efficiency and the main messages of 

the WDR 2006 

The main message of the WDR 2006 can be summarized as follows: 'Equity matters both 

intrinsically and instrumentally; in particular, it is the inequality of opportunity, and not necessarily 

the inequality of outcomes (e.g. incomes) that hinders growth and poverty reduction'. The following 

quotes from the Overview of the report illustrate this message: 

i. Public action should focus on the distributions of assets, economic opportunities, and political voice, rather 

than directly on inequality in incomes (p. 3) 

ii. (The report) "presents evidence that the inequality of opportunity is inimical to sustainable development 

and poverty reduction." (p.3)  

iii. (It derives) "policy implications that center on the broad concept of leveling the playing field -both 

politically and economically."(p. 3) 

iv. "It makes the case for investing in people, expanding access to justice, land, and infrastructure, and 

promoting fairness in markets." (p. 4)  

The first two quotes convey the idea that it is through the inequality of opportunity that the 

inequality of income can be corrected and that it is mostly through opportunities that inequality has a 

negative impact on economic growth and poverty reduction. Hence the recommendation follows to 

level the playing field and to guarantee equal access to education of equal quality, credit or 

infrastructure to all citizens. This equalizing of opportunities also had to address the decision making 

institutions and the danger they would be captured by a predatory elite.  

The argument in support of these messages and recommendations was directly inspired from 

the theoretical literature on inequality and growth, and in particular the contributions by Galor and 

Zeira (1993) and Aghion and Bolton (1996) which investigated the implications of the inequality of 

wealth and credit market imperfections on economic efficiency and growth. The argument may be 

summarized as follows. 

 Assume that, due to information asymmetry on the probability of success of the projects to 

be financed thanks to their loans, banks require from their borrowers a collateral amounting to X. It 

follows that people whose wealth is below X cannot undertake projects with a fixed cost above X, 

even though their rate of return may be higher than the rate of interest in the economy.    Under 



2a-5 
 

these conditions, transferring wealth from people with wealth much above X to people just below X 

would allow a number of the latter to access credit and to invest in their high return projects. As the 

return on these projects is higher than the rate of interest, total income would increase.  

This argument is illustrated in figure 1 where a wealth transfer, x, is made between individual 

R and individual P whose wealth is just below the borrowing threshold, X. The size of the transfer is 

such that it allows P's wealth to jump above X, so that P can undertake a project with a net 

annualized return, b. On the side of R, transferring x is equivalent to an annualized loss of income 

equal to a = r x, where r is the rate of interest.  As the project undertaken by P has a rate of return 

above r, it follows that b > a and the aggregate income in the economy rises by b – a (>0).  

Equalizing the wealth distribution through a transfer from a 'rich' person R to a 'poor' person P, just 

below the borrowing threshold, X, thus raises the aggregate income of the economy and, at the same 

time equalizes the distribution of income. It is in that fundamental sense that a more equal 

distribution of opportunities, here the distribution of wealth, enhances economic efficiency.  If, as a 

new entrepreneur, P expands his or her business over time, then this equalizing of the distribution of 

wealth leads to faster economic growth.    

 

 

An important point in the preceding argument is that it is not the inequality of the wealth 

distribution per se that is responsible for the economic inefficiency but the inequality in the access to 

credit. In the preceding example, a micro-credit organization lending money to P so that P 

undertakes his/her high return investment project would lead to the same efficiency gain. This 

argument generalizes to other income generation facilities: unequal access to education, gender or 
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ethnic discrimination in the labor market, unequal access to cultivable land, to justice when seeking 

to protect one's property, to public decision making in case one is concerned with a specific public 

good, etc.  In all these cases, income enhancing opportunities are missed by part of the population 

even though their private and social return could be higher than in the rest of the economy. Overall, 

the economy produces less and, possibly, grows more slowly than it could.  

Another important consequence of the argument illustrated in figure 1 is that the equalizing 

of opportunities, in that case through wealth redistribution, generates both a more efficient economy 

and a less unequal distribution of income.  Therefore, it may be the case that a more inegalitarian 

distribution of income is associated with less efficiency but the association is not causal. Both actually 

result from the inequality of opportunities. In the same way, discrimination on the labor market may 

prevent employing productively workers from a given gender or ethnic group. Again this reduces the 

total output in the economy and creates income inequality.   

Such are the fundamental justifications of the first message in the list above. I'll come to the 

second one in section 3 below.  As for messages (iii) and (iv), they derive quite naturally from the 

first two messages.  In presence of inequality of opportunities of the type mentioned above, policies 

for a better and faster development clearly involve the equalizing of opportunities or the leveling of 

the playing field in several key dimensions from education and the credit market to the fight against 

discrimination, to an equitable distribution of infrastructure or to a well functioning land market.   

The word 'politically' in message (iii) is important. It seems to depart somewhat from the 

kind of argument that justifies the equalizing of opportunities as one key aspect of long-run 

development strategies.  But, actually, it does not. It is directly related to the point made above about 

unequal access to public decision making being a possible source of economic inefficiency. This is so 

because people unable to have their voice heard will not be able to convince the community that it 

may be more efficient to invest in a public good, say an infrastructure, that benefits them but at the 

same time would contribute to expanding total income. This is true at the local level as well as at the 

national level. It is unlikely that a country run undemocratically by a predatory elite will take decisions 

that will enhance economic growth for all. Decisions will be those which favor the elite, and not 

necessarily the whole population. This is the reason why the WDR 2006 emphasized so much the 

issue of the quality of institutions and governance. But actually, this must be considered as obeying 

the same logic as the argument in figure 1: unequal access to facilities or decisions that influence the 

income generation of part of the population - in general the poorest one but in some cases also the 

middle class - is a source of economic inefficiency and in most case of income inequality.  

On that line of argument, the WDR 2006 then examined the evidence in support of the 

general ideas above and explored the nature of the policies able to equalize opportunities, their 

potential and limitations, their likely effect on efficiency, growth and the income distribution but also 

their cost. The policy message was threefold: (i) tilting the accumulation of human capital or 

infrastructure or the development of credit towards those groups in the population that had limited 

access to them; (ii) correcting market failures responsible for unequal opportunities; (iii) making 

institutions efficient and receptive of the interest of least favored citizens.  
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The message was simple and represented a rather natural inflexion of standard macro-

oriented accumulation policies towards income and opportunity poor people. It was well received. At 

the same time, the message may have not insisted enough on several related issues, and in particular 

the issue of financing better opportunities in underprivileged groups and hence the role of taxation 

and income redistribution. Before getting to this, however, I will come back to the basic argument 

about the complementarity between equity and efficiency, first from a conceptual and then from an 

empirical point of view, as some of its implications may not have been stressed strongly enough in 

the report.4   

 

2. The equity-efficiency complementarity: which equity, which efficiency?  

Terminology is important in writings that try to introduce conceptual innovations. Without 

clear definitions, there is a risk of misunderstanding.  Both equity and efficiency were given in the 

report a meaning which was not necessarily the most widely used among development economists 

and practitioners.    

Equity throughout the report was to be understood mostly as the equality of opportunities. 

This concept initially was somewhat instrumental in the sense that it was explicitly proposed as an 

alternative to the more widely used concept of income equality. More fundamentally, however, equity 

was an ex-ante equality concept defined in the space of opportunities or 'capabilities' rather than in 

the space of results, as would be the case with incomes, consumptions expenditures or any standard 

measure of economic well-being.  Normatively, it was clearly related to the social justice literature: 

the difference between circumstances and efforts in Roemer (1998), the notion of freedom in Sen 

(1999) or the primary goods in Rawls (1971). To be closer to Rawls, however, equity in the WDR 

2006 was defined not only by the equality of opportunities (or circumstances to use Roemer's 

terminology) but also by the 'avoidance of extreme deprivation in outcomes', so that the pursuit of 

this normative criterion was fully consistent with the objective of eradicating poverty.5 Yet, it must 

be kept in mind that other authors would use the concept of equity in a different way, referring in 

particular to Sen's (1973) 'weak equity axiom' roughly requiring to give most to the most 

disadvantaged and leading to criteria close to Rawls' Maximin principle. 6 

On the efficiency side, the concept used throughout the report was clearly that of aggregate 

efficiency.  As illustrated in the previous section, equalizing opportunities, or increasing equity, was 

thus seen not only as ethically good but also instrumental in increasing aggregate resources in the 

economy, or more bluntly GDP. Yet, as very rightly pointed out by Roemer (2006) there may be 

some inconsistency in combining aggregate efficiency and equality of opportunities as simultaneous 

goals of development policies. On the production possibility frontier, two different goals cannot be 

                                                           
4 A more technical discussion of somewhat different questions opened up by the report can also be found in 
Bourguignon et al. (2007) 
5 The avoidance of extreme deprivation may also be considered as a requirement for maintaining the opportunity for all 
to simply function. 
6 See for instance Hammond (1974). Bourguignon et al. (2007) showed how the equity criterion in the WDR 2006 can be 
actually be interpreted in terms of the Rawlsian Maximin..   
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pursued simultaneously, except in very particular circumstances.  In general, if a society seeks to 

maximize equity, it must be willing to sacrifice some aggregate income. If it wants to maximize 

aggregate income, it must be willing to accept some inequity. Instead of considering that aggregate 

efficiency is something good per se, the social relevance of that complementarity between equity and 

efficiency, which was the cornerstone of the WDR 2006, has to be justified more rigorously. 

The justification explicitly given in the report is that the economies under scrutiny are not on 

their production possibility frontier, precisely because of the inequality of opportunities and market 

failure as in the example of the previous section. Starting from within the production possibility 

domain, there thus is room to improve both equity and aggregate efficiency as commonly argued in 

the literature on 'efficient redistribution'.7  Choosing to increase equity and efficiency rather than 

equity only possibly at the cost of aggregate efficiency is another matter. This may be justified in 

various ways which could have been discussed in more depth in the WDR 2006.  

The first justification would be to simply rely on the well-known social welfare function 

proposed by Sen where the mean income of society is simply weighted by a decreasing function of 

income inequality.  The only thing would be that the inequality of income would be replaced by the 

inequality of opportunities.  Formally, Sen' social welfare function can be written as:  

W = y.(1-Gy)   (1) 

where y stands for the mean income of the population and Gy for the Gini coefficient of the income 

distribution. By contrast, the social welfare function consistent with the main argument in the WDR  

2006 would write: 

 W* = y. (A-Iω)    (2) 

where Iω stands for the inequality of opportunities, assuming it can indeed be represented through a 

scalar measure8 with maximum value A.  In that formula, aggregate efficiency, y, and equity (A-Iω) 

are clearly substitutes. But, one must take into account that the inefficient functioning of the 

economy may imply, at least locally, a negative relationship between aggregate efficiency, y, and the 

inequality of opportunity, Iω, as in the argument of figure 1. In that case, maximizing social welfare 

clearly implies simultaneously reducing the inequality of opportunity and increasing aggregate 

efficiency, at least as long as the negative relationship between y and Iω holds.  The complementarity 

between equity and aggregate efficiency is actually imposed by the positive side of the economy, not 

the social valuation criterion.    

 An alternative justification of the equity-efficiency complementarity, not very far from what 

is actually observed in the world, would be to consider that aggregate efficiency or strictly positive 

GDP growth are political constraints that bear on equity enhancing policies.  This is certainly not 

                                                           
7
  See for instance Bardhan, Bowles and Gintis (2000). The full argument may be found in the report in the technical box 

in p 78. 
8
 This is of course quite far from certain. Ferreira and Gignoux (2011) propose an estimate of a lower bound of the 

opportunity share of income inequality.   



2a-9 
 

unrealistic, given the practical importance of the GDP rate of growth to assess the performance of a 

government, from within and without a country. Within a country, however, this raises deeper 

questions about the political economy motives behind such a constraint. An equity-enhancing 

development strategy would clearly be opposed if it were harming the elite in power. The rate of 

growth entailed by such a policy must be sufficiently high so as to compensate, and preferably over-

compensate the elite.  

 Finally, efficiency may be interpreted precisely in the Paretian sense that is usual in 

economics.  According to that criterion, no reform could be considered as a social improvement if it 

harms at least one economic agent. In the example of figure 1, the wealth redistribution is not Pareto 

efficient because individual R is worse off, even though aggregate efficiency increases, i.e. b-a  > 0.  

But, precisely because the reform is efficient at the aggregate level there is room for compensating 

the loser R and keeping some benefit to the winner, P. Thus, aggregate efficiency is potentially Pareto 

efficient.  

Some authors were satisfied with this argument and were willing to declare that aggregate 

efficiency was a good social valuation criterion, even though the actual compensation of the loser by 

the winner would not necessarily take place. This is the well-known Kaldor-Hicks efficiency or 

compensation criterion.  If one does not want to go that far, however, and having in mind the 

political economy of the reform that implies that R would oppose it if he or she were not 

compensated, then it is necessary to consider the way the compensation is made.  

The report does not really consider this issue of the compensation, the channels that could 

be used and the likely distortion costs involved.  On the contrary, it insists that equity enhancing 

policies considered in the report may lead to aggregate efficiency gains but not to a Pareto superior 

situation. These policies will thus be opposed by those who have to lose from them, for instance 

those who are financing them, like R in figure 1. Such policies would thus be undertaken only with a 

government following a social objective of type (2) above and able to impose its view on losers. This 

is indeed why the issue of institutions and governance is given so much importance in the report.  

 To make things clearer, let's introduce the distortion costs arising because of the practical 

impossibility of lump sum transfers in real economies. It is now assumed that the transfer of x from 

R to P involves a distortion cost equal to an annualized income loss c, so that the actual net total gain 

in annualized incomes is now equal to b – a - c , which is still assumed to be positive. Now, in order 

for R to be compensated for its loss, P must transfer a back to R, which entails an additional 

inefficiency cost equal to d. It is now quite possible that the remaining surplus b – a – c – d   is not 

positive anymore. Then, given that lump sum transfers generally are not feasible and transfers 

involve efficiency losses, the initial aggregate efficiency gain cannot be transformed into a Pareto 

improvement. For the final surplus to be positive, it may be necessary that the transfer channels be 

sufficiently efficient and also that the government credibly commit to activate the a transfer from P 

to R when the initial surplus b – a – c will materialize. Both conditions actually require the existence 

of satisfactory redistribution institutions, which is questionable in many low income countries.  
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 Yet, there is an interesting and extremely relevant instance where the a transfer from P to R 

may not be necessary to produce a Pareto improvement. It is when the project undertaken by P after 

the wealth transfer x involves externalities that benefit R. In the case of education for instance, it 

may be the case that R is a capital-owner who will benefit in the long-run from a more educated 

labor force that will increase the rate of profit.  If this offsets the initial cost, a, then R may be better 

off at the end of the process.  R should thus accept to transfer x to P so that P's children to go to 

secondary school or college, except of course if there is very much uncertainty on the size of the 

future externality9 or if R has a time discount rate very different from the rest of society.  

 Somehow, it is something of this type that was implicitly referred to in the report when 

arguing that equity-enhancing policies could have a positive impact on the rate of growth of the 

economy and this acceleration would benefit everyone in the population, including those who will be 

initially losing in launching these policies.  Somehow, however, the report did not go into the 

distributional features of the additional growth that would be triggered by the reduction in the 

inequality of opportunities.  It rightly argued that there might be a time lag between the short-run 

distortion cost generated by an opportunity equalizing policy and its potential long-run efficiency 

benefits and the recommendation was thus to make sure that these long-run efficiency benefits 

would be properly taken into account when evaluating the economic impact of equity-enhancing 

policies. However, the issue of the distribution of these long-run benefits was not really discussed. 

The same is true for the possible heterogeneity in time discount rates that may sometimes be too 

high for these benefits to compensate the short-run cost of the policy among losers. 

 In summary, unlike what was suggested by Roemer in his review of the WDR 2006, there 

was no real conflict between equity and aggregate efficiency in the implicit social welfare function in 

the report.  The recommendation to pursue both objectives was consistent with the explicit 

assumption that most economies find themselves inside the production possibility frontier and the 

fact that some equalizing of opportunities could get it closer to the frontier. In other words, there is 

ample room for improvement in both the equity and the GDP space.  

 Even so, equity enhancing policies that also increase aggregate efficiency involve winners and 

losers. Compensating the losers may be costly and adequate redistribution channels may not be 

available. Implementing such policies thus requires a government able to follow a social welfare 

objective à la Sen, as in (2) above, which in turn requires the necessary institutions and governance 

for this not to be opposed by a losing elite.  A better outcome is when the policies that equalize 

opportunities create externalities that benefit the whole society, as possibly with education.  Such 

policies are potentially Pareto superior, except for the fact that it might take time before the short-

term losers are fully compensated. A more detailed distributional analysis would be necessary to 

investigate such possibility. This was not attempted in the report in view of its obvious difficulty and 

country specificity. 

                                                           
9  Note that, as stated, the argument does not refer to an externality but to the general equilibrium effect of a larger 
educated labor force on the rate of return to capital.  In that case, however, workers who initially had gone to college will 
witness a drop in their wage rate.  An educational externality à la Lucas (1988), i.e. which increases the total factor 
productivity, is necessary to generate the Pareto improvement discussed here. 
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3. Evidence about the relationship between inequality, efficiency and growth 

   This reference to the possible growth externalities of equity enhancing policies logically leads 

to the issue of the nature of the evidence about the efficiency gain of these policies.  

This evidence was extensively discussed in the WDR 2006. A host of examples were given 

where correcting market failures led to progress in both equity and aggregate efficiency, very much 

along the lines of the imperfect credit market argument behind figure 1 above: credit market 

imperfections leading to observed rates of return to capital higher in small informal firms, lower 

schooling enrollment or lower school quality among poor people slowing down human capital 

accumulation, share-cropping contracts dis-incentivizing production, caste, gender or ethnic 

discrimination discouraging efforts, etc.   

The problem with this evidence is that it is essentially of a microeconomic nature and says 

nothing about the overall effects such policies could have on the level of GDP or its growth rate if 

they were undertaken at the national level. Yet, such information is necessary to compare these 

policies to other policies that may not improve equity directly but may have a much larger effect in 

terms of GDP and possibly of poverty.  How does a policy subsidizing credit to SMEs compare with 

public infrastructure investments, or a market land reform compare with a major irrigation program?      

The point here is not to get back to the issue of the social welfare function and the weights 

equity and efficiency may have in it. The point is to stress that those policies with both an equity 

focus and a positive effect on efficiency cannot be compared to policies with a pure efficiency focus 

because little is known about the aggregate output effect of the former. We have some idea about the 

GDP impact of an infrastructure investment program, through a simple production function 

approach or cross-country growth regressions. For instance, Calderon et al. (2015) found that the 

elasticity of GDP to an infrastructure capital indicator in a panel of countries is .08 while in an earlier 

paper Calderon and Serven (2004) found that infrastructure capital also reduced income inequality, 

suggesting that this type of investment, which involves high public sector participation, could have a 

substantial impact on poverty.10 Among equity-enhancing policies, comparable estimates are available 

for education focused policies – see in particular Cohen and Soto (2007) who reconcile micro- and 

macro-based estimates of the return to education – and health – see for instance Weil (2007), 

although the link between health and health care policies is more elusive than in the case of 

schooling and education policies.  But, what do we know about the aggregate impact of those 

policies directed toward social protection, SME development, agricultural extension, market land 

reform, anti-discrimination or local empowering through decentralization?  

                                                           
10 Note, however, that the econometric estimation methodology in the 2004 paper was much less advanced than in the 
more recent paper by Calderon et al. (2014), which, unfortunately, does not consider the effect of infrastructure on 
inequality for lack of annual series on inequality.   
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Symmetrically, it must be recognized that the knowledge of the distributional impact of 

policies more directly oriented towards aggregate growth like trade, industrial or infrastructure 

policies is often limited. Both equity and growth focused development policies call for more work to 

know better their joint macro- and micro impact. 

The particular case of human capital policies needs to be stressed as they often tend to 

combine both the equity and the growth objectives and may make them almost inseparable in some 

cases. In many countries, progress in the overall school enrollment rate is likely to concern mostly 

the underprivileged. This is simply because of the (inequitable) political economy phenomenon by 

which the progressive expansion of a public service like public education or health care sequentially 

benefits social groups with a declining political influence.  This may so strong that it would often be 

difficult to say whether human capital policies are equity oriented, as advocated in the WDR 2006, or 

essentially growth oriented.            

Apart from the preceding examples, the difficulty of identifying the growth effect of equity-

enhancing policies11 makes it tempting to rely on the voluminous literature about the relationship 

between income inequality and economic growth as revealed by cross-country comparisons. After all, 

as the inequality of opportunities was seen as a major determinant of the inequality of incomes, the 

latter might taken as being be a good marker of the former. Unfortunately, even if this were the case, 

which is not granted, this would not be very much help. 

 The existing evidence is somewhat ambiguous with some papers pointing to a negative and 

others to a positive relationship depending on whether the analysis bears on pure cross-sections or 

panel data, and also on the data sets being used.  Today, it would seem that an agreement is building 

up on the existence of a long-term statistical negative relationship. The most recent contribution to 

that literature - Ostry, Berg and Tsangarides in this volume – based on a large sample of countries 

and covering an extensive time period indeed confirms such a relationship, although the database 

they use is not without problems12. However, the problem is that, even though this relationship is in 

agreement with the theoretical argument development above its policy implications are limited. In 

addition to the usual worry about cross-country regressions that ignore the country heterogeneity in 

the relationship being tested, the reason is that we are in front of a reduced form model which gives 

no information on the policies able to modify the distribution of income and the pace of economic 

growth.  These may be the equity-enhancing policies discussed in the WDR 2006 or those policies 

able to directly modify the distribution of income, as indeed argued by Ostry et al. (2015) on the 

basis of the observation that income redistribution does not seem to affect economic growth once 

the effect of income inequality after redistribution has been accounted for. Yet, I argued in my 

comments on their chapter, in this volume too, that this argument was not fully convincing.  More 

structural models with explicit policy instruments are needed to understand in more depth the nature 

                                                           
11 Marrero and Rodriguez (2013) and Ferreira et al. (2014) are two recent papers that try to estimate the effect of some 
measure of the inequality of opportunity on growth, across the US states for the former, across countries for the latter.  
In both cases, the problem is of course that only a lower bound of the inequality of opportunities is known.  A negative 
and significant effect is found in the former study while the results of the latter prove more elusive.  
12 See my review of their paper in this volume.  
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and the implication of the statistical relationship that seems to exist between income inequality and 

economic growth.  

 

4. Equalizing opportunities and  income redistribution  

 The emphasis put by the WDR 2006 on the inequality of opportunities led to relatively little 

space devoted to income inequality and income redistribution as such.  To be sure, the report 

insisted on the need to rely on taxation to raise the money required by additional public spending 

directed towards equalizing opportunities. But, relatively little space was overall devoted to the issue 

of the progressivity of the taxation system and public expenditures. Also, the fact that equity, as 

defined in the report included a no-material deprivation dimension -  to prevent low future 

opportunities of a family and certainly of the children -  makes income redistribution an 

indispensable equity-enhancing instrument.  

Unlike income, opportunities cannot be easily redistributed. Going back to the example of 

figure 1, the initial redistribution of wealth from R to P is not an option except at a huge social cost 

and putting the private property principle and the economic system built upon it at serious risk.  

What is possible, however, is to tax the income of R and to subsidize credit to P, in effect taking a 

away from R's income and giving it to a financial intermediary which will then accept to lend money 

to P. In other words, equalizing opportunities may go through taxation and public spending. As a 

matter of fact, many equity-enhancing policies thus have a dimension of income redistribution.  

 This is obviously the case for education and health. In these areas, equalizing opportunities 

goes through public spending on the accumulation of human capital among disadvantaged groups, 

which requires raising funds through taxation of income or assets. As just mentioned, the same can 

be said of the redistribution of assets like financial wealth or land. Social protection and anti-poverty 

cash transfers are other areas where preventing the inequality of opportunities to worsen through 

poverty traps requires income transfers from better off households. Yet, other dimensions of the 

inequality of opportunities may not necessarily require such transfers.  Fighting discrimination and 

monopolistic positions on all types of markets asks for adequate governance more than anything 

else.  

 That equalizing opportunities often goes through taxation and public spending makes the 

potential for income redistribution through the fiscal system all the more important. The main point 

in the WDR 2006 that the equality of opportunities rather than that of income matters for economic 

growth and development is right, but promoting the equality of opportunities actually requires a 

substantial redistribution of income.  

Evaluating the extent of equity-enhancing policies thus asks for a thorough analysis of the 

whole redistribution that takes place though taxation and that part of the public expenditures whose 

beneficiaries can be easily identified.  It matters not only who is being taxed but which part of the 

population benefits relatively more from public spending and the change it makes in the present or 
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future distribution of opportunities. In this respect, the WDR 2006 was right in emphasizing that in 

many countries the fiscal system was extremely regressive either on the taxation side, for instance 

when small farmers are being taxed through unfair prices imposed by marketing boards, or on the 

public spending side, in the multiple instances where public spending benefits well-off families which 

could easily afford the cost of the services freely supplied by the public sector.  

A common recommendation on taxation is to have a broad base and low tax rates so as to 

maximize receipts and minimize distortions.  This seems somewhat contradictory with what is 

learned from optimal taxation theory. Very general social welfare functions and full account being 

taken of the efficiency loss due to too high tax rates lead to progressive tax systems. There is no 

reason this would be different if welfare function were cast in terms of average income and inequality 

of opportunities as in (2) rather than in terms of individual incomes.  At the bottom of the income 

scale, any decrease in income would mean a loss of opportunities, by creating more poverty and 

reducing the investments in the human capital of children. At the top, it is less likely that access to 

income generating activities would be restricted by a tax rate higher than for the rest of the 

population, even though incentives might be weaker.   

If the administrative capacity permits to manage a progressive tax system, the pursuit of 

equity would command to do so. Modern payment technology have made the control of income and 

expenditures easier, but the political will to implement a progressive tax system based on income or 

assets, or to fight tax evasion and corruption is often lacking.  

Progressivity may also be implemented on the public spending side and in some cases this 

may be easier than on the tax side. There are numerous possibilities depending on the country being 

considered:  recovering the cost of higher education for children from well-off families while 

granting scholarships to students coming from more modest households, substituting food or energy 

subsidies by targeted cash transfers, cutting on top pensions in case of a deficit in a pay as you go 

pensions system, etc. All these measures free resources at the expense of the upper part of the 

income distribution, which can be mobilized to improve opportunities at the bottom of the 

distribution by spending on education, health, infrastructure, credit to SMEs, etc.  In all these cases, 

progressivity may be achieved without a complex income control apparatus. Scholarships or fee 

exemption in the higher education system, or replacing consumption subsidies by cash transfers only 

requires identifying household in the lower part of the distribution. Such an identification system 

already exists in many countries, in particular in those which have implemented cash transfer 

systems. On the other hand, cutting on top public pensions is always possible by introducing a 

ceiling in the payments made by the social security system.  

The WDR 2006 could have put more emphasis on this distributional aspect of the funding of 

equity-enhancing policies and the relationship between income redistribution through fiscal policy 

and equalizing opportunities.  True, it already covered very much ground and this kind of incidence 

analysis of taxation and public spending in developing countries has already been applied in different 

contexts – see for instance Bourguignon and Perreira (2003).  The point is, however, that the 

incidence analysis of fiscal policies is very often incomplete. Even though it was not very explicit on 
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this issue, an important contribution of the WDR 2006 has been to inspire an extension of standard 

benefit incidence analysis to opportunity incidence analysis – see for instance Cuesta (2013) – and 

the design of the Human Opportunity Index described in Paes de Barros et al. (2009) and Molinas et 

al. (2010).    

These extensions enlarge the analytical framework for the evaluation of development. When 

restricting development to its pure income dimension, it had been a progress to move from the GDP 

rate of growth as a single indicator of development progress to the 'growth incidence curves' that 

described the way in which income had increased at the various rungs of the income ladder.13 It is an 

additional improvement to move beyond a strict income criterion and to include the change in the 

distribution of opportunities in evaluating development progress.  

At the same time, the link between the distribution of income and the distribution of 

opportunities should be investigated in more depth. The causal relationship that goes from the 

distribution of opportunities to the distribution of income is pretty clear. The reverse relationship 

may be more complex because it involves several mechanisms.  First, as mentioned above, low 

absolute or even relative incomes are synonymous of a lack of future opportunities for those in that 

part of the income distribution and their children, so that it is difficult not to include some measure 

of income inequality or poverty in the evaluation of opportunities.  Second, when measuring the 

opportunities faced by children, as for instance within the Human Opportunity Index,  the income 

per consumption unit in their family is considered as a 'circumstance'  beyond their control, in the 

same way as gender or ethnicity or the area where they live.  Somehow, the distribution of income is 

thus one of the determinants of the inequality of opportunities faced by children. Third, as already 

stressed, the various dimensions of opportunities often are dependent on public spending financed 

by taxation so that equalizing opportunities necessarily requires some income redistribution.  

A last link between the inequality of opportunities and the distribution of income goes 

through what is called 'horizontal inequality' in income distribution analysis. It corresponds to 

differences in earnings between individuals with different circumstances but the same achievements 

in outcome dimensions other than income. Typically, this would be the earnings differential between 

two workers with the same education, the same job experience and similar occupations but different 

gender, ethnic origin or even family background.  It is true, however, that, unlike in the preceding the 

preceding case, the causality runs here mostly from the inequality of opportunities to that of income, 

unlike in the preceding case.   

  

5. Top incomes, institutions and governance 

Even though top incomes had not yet been brought to the forefront of the debate on 

inequality and growth or economic efficiency and were thus not considered explicitly in the WDR 

2006 they really were like the elephant in the room!  Although it was clearly central, the issue of the 

                                                           
13  See Ravallion and Chen (2003) 
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share of the top percentiles of the distribution of income was uneasy to handle in a report directed 

towards policy makers and politicians.  

The embarrassment does not come so much from having in some cases to tell  governments 

that the economic elite is too rich and too corrupt and should reined more strongly and taxed more 

heavily, assuming of course that there is an unequivocal proof that it is because of their excessive 

income share that growth and poverty reduction are too slow. The difficulty is simply that it seems 

counter-productive, and at best useless, to recommend to policy makers a set of measures that they 

cannot enforce because of the political economy constraints under which they operate. This is the 

familiar difficulty of political economy analysis:  what kind of policy recommendation can you draw 

from an analysis where policy decisions are essentially endogenous? In the present case, how to 

recommend reforms leading to broader sharing of political power where the latter is precisely 

monopolized in the interest of a small elite? 

Even though the WDR 2006 did not deliver such a message directly, it was very explicit in 

dealing with institutions and governance on the danger of the "concentration of political power in 

the hands of a narrow group or an elite". This was seen as the cause of bad institutions that would 

encourage the creation of rents through all kinds of monopoly situations and the disregard of all 

claims made by the poor or the middle class, except perhaps in the presence of threats on the power 

of the elite.  The consequence of such a situation could only be an overly unequal distribution of 

income and an inefficient and slow growing economy.  

The argument in the WDR 2006 about the deleterious economic effect of too much 

concentration of political power and bad institutions was cast in terms of equity. The link with the 

inequality of income thus seemed to go in a single direction. The reverse causation between the 

concentration of income and the concentration of political power through the income elite 

influencing politicians received less explicit attention.  Yet, if such a link does exist, then the logic of 

the WDR 2006 would have to be reversed for a while: income inequality would be causing economic 

inefficiency and inequality in the distribution of political power rather than the opposite. 

Is there evidence of such a link that goes from income concentration to political power 

concentration? It is difficult to say because of the obvious two way causality between these two 

phenomena and the vicious circle they create. This is the vicious circle discussed in Acemoglu and 

Robinson (2009) by which weak political institutions generate slow growth and a high concentration 

of income, which in turn leads to weak institutions and bad governance.  But how does a country 

gets into the vicious circle is difficult to say. Engerman and Sokoloff (2000) have held that weak 

institutions in Latin America were the consequence of a high initial level of inequality at the time of 

the 'conquista' and were then responsible for the persistence of inequality.14 Other authors would 

argue that the concentration of political power was the root cause of the vicious circle, as inequality 

                                                           
14

  Easterly (2007) also suggests that there is some econometric evidence suggesting that the causality runs from 
income inequality to bad institutions  
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may not have been as high in the early days of independence but increased very much afterwards.15 

More generally, it is not clear whether there are examples of countries where some exogenous non-

political shock was responsible for a substantial increase in inequality and led after some time to 

explicit signs of political power concentration 

An interesting attempt has been made by Chong and Gradstein (2007) to disentangle the 

causality relationships between income inequality and the quality of institutions using time series 

analysis and Granger causality techniques on a panel of developing countries. Not surprisingly, they 

found that causality was going in both directions. Interestingly enough, however, it was much 

stronger in the direction of income inequality causing weak institutions than the other way around. 

This kind of cross-country analysis is never fully convincing, especially in the present case where 

causality tests are based on the time series properties of variables with typically little time variations. 

In addition, the imprecision of the data on both the various dimensions of institutional quality and 

income inequality is most likely to bias regression estimates 

In this respect, it is worth stressing that the true level of inequality in most developing 

countries is likely to be severely under-estimated because top incomes precisely are under-

represented and/or under-reported in standard household surveys. This bias is also present in 

developed countries but to a lesser extent and corrections are possible using tax return statistics. 

Because a large part of the missing income comes from capital and thus tends typically to fluctuate 

more than labor income, recorded statistics probably miss important time variations in income 

inequality.   

The preceding results on the relationship between income inequality and institutions refer to 

the quality of institutions as summarized by the various indicators published in the Worldwide 

Governance Indicator database16 – voice and accountability, government effectiveness, rule of law, 

corruption, … -  rather than to the nature of political institutions, and in particular the extent of 

democracy.  Attempts at establishing a relationship between inequality and democracy have generally 

failed, one of the reasons being that, as argued by Acemoglu et al. (2014), a democratic political 

system is compatible with different levels of concentration of de facto political power.     

Income inequality has also often been mentioned as the possible cause of social tensions 

even in well governed countries. After all, the "we are the 99%" slogan of the Occupy Wall Street 

crowd was a protest against the concentration of income, and possibly of economic, if not political 

power, in the hands of the top 1%.  Apparently, this movement was not successful in launching 

significant structural reforms, but things might be quite different if inequality keeps rising in the 

United States and sparks new protests in the future. It is also possible that opinions and the will for 

collective action evolve at a slow pace. For instance, the unexpected public success in the United 

                                                           
15

 The view that institutions were the entry point into the vicious circle is illustrated by Acemoglu et al. (2003). On 
Latin America, Williamson (2009) holds that inequality was much lower at the time of independence in Brazil or 
Peru than it is today.  Yet, it seemed to be higher in Mexico and Chile.  
  
16

 See the methodology for the production of these indicators in Kaufmann et al (2002) 
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States and elsewhere, of such a scholarly book on inequality as Piketty's "Capital in the 21st century" 

may well be reflecting the rising consciousness of the importance of maintaining inequality at 

'acceptable' levels in our societies, in the line of the Occupy movement. In Spain, the rise of the 

'Podemos' party born from the 'indignados' movement, contemporary of Occupy, shows that such 

apparently marginal protests may reveal much deeper concerns in the public opinion.  

It must be recognized that we know little about how grassroots and middle class movements 

do, or do not, influence social and economic policy decision making on inequality issues. .There 

presumably is a level of the inequality of income, possibly as the sign of inequality in opportunity 

dimensions, and in some specific opportunity dimension - that will be found intolerable by society, 

so that social tensions will appear when inequality will get close to that threshold. The problem is 

that this threshold is essentially unknown.  

 

Conclusion 

The WDR 2006 has been instrumental in bringing inequality issues to the centre of the 

development policy debate with the important caveat that not all types of inequality were equivalent. 

Its main contribution is indeed to have shown the importance of reducing the inequality of 

opportunities, as measured by the inequality in the distribution of economic endowments in the 

population and in their access to various income-generating facilities, both from an intrinsic and an 

instrumental point of view.  At a point of time, it is the distribution of opportunities that determines 

both the aggregate efficiency of the economy and the distribution of current income. Accelerating 

development may thus be obtained by reducing the inequality of opportunities and the report 

devoted considerable space about policy measures to achieve such a goal.   

Such a strong message may have had the effect of diverting the spotlight from the other 

dimension of inequality, that of outcomes and, in particular, income or standard of living. This paper 

has tried to redirect the spotlight on the dual aspect of inequality, insisting upon the need to look 

simultaneously at both the inequality of opportunity and the inequality of outcomes, or more 

generally at the whole vector of inequalities, whether they are concerned with income, wealth, gender 

or ethnic discrimination, exclusion from some markets or the inability to influence public policy 

making, including the functioning and the role of the state. Such a comprehensive approach to 

inequalities is needed for policy making as most attempts at equalizing anyone of the dimensions of 

this vector of inequalities   will require some change in other dimensions and in particular the income 

dimension. Vice versa, any change in income inequality will require changes in several other 

inequality dimensions. The same generalized approach to inequality is to be adopted by researchers 

in the field of economic development, even though the relationship between these various types of 

inequality is certainly much more complex and difficult to observe and analyze than inequality in a 

single outcome or opportunity dimension, as presently studied.  

It is quite encouraging to see that, following the WDR 2006, a substantial progress has been 

made in measuring and analyzing the inequality of opportunity and that this topic is much more 
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present in the development policy debate than this was the case before.  Yet, considerable work 

remains to be done for this area of research to acquire the same maturity as the field of income 

inequality. As a matter of fact, the main conclusion of this chapter is probably that the most 

important challenge to be addressed at this stage is the integration of the various aspects of inequality 

within a unified and encompassing view.  
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In the 10 years since the World Bank’s 2006 WDR Equity and Development was being 

written inequality has become even more prominent in policy debates. This comment focuses on 

three questions: 

 Was the WDR’s emphasis on inequality of opportunity justified and have defensible 

approaches to operationalizing the concept emerged since then?  

 What other aspects of inequality have emerged as relevant to policy debates?  

 How does the WDR’s perspective relate to the spreading concerns about rising high-end 

inequality?  

The WDR’s emphasis on inequality of opportunity 

“Equity” is a big word. As the WDR recognized, we need to be more specific, especially 

when we carry that word to policy making. The WDR built nicely on a strand of thought from 

philosophy and economics that offers hope for consensus around the need to redress inequality of 

opportunity (INOPP). This was an important contribution to development policy discussions. 

Roemer (1998) had argued that we need only worry about inequalities that stem from 

circumstances beyond an individual’s control—those things that are not traceable to the 

individual’s own choices.
 
 By this view, inequality of outcomes is fine as long as it reflects 

personal efforts.  

There is a continuing debate on this view. Can we ever ignore inequality due to differing 

effort? People make mistakes. It is surely unimaginable that any civilized society would do 

nothing about extreme, possibly life-threatening, deprivations on the grounds that they are 

traceable to some mistaken choices by the persons concerned. Inequalities stemming from 

choices can hardly be banned from public redress.  
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The WDR largely shied away from such issues, and focused more on the instrumental 

case for equity—its relevance to other objectives. This perspective was clearly seen by the 

authors as having greater traction within the mainstream development community. Of course, as 

soon as one frames the issue in instrumental terms, “equity” loses its place at the high table of 

development goals. But many of the things that are important to development are not clearly 

ends in themselves, including economic growth. 

The main goal for which equity was seen as instrumentally important was economic 

growth. For some time the Bank had seen growth as important for poverty reduction, which had 

been seen as the overarching goal since the early 1990s. The WDR saw inequality as costly to 

progress against poverty. However, it did not see equity as solely of concern for poverty.   

The WDR took it to be self-evident that INOPP was the relevant dimension of inequality 

for making its instrumental case. This has never been entirely clear. Inequality of outcomes also 

matters to growth. For example, the way credit market failures impact on growth is via the initial 

distribution of wealth. And it is not just inequality that matters; market failures can entail that 

poverty impedes growth and this is consistent cross-country evidence (Ravallion, 2013).  

The evidence for the WDR’s position on this topic was weak at the time, as noted by 

Bourguignon (2014). In the only paper since then to test the assumption made by the WDR, 

Ferreira et al. (2014) study economic growth in a large cross-section of countries. They confirm 

past evidence that income inequality is harmful to growth but they do not find that the 

component of inequality that they attribute to unequal opportunities is especially harmful.
1
 

From a time soon after the WDR 2006 appeared, the nub of the matter was how one 

might go about operationalizing a Roemer-influenced measure of INOPP. In practice, advocates 

of this approach ignore “effort” as an explicit factor and focus instead on reduced-form 

regressions for outcomes—typically household income or consumption—on selected measures 

of circumstances. The predicted values are then used for measurement. The Bank’s Human 

Opportunities Index is an example, with origins in the work of Paes de Barros et al (2009). We 

are seeing more applications of this approach.  

There are some continuing concerns related to both what we mean by “circumstances” 

and the fact that “effort” is largely unobserved.  In practice, the reduced-form interpretation of 

the regression of outcomes on circumstances allowed the possibility that latent effort was a 

                                                           
1
 The authors suggest at one point that inequality of effort may be good for growth, though this is far from clear.  
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function of circumstances. We then forgo knowing if the estimated effect of circumstances is 

direct or via effort. But we do not need to know that in order to proceed in measuring INOPP. 

But have we reliably identified an effect of circumstances? The things we observe in data 

are likely to be an incomplete account of the relevant circumstances. It is often argued that the 

regression is likely to underestimate the contribution of circumstances, although this is not 

obvious. What is being identified as the effect of a “circumstance” may only be statistically 

salient to outcomes because it is correlated with latent effort. When the “circumstances” are 

measured by a variable like parental schooling it may seem beyond doubt that it is exogenous to 

the incomes of the children when they become adults. But what if poorly educated parents install 

values in their children that discourage work effort? While some of us might dismiss that 

possibility on a priori grounds, others do not, and credible measurement of the contribution of 

circumstances must be reasonably robust to such counter-arguments.  

The standard regression method used in this literature for measuring INOPP may well 

overestimate the impact of circumstances on outcomes, given that latent effort interacts with 

circumstances to determine outcomes.
2
 We really can’t say with much confidence that this 

approach has truly isolated the impact of circumstances or the share of the variance in outcomes 

that is attributable to the observed circumstances.  

While econometric subtleties such as this rarely come into the discussion of INOPP, most 

people are aware of the concern about latent aspects of effort. In practice, the logic of 

opportunity egalitarianism can slip easily into blaming poor people for their poverty, and 

excusing rich people for their success on the grounds of some claimed effort they have made but 

which is hidden from our view.  

Even putting these concerns aside, what does the WDR’s INOPP emphasis really mean 

for policy? The WDR did not, in my view, provide a compelling case (on moral or other 

grounds) for thinking of equity as an independent goal to poverty reduction as long as the 

concept of “poverty” was sufficiently broad, including reflecting inequality amongst poor 

people.
3
 We are probably not going to recommend curtailing the opportunities of those with 

ample opportunities (as pointed out by Roemer, 2013). So our focus will naturally be on raising 

                                                           
2
 This interaction effect appears in the error term of the standard INOPP regressions, and is likely to be positively 

correlated with the regressors for circumstances; see Ravallion (2015, Chapter 3).  
3
  The moral difficulty in allowing a trade-off between inequality and poverty led Rawls (1971) to his famous 

“difference principle:” that rising inequality is only morally acceptable if it benefits the least advantaged. 
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the opportunities for poor people. Thus we end up back with poverty reduction (in some 

reasonably broad formulation) as the overarching goal. We have come full circle.  

Aspects of inequality that received less attention in the WDR 

While INOPP provided a key conceptual foundation for the WDR’s instrumental case 

against inequality, the bulk of the WDR’s empirical measures were about inequality of 

outcomes, specifically inequality of household income or consumption per person. Here the 

WDR largely followed the long-standing practice of relying on relative inequality measures, 

defined in terms of ratios of incomes or consumptions.  

There are continuing concerns about the relevance of the types of measures found in 

WDR 2006 and elsewhere (including the World Development Indicators; see, for example, 

World Bank, 2013) to ongoing debates about equity and development.
4
  By contrast to relative 

inequality, absolute inequality depends on the absolute differences in levels of living.  It is not 

that one concept is “right” and one “wrong.” They simply reflect different value judgments.  

In this light, let us consider the longstanding debates on growth and equity. A large body 

of evidence has accumulated indicating that economic growth in developing countries tends to be 

distribution-neutral on average, meaning that changes in relative inequality are roughly 

uncorrelated with growth rates.
5
 Finding that the share of income going to the poor does not 

change on average with growth does not mean that “growth raises the incomes (of the poor) by 

about as much as it raises the incomes of everybody else,” as claimed by the Economist 

magazine (May 27, 2000, p.94). Given existing inequality, the absolute income gains to the rich 

from inequality-neutral growth will of course be greater than the gains to the poor. The empirical 

finding in the literature that growth tends to be inequality-neutral within developing countries 

will carry little weight for those concerned about absolute inequality, who prefer translation 

invariance to scale invariance.  One expects an absolute measure to rise with growth, and fall 

with contraction.  I confirm this using country-level data in Ravallion (2014b).  

Past and ongoing debates about the distribution of the gains from growth appear to rest in 

no small measure on this (rarely discussed) conceptual difference in how inequality is defined.  

When citizens see a growth process whereby the rich guy can buy a new car and the poor guy 

                                                           
4
 I started voicing these concerns prior to the WDR 2006 (such as in Ravallion, 2003). This section draws in part on 

Ravallion (2014b).  
5
 Ferreira and Ravallion (2009) review the evidence on this point. 
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can only fix his bicycle they may be justified in calling it “inequitable” even if relative inequality 

is unchanged. Recognizing this point may not resolve the debate, but it would make clearer what 

is at issue.   

Unlike those who see inequality as relative, those who view it in absolute terms will 

expect to see a trade-off between reducing inequality and reducing poverty. Some growth-

promoting and poverty-reducing policy reforms may well come in for serious criticism from, and 

even be blocked by, a non-negligible number of observers concerned about widening gaps in 

living standards between the rich and the poor. It would aid constructive policy debate if those 

observers explicitly acknowledged that they are willing to see more absolute poverty in the world 

to assure less absolute inequality.  

Another aspect of inequality that has great relevance to policy debates but received little 

attention in the WDR concerns horizontal inequalities—differences in how ex ante similar 

people fare under policies and economic changes.  A characterization of the distributional 

impacts of policy reforms that only considers the vertical redistributions involved—the 

differences in average gains between rich and poor, say—ignores impacts that can have both 

political salience and relevance to other aspects of policy. The political responses that can stall 

reform or create large social costs are in part horizontal in nature—between people at similar 

levels of living pre-reform.
6
  It can be deceptive to simply average across these horizontal 

differences. Some reforms also combine large losses (say) for a relatively small number of 

people with small gains to a large number. Citizens and policy makers are likely to care about 

such differences. Better knowledge about such horizontal impacts can also inform the design of 

social protection policies that anticipate what types of households lose.  

While the measures used might have been overly narrow in their focus on relative and 

vertical inequalities, the primary data work that was done for the WDR 2006 was nonetheless 

impressive (especially noting the short time frame for the work at the time). Even 10 years later, 

this remains a valuable description of the extent of inequality in the world, including in some 

important non-income dimensions, such as health. The WDR’s micro data set has expanded to 

now include harmonized variables from over 600 surveys for 120 developing countries. 

Unfortunately access is currently confined to World Bank staff although I am told that there are 

                                                           
6
 This is especially evident in considering trade policy, given that the heterogeneity in net trading positions in 

relevant markets. This point is developed further and illustrated empirically in Ravallion (2006). 
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plans for facilitating public access. This could well form the basis for a truly global compilation 

of micro data sets for measuring poverty and inequality.
7
 Our understanding of inequality could 

benefit from such a global micro-data archive.  

High-end inequality       

Rising inequality at the top has emerged as an important policy concern, especially in the 

U.S. (though how much political momentum that concern will maintain remains unclear). This 

has been fuelled in part by the impressive data base assembled by Piketty (2014) and colleagues 

documenting the high and rising share held by America’s top 1%. With reference to this high-

end inequality, Bourguignon (2014) asks an important un-answered question: “Is too much of 

that inequality bad for development?” 

Piketty’s book is mainly about a specific source of inequality: the rising concentration of 

non-human wealth—Piketty’s “capital” in his title, comprising physical capital, financial capital 

and real property. This is returning the U.S. to levels of inequality not seen since the first few 

decades of the 20
th

 century. Although the evidence base is much weaker, one hears concerns 

about a rising concentration of non-human wealth in many developing countries today.  

I think developing countries should be concerned about the damage that is possible from 

too much concentration of non-human wealth. The WDR pointed to the potential for elites to 

undermine reforms in the collective interest. However, I would not want to see a focus on non-

human wealth inequality divert attention from inequalities in human development. In most 

developing countries I would contend that inequality of human wealth is the more important 

concern for development.  

Here there is a message from the 2006 WDR of continuing relevance. High returns to 

human capital, stemming from unequal opportunities for acquiring that capital, put upward 

pressure on inequality in other dimensions and represent lost opportunities for society as a 

whole, breeding an inequitable growth process going forward. There is a potential corrective, in 

that inequality of opportunity undoubtedly makes inequality of non-human wealth less 

acceptable in society. That helps assure the type of political consensus one often sees about 

                                                           
7
 There is already such a compilation in the form of the Luxembourg Income Study (LIS) although (despite some 

effort) this remains skewed toward rich countries (Ravallion, 2014c). 
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reducing INOPP. There has been progress in promoting better health and education for poor 

people across the globe. But there is still a lot to do in assuring a reasonably level playing field.  

America has been the focus of the current attention to high-end inequality. But it is also a 

country that today’s developing countries can learn from in thinking about how best to redress 

inequalities in access to the means for developing human capital. From the 19
th

 century, America 

was especially good at fostering high-quality public education for all, which was a key 

foundation for its equitable growth until the latter part of the 20
th

 century, as Goldin and Katz 

(2008) have shown (though with a reversals of progress since the 1980s). Here there is a (more 

positive) lesson from American experience. 
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Abstract 

Headcount measures of poverty are by far the most common tools for evaluating 
poverty and gauging progress in global development goals. The headcount ratio, or 
the prevalence of poverty, and the headcount, or the number of the poor, both 
convey tangible information about poverty. But both ignore the depth of poverty, so 
they arguably present distorted views of the spatial distribution of poverty as well 
as the extent of progress against poverty over time. Additionally, headcount 
measures can provide incentives for policymakers to focus their efforts on the least 
poor, an observation well understood among policymakers themselves. While other 
poverty measures mitigate these problems by capturing the intensity as well as the 
prevalence of poverty, they are often dismissed from the policy discourse as being 
too “unintuitive” to have traction. There is a need for poverty measures that go 
beyond traditional headcount measures, but retain their direct interpretation. This 
paper presents person equivalent (p. e.) headcount measures, which do just that. 
Our approach draws on the logic of full-time equivalent jobs, adult equivalent 
incomes, and other constructs in economics. An initial period is used to calibrate the 
average depth of poverty among the poor, which then becomes the “person 
equivalent” underlying the p. e. headcount and the p. e. headcount ratio. We 
illustrate our methods using $1.25 a day poverty data from 80 countries as provided 
by the World Bank, and show how the new measures map out different pictures of 
poverty and progress than traditional headcount measures. Overall, the picture is 
one of a more rapid decline in global poverty, but with significant redistributions of 
its burden across regions and countries. For example, p. e. headcounts are much 
higher than traditional headcounts in Latin America and the Caribbean and Sub 
Saharan Africa; in South Asia and East Asia and the Pacific the reverse is true. In 
Nigeria the traditional headcount rose by 28 million and the p. e. headcount rose by 
50 million; in South Africa the p. e. headcount fell by more than the traditional 
headcount.  We discuss properties of the new measures, outline some 
generalizations and conclude with recommendations for using this approach in 
development goals to track progress and direct policy. 
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1. Introduction 

The most common tools for monitoring poverty are headcount measures, which 
evaluate a country’s poverty level using the number or prevalence of poor persons 
in the country. Yet as emphasized by Sen (1976), headcount measures have serious 
limitations stemming from their inability to differentiate among the poor.1 Large 
changes in poor incomes are ignored when the incomes stay below the poverty line, 
while small changes near the line can disproportionately affect measured poverty. 
Alternative poverty measures have been developed that address this problem by 
accounting for the intensity of poverty; but these measures are typically absent from 
policy discussions as they can be viewed as challenging for policymakers to explain 
intuitively, or for the public to understand. 

The exclusive use of headcount measures to evaluate poverty can have significant 
implications for policies used to address poverty. Bourguignon and Fields (1990) 
demonstrated how using headcount measures encourages policymakers to ignore 
the poorest of the poor and focus on those with incomes just below the poverty line. 
Sen (1992, p. 105) contends that any government focusing solely on headcount 
measures “faces a strong temptation to concentrate on the richest among the poor, 
since this is the way that the number of the poor ... can be most easily reduced.” A 
similar statement could be made for development NGOs, international organizations, 
or other aid partners whose efforts are judged using poverty headcounts.2 

There is clearly a need for poverty measures that have a straightforward 
interpretation analogous to the headcount measures and yet appropriately reflect 
the intensity of poverty among the poor. This paper presents a new variety of 
poverty measures - called person equivalent headcount measures - to address this 
need. The average depth of poverty among the poor is calculated from an initial 
population; this benchmark “person equivalent” is used to translate between 
income and persons. Poverty is measured in “people space” by counting the number 
of person equivalents. The idea has analogies with the notion of a full time 

                                                        
1Sen (1976, p. 219) critique begins with the observation that headcount measures 
ignore the poverty depth: “An unchanged number of people below the ‘poverty line’ 
may go with a sharp rise in the extent of the short-fall of income from the poverty 
line.” He also attacks headcount measures for ignoring the distribution of income 
among the poor. 
2 In a 2012 presentation, Steve Radelet, former Chief Economist with USAID, urged 
the donor community to look beyond headcount measures, which ignore progress 
that takes place below the poverty line (Risley, 2012). Our paper was written in 
response to his message and the real world examples he described in subsequent 
conversations. 
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equivalent employee, which measures employment using a benchmark workweek 
to account for variations in the hours worked by different employees.3  

We present two measures. The first, called the person equivalent headcount, is 
analogous to the headcount, or the number of poor, but instead of counting persons, 
it counts person equivalents. The second, called the person equivalent headcount 
ratio, divides through by the overall population size; it is analogous to the 
traditional headcount ratio, or the share of the population that is poor. Both are 
shown to be linked to traditional gap measures of poverty, and exhibit a number of 
useful properties, including two that traditional headcount measures lack: 
monotonicity (which requires poverty to rise if a poor person’s income falls) and 
continuity (which requires the measure not to change abruptly with a small change 
in income). We note that raising a minimally poor person across the poverty line 
will lower a person equivalent headcount by less than one; raising an extremely 
poor person to just below the poverty line will lower it by more than one. In 
addition, both measures are decomposable by subgroup and hence are subgroup 
consistent.  

The new measures are related to gap measures, but differ in one key respect - their 
numerical values have meanings that are vivid and intuitive, as headcounts that 
control for the condition of the poor. Traditional headcount measures can be 
misleading when the conditions of the poor change dramatically. Person equivalent 
headcount measures benchmark the initial conditions of the poor, and then employ 
this standard as a measuring rod to count the number of standardized poor, or 
person equivalents. The picture of poverty is altered in appropriate ways: it raises 
the level of measured poverty when the conditions of the poor become worse; it 
lowers it when the average conditions are better. The extent of this alteration in 
practice can be captured with the elasticity of the person equivalent headcount ratio 
with respect to the traditional headcount ratio (or “depth elasticity”).  

We illustrate our methods using $1.25 a day data from PovcalNet at the World Bank, 
which are based on household survey data. We select two data points for each of 80 
countries, one from the 1990s and a second from the 2000s, and show how the 
picture of poverty is altered over space and time when p. e. headcount measures are 
used. Overall, the picture is one of a more rapid decline in global poverty, but with 
significant redistributions of its burden across regions and countries. The depth 
elasticities of individual countries are typically greater than 1.0, but with wide 
variation. We also illustrate how poverty levels change when the benchmark 
population is altered, but other conclusions are not affected, including country 
comparisons, poverty growth rates, and depth elasticities. We conclude with a 
discussion of some potential topics for future research, such as applying the 

                                                        
3 See also the related notions of adult equivalent incomes commonly used in 
distribution analysis, the equally distributed equivalent income of Atkinson (1970), 
or adult equivalent labor as in Basu and Pham’s (1998) model of child labor. 
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approach to the increasingly influential multidimensional poverty measures and 
using person equivalent headcount measures in development goals.  

Section 2 begins with the basic definitions and notation used in the paper, while 
section 3 constructs the new measures and discusses their characteristics. The 
empirical examples are presented in section 4. Section 5 provides concluding 
remarks and future extensions.  

 

2. Definitions and Notation 

The population size is denoted by a positive integer 𝑛, with persons represented as   
𝑖 = 1, … , 𝑛. The vector 𝑥 = (𝑥1, . . . , 𝑥𝑛) denotes a distribution of income among the 
population, while a poverty line 𝑧 > 0 is used to identify when a person is poor, 
namely, when 𝑥𝑖 < 𝑧. Let 𝑔 = (𝑔1, … , 𝑔𝑛) be the vector of normalized gaps, where 

𝑔𝑖 = (𝑧 – 𝑥𝑖)/𝑧 for any person 𝑖 who is poor while 𝑔𝑖 = 0 for nonpoor 𝑖. The 

normalized gap of a poor person expresses the shortfall 𝑠𝑖 = (𝑧 – 𝑥𝑖) from the 
poverty line as a share of the poverty line 𝑧. A poverty measure 𝑃 aggregates the 
information in 𝑥 given 𝑧 to obtain an overall level 𝑃 = 𝑃(𝑥; 𝑧) of poverty. A simple 
example is given by the poverty headcount 𝑞 = 𝑞(𝑥; 𝑧) or the number of poor people 
in 𝑥 given 𝑧, while the headcount ratio 𝐻 = 𝑞/𝑛 is the share of the population that is 
poor.  

Headcount measures do not distinguish among the poor; they ignore the progress a 
poor person makes on the way to escaping poverty. In contrast, the poverty gap 
ratio 𝑃1 = 𝜇(𝑔1, … , 𝑔𝑛), which is the mean normalized gap in a population, clearly 
differentiates among the poor according to the depth of their poverty, and registers 
a decrease whenever a poor person’s income rises. Notice that it can be written as 
𝑃1 = 𝐻𝐼 = 𝐻𝐴/𝑧 where 𝐻 is the headcount ratio, 𝐼 is the income gap ratio or average 
normalized gap among the poor, and 𝐴 = 𝑧𝐼 is the average shortfall among the 
poor.4 In general, the FGT class of poverty measures can be defined for 𝛼 ≥ 0 as 
𝑃𝛼 = 𝜇(𝑔1

𝛼, … , 𝑔𝑛
𝛼), or the mean of the normalized gaps raised to the power 𝛼. Clearly 

𝑃0 = 𝐻 is the headcount ratio and 𝑃1 is the poverty gap measure, while 𝑃2 is the FGT 
squared gap poverty measure that is particularly sensitive to the poorest poor and 
accounts for inequality among the poor.  

Each of these poverty measures is relative in that it evaluates the magnitude of 
poverty relative to the population size, and satisfies replication invariance, which 
requires a given distribution to have the same poverty level as one in which each 
income is replicated 𝑘 times. Other measures are absolute in that they satisfy linear 

                                                        
4 Note that 𝐼 (or 𝐴) is an indicator of the average intensity of poverty among the 
poor, but is not a good overall measure of poverty. In particular, it can increase 
when a poor person escapes poverty and the remaining incomes are unchanged, 
thus violating a standard monotonicity requirement. 
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replication, which requires a 𝑘-replication of a distribution to have 𝑘 times the 
poverty of the original distribution. The headcount 𝑞 is one example, and the total 
gap 𝑇 = 𝑞𝐴, or the total income necessary to raise all poor persons to the poverty 
line, is another. Both relative and absolute measures are helpful in evaluating 
income poverty across populations and their subgroups.   

 

3. Poverty Gaps and Person Equivalents 

Following Sen (1976), there has been a shift in the focus of poverty measurement 
from the identification step, by which the set of the poor are identified, to the 
aggregation step, by which the data are aggregated into an overall measure of 
poverty. Various improved aggregate measures have been proposed as 
replacements for the headcount q (the number of the poor) or the headcount ratio H 
(the share of the population that is poor). However, the simplicity of the headcount 
measures has continually led policymakers and applied researchers back to these 
crude measures.5 Even the poverty gap measure P1 = HI which was critiqued by Sen, 
and popularized as part of the decomposable class of Foster, Greer, and Thorbecke 
(1984), is often dismissed as being too difficult for policymakers to grasp and use. 
Consequently, many discussions of poverty ignore significant variations in the 
intensity of poverty across space and time. With headcount measures, each poor 
person counts the same; with other measures, the contribution of each poor person 
depends on the intensity of the poverty they experience. 

In income poverty measurement, the simplest gauge of a poor person’s intensity of 
poverty is the shortfall 𝑠𝑖 = 𝑧 − 𝑥𝑖 from the poverty line. The average depth or 
intensity of poverty among the poor can then be measured as 𝐴 or the average 
shortfall among the poor. Denote the average shortfall and the poverty headcount in 
an initial or benchmark distribution, 𝑥0, by 𝐴0 and 𝑞0 respectively. We want to 
measure progress when changes occur and lead to a new distribution 𝑥 and its 
associated average intensity and headcount, 𝐴 and 𝑞. For simplicity, let us initially 
assume that there is no population growth, so that 𝑛 = 𝑛0. A traditional way of 

assessing progress is by using the change in headcounts, with Δ𝑞 = 𝑞 – 𝑞0 <  0 

indicating an improvement in poverty, Δ𝑞 = 𝑞 – 𝑞0 > 0 indicating a worsening, and 

Δ𝑞 = 𝑞 – 𝑞0 = 0 suggesting that poverty is unchanged. This assessment might well 
be justified if the average intensity of poverty were held constant. However, if 𝐴 is 
also changing, and the depth of poverty is seen to be of relevance in assessing 
progress, then headcounts by themselves can provide a misleading view of poverty. 
For example, if incomes of all extremely poor persons in society rose to close to, but 

                                                        
5Foster and Sen (1997) discussed the tradeoff between the desirable properties of 
the new aggregate measures and the simplicity of the headcount measures and 
other “partial indices” of poverty that convey tangible information on one aspect of 
poverty. 
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just below the poverty line, this would be viewed using 𝑞 as no progress at all. 
Likewise, if one person who is marginally poor (i.e., having an income just below the 
poverty line) became nonpoor and in the process all other poor persons become 
extremely poor, this would be seen as an unambiguous improvement by 𝑞. However, 
such a conclusion would be challenged if 𝐴 were taken into account. We consider an 
alternative way of measuring headcounts that controls for the changes in the 
average intensity of poverty.  

To this end, we observe that the initial intensity 𝐴0 can be used as a measuring rod 
in interpreting poverty comparisons and evaluating progress. For example suppose 
that the poverty line 𝑧 is the traditional $1.25 a day, and that initially there are 
𝑞0 = 1000 poor persons with an average shortfall of 𝐴0 = 50¢, so that the total 
shortfall in the population is 𝐴0𝑞0 = $500. In the following period suppose that 𝑞 is 
unchanged at 1000 while the average shortfall declines to 𝐴 = 45¢, leading to a new 
total shortfall of 𝐴𝑞 = $450. Although the total number of poor persons is 
unchanged, progress has clearly been made towards reducing poverty. We can 
measure this improvement by dividing the new total shortfall 𝐴𝑞 = $450 by the 
original average shortfall 𝐴0 = 50¢ to obtain the person equivalent (p. e.) headcount 
𝑞𝑒 = 900. In words, the person equivalent headcount 𝑞𝑒 is the number of poor persons 
with the initial average shortfall 𝐴0 that it would take to aggregate up to the new 
total shortfall of 𝐴𝑞. It is the number 𝑞𝑒 that solves 𝐴0𝑞𝑒 = 𝐴𝑞 and, hence, the person 
equivalent headcount is defined as  

𝑞𝑒 = 𝑞
𝐴

𝐴0 .        (1) 

Progress can be gauged using the p. e. headcount, with Δ𝑞𝑒 = 𝑞𝑒 – 𝑞0 < 0 indicating 

an improvement in poverty, Δ𝑞𝑒 = 𝑞𝑒 – 𝑞0 > 0 indicating a worsening of poverty, 

and Δ𝑞𝑒 = 𝑞𝑒 – 𝑞0 = 0 indicating that poverty is unchanged. The above example has 

Δ𝑞𝑒 = 900 – 1000 = −100, which suggests that there has been progress towards 
reducing poverty on the order of 100 person equivalents. In contrast, the traditional 
headcount would indicate no progress at all. Note that the ratio 𝐴/𝐴0 is a 
transformation factor that converts the actual headcount 𝑞 into the person 
equivalent headcount 𝑞𝑒 . It reinterprets the average gap using the measuring rod of 
the benchmark average gap. In our example, 𝐴/𝐴0 = 45¢/50¢ = 9/10, so that the 
new distribution with 1000 poor persons and an average gap of 45¢ is viewed as 
having 𝑞𝑒 = 900 person equivalents. 

This approach can be extended to the variable population size case to obtain a 
measure of poverty qe that is absolute or independent of the number of the nonpoor. 
When population size varies, though, it is more traditional to report the headcount 
ratio, or the prevalence of the poor as a share of the overall population. Let 
𝐻0 = 𝑞0/𝑛0 denote the initial headcount ratio and 𝐻 = 𝑞/𝑛 denote the subsequent 
headcount ratio. The person equivalent headcount ratio is defined as 𝐻𝑒 = 𝑞𝑒/𝑛. In 
our previous example, suppose that the population size was initially 𝑛0 = 5000 and 
dropped to 𝑛 = 4500. Then with 𝑞0 = 𝑞 = 1000, we would have 𝐻0 = 1/5 and 
𝐻 = 2/9 so that poverty as measured by the headcount ratio has risen, or Δ𝐻 > 0. 
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However, since 𝐻𝑒 = 900/4500 = 1/5, this means that the person equivalent 
headcount ratio is unchanged; the number of person equivalents declined at the 
same rate as the overall population. Note that 𝐻𝑒 is the value that solves 
𝐴0𝑛𝐻𝑒 = 𝐴𝑛𝐻 and hence the person equivalent headcount ratio may be defined as  

𝐻𝑒 = 𝐻
𝐴

𝐴0
 .        (2) 

As before, 𝐴/𝐴0 is the transformation factor converting the headcount ratio 𝐻 into 
the p. e. headcount ratio 𝐻𝑒 . In this example, 𝐻 = 2/9 and 𝐴/𝐴0 = 9/10, and so 
𝐻𝑒 = 1/5. 

The above presentation has employed the average gap 𝐴 as a measure of intensity to 
gauge the conditions of the poor. An alternative to the average gap is the income gap 
ratio 𝐼 = 𝐴/𝑧, which expresses the average gap as a percentage of the poverty line, 
rather than in monetary units, and is the intensity measure behind the poverty gap 
ratio 𝑃1 = 𝐻𝐼. What would change if the income gap ratio 𝐼 rather than the average 
(monetary) gap 𝐴 were used in the construction of the p. e. headcount and 
headcount ratio? It is easy to see that since 𝐼/𝐼0 = 𝐴/𝐴0, the transformation factor 
would remain the same, and hence the resulting person equivalent measures  

  𝑞𝑒 = 𝑞
𝐼

𝐼0   and  𝐻𝑒 = 𝐻
𝐼

𝐼0 .       (3) 

are identical to those defined in (1) and (2). Intuitively speaking, the person 
equivalent compares the intensity in the later period to the benchmark intensity, 
and the ratio is the same whether the intensity is measured in monetary units or in 
poverty line units.  

The poverty gap ratio 𝑃1 = 𝜇(𝑔1, … , 𝑔𝑛) combines 𝐻 and 𝐼 to obtain a measure that 
reflects both the prevalence and intensity of poverty. It is a second indicator used to 
measure progress toward the poverty goal of the MDGs and is readily available on 
the World Bank’s PovcalNet website. And when published data exist on 𝑃1, 𝐻, and 𝑛, 
the person equivalent measures 𝑞𝑒 and 𝐻𝑒 can be easily derived as follows. First find 
the benchmark intensity level 𝐼0 = 𝑃1

0/𝐻0. Then calculate the person equivalent 
measures as 

𝑞𝑒 = 𝑛𝑃1/𝐼0  𝑎𝑛𝑑 𝐻𝑒 = 𝑃1/𝐼0         (4) 

In other words the person equivalent headcount ratio is found by dividing the 
poverty gap measure 𝑃1 by the base intensity level 𝐼0, while the headcount further 
nets out the population size 𝑛. 

The expression for 𝐻𝑒 in equation (4) makes it clear that given a fixed initial average 
intensity level 𝐼0, the equivalent headcount ratio 𝐻𝑒 is proportionate to the poverty 
gap measure 𝑃1. Thus 𝐻𝑒 is a poverty measure that evaluates distributions in the 
same way as 𝑃1, but has an alternative interpretation as the number of person 
equivalents per capita. It shares the same properties as 𝑃1, including symmetry, 
population replication, the focus axiom, monotonicity, continuity and 
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decomposability.6 In contrast, the original headcount ratio 𝐻 does not satisfy 
monotonicity and continuity; it ignores all improvements in the conditions of the 
poor that do not result in a crossing of the poverty line, but registers a discrete 
change when a poor person does cross. For instance, if a program targeting the 
ultra-poor successfully lowered their income shortfalls by 90%, it would be 
regarded by 𝐻 with indifference – the prevalence of poverty has simply not changed. 
The program’s progress would be revealed if the p. e. headcount ratio 𝐻𝑒 were used. 
In an analogous fashion, equation (1) reveals that the person equivalent headcount 
𝑞𝑒 is proportionate to the total income gap 𝑇 = 𝑞𝐴 and hence evaluates 
distributions in a similar way. The properties satisfied by 𝑞𝑒 (and 𝑇) include 
symmetry, linear replication, the focus axiom, monotonicity, continuity and 
additivity, all of which are satisfied by the headcount measure 𝑞 apart from 
monotonicity and continuity.7 The monotonicity axiom ensures that 𝑞𝑒 reflects the 
changes in the intensity of poverty even when 𝑞 is unchanged.   

We have described two new measures of poverty – the person equivalent headcount 
measure 𝑞𝑒 and the person equivalent headcount ratio 𝐻𝑒 – that evaluate poverty in 
“people space” with the help of a transformation factor based on the average depth 
or intensity of poverty in a benchmark period. If average depth falls below 
benchmark, the person equivalent headcount measure will be lower than its 
respective traditional headcount measure; if average depth rises above benchmark, 
the person equivalent headcount measure will be higher. When a person who was 
poor in an initial period crosses the poverty line, the impact on a person equivalent 
headcount measure depends on the depth of the person’s poverty in the prior 
period: If the initial income was slightly below the poverty line, it would have a 
small effect on a person equivalent headcount measure, while if the income was well 
below the poverty line, it would have a large effect. 

In certain contexts, we might be mainly interested in evaluating the percentage 
change in poverty through time. To evaluate the inclusiveness (or pro-poorness) of 
growth, for example, the rate of reduction in poverty can be divided by the growth 
rate in per capita income to derive the growth elasticity of poverty – a measure of 
how well the economy is converting income growth into poverty alleviation. The 
traditional growth elasticity uses the headcount ratio 𝐻; the person equivalent 
headcount ratio 𝐻𝑒 could also be used. A related statistic compares the growth 
elasticities of 𝐻𝑒 and 𝐻 (or equivalently, the growth rates of 𝐻𝑒 and 𝐻) to obtain the 

                                                        
6 Precise definitions can be found in Foster and Sen (1997), Foster (2005) and 
Foster et al (2013). 
7 By linear replication it is meant that a replication of the distribution that results in 
a k-fold increase in population leads to a k-fold increase in measured poverty. 
Additivity is captured in (5) or (6) below. 
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depth elasticity 𝜀 =  %Δ𝐻𝑒/%Δ𝐻, which indicates how progress in the headcount 
measure is translating into progress in the person equivalent headcount measure.8  

The above discussion applies to evaluations of progress over time for a given 
population. The analysis can be readily extended to comparisons between 
subgroups defined according to geographical location, demographic characteristic, 
or some other exogenous parameter. For example, person equivalent headcount 
measures for different countries can be constructed and compared using the global 
$1.25 a day poverty standard using a benchmark intensity level drawn from world 
data. Alternatively, interest might be regional in scope, in which case p. e. headcount 
comparisons could be made across countries within the region using a regional 
benchmark. Both examples divide an overall distribution 𝑥 into subgroup 
distributions and evaluate subgroup poverty using a person equivalent headcount 
measure benchmarked for the overall population. For simplicity of notation, let us 
focus on the two-subgroup case where the distribution can be written as 𝑥 = (𝑎, 𝑏) 
for subgroup distributions 𝑎 and 𝑏; the same logic would apply to the many 
subgroup case. The benchmark intensity 𝐴0 is obtained from an initial distribution 
𝑥0 drawn from the same general population as 𝑥, but potentially at an earlier time 
period. The case 𝑥0 = 𝑥 corresponds to an analysis of poverty over space (i.e., across 
subgroups); the case where 𝑥0 is drawn from an earlier time period leads to 
comparisons over space and time. 

Let 𝑞𝑎 and 𝐴𝑎 be the headcount and average intensity levels for distribution 𝑎, and 
let 𝑞𝑏 and 𝐴𝑏 be the associated values for distribution 𝑏. By the additivity of the 
headcount measure 𝑞 we know that  

𝑞 = 𝑞𝑎 + 𝑞𝑏         (5) 

or the overall headcount in 𝑥 is the sum of the respective headcounts in 𝑎 and 𝑏. 
Given the benchmark level of intensity 𝐴0, define the person equivalent headcount 
for distributions 𝑎 and 𝑏 by 𝑞𝑒

𝑎 = 𝑞𝑎𝐴𝑎/𝐴0 and 𝑞𝑒
𝑏 = 𝑞𝑏𝐴𝑏/𝐴0. Since 𝑞𝐴 = 𝑞𝑎𝐴𝑎 +

𝑞𝑏𝐴𝑏, it immediately follows from dividing through by 𝐴0 that  

𝑞𝑒 = 𝑞𝑒
𝑎 + 𝑞𝑒

𝑏         (6) 

so that the overall person equivalent headcount is the sum of the respective person 
equivalent headcounts in 𝑎 and 𝑏. As compared to the crude headcount 𝑞, the p. e. 
headcount 𝑞𝑒 = 𝑞𝐴/𝐴0 is higher or lower depending on whether the intensity in 𝑥 is, 
respectively, higher or lower than the benchmark level. Equation (6) then provides 
the breakdown of the person equivalent headcount across the subgroups. 

                                                        
8 It also indicates how well changes in 𝐻 predict changes in 𝐻𝑒 . Note that the growth 
elasticity of 𝐻𝑒 (or equivalently, of 𝑃1) is the product of the depth elasticity 𝜀 and the 
traditional growth elasticity of H. 
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If 𝑥 = 𝑥0, the overall person equivalent headcount in 𝑥 reduces to 𝑞𝑒 = 𝑞 (
𝐴0

𝐴0
) = 𝑞, 

the traditional headcount, so that 𝑞𝑒 from equation (6) is equal to 𝑞 from equation 
(5). The decomposition in (6) is an alternative poverty breakdown to (5) that 
accounts for the differential depth of poverty experienced by people in the two 
regions. Using person equivalent headcounts effectively redistributes the poor 
population across the subgroup distributions, with the higher intensity subgroup 
gaining person equivalents and the lower intensity subgroup losing. If there are two 
periods, then equation (6) can also be applied to the second period using the base 
intensity level 𝐴0 and compared across time to obtain the changes in each subgroup 
and overall. It is easy to show that Δ𝑞𝑒 = Δ𝑞𝑒

𝑎 + Δ𝑞𝑒
𝑏, so that the change in the 

overall p. e. headcount is the sum of the respective changes in p. e. headcounts for 
the two subgroups. 

From equation (5), or by the decomposability property of the headcount ratio, it 
follows that  

𝐻 = (𝑛𝑎/𝑛)𝐻𝑎 + (𝑛𝑏/𝑛)𝐻𝑏       (7) 

and so the overall headcount ratio is a population-share weighted average of the 
subgroup headcount ratios. An analogous argument using equation (6) or 
decomposability for 𝑃1 yields 

𝐻𝑒 = (𝑛𝑎/𝑛)𝐻𝑒
𝑎 + (𝑛𝑏/𝑛)𝐻𝑒

𝑏      (8) 

which is the decomposition formula for the person equivalent headcount ratio. If 
applied to the original distribution, 𝐻𝑒 becomes 𝐻 so that (8) provides an alternative 
breakdown of the headcount ratio accounting for the intensities of poverty in the 
two groups. Equation (8) can also be used over time to link progress in the person 
equivalent headcount ratio to progress at the subgroup level.  

The interpretations of 𝑞𝑒 and 𝐻𝑒 depend centrally on the benchmark level of 
intensity, and hence the time and region from which it is drawn. The benchmark is 
an average value in the region (which could be a particular country, a collection of 
countries, or the world) at a given point in time. A poor person with smaller than 
average income gap will account for less than one person equivalent; a poor person 
with a higher than average gap will add more than one. If a subgroup contains many 
poor people who are deeply poor, and the regional benchmark is sufficiently small, 
the number of person equivalents in the subgroup could well exceed the subgroup 
population, leading to a p. e. headcount ratio beyond the usual bounds.9 Likewise, a 
region with a large number of poor persons just below the poverty line could record 
a much lower p. e. headcount than its traditional headcount, particularly if the 
regional benchmark is high. In any case, the subgroup levels stay in proportion with 
one another even as the benchmark changes.  

                                                        
9 In a similar fashion, the number of full time equivalent employees at a company 
can exceed the number of persons employed. 
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The technology of person equivalent headcounts is well suited for formulating 
development goals and targets that go beyond crude headcount measures and have 
a natural starting time from which to benchmark. The decomposition formula would 
support multilevel analyses at different granularities, from the global level down to 
an individual household. The methods could be adapted to different purposes by 
altering the region used in benchmarking. For example, to monitor global progress, 
the average intensity across the globe in the starting period could be used as the 
benchmark. A regional development bank might only be interested in reporting 
progress in its target area and could instead compute a regional benchmark. A 
country could monitor its own progress using the initial countrywide average 
intensity as a benchmark. And, as noted above, even when the benchmark is varied 
to reflect the different purposes and scope of analyses, the alternate pictures are 
quite consistent. The person equivalent headcount measures obtained using one 
benchmark are proportional to those obtained with another, preserving their 
relative magnitudes across space, and their growth rates across time. There is no 
possibility of misaligned incentives for the parties conducting the analyses at 
different levels.  

For example, suppose that the initial average intensity is 𝐼𝐶
0 = 0.50 in a country,  

𝐼𝑅
0 = 0.75 in the region, and 𝐼𝑊

0 = 0.25 in the world. If the country’s poverty gap 
ratio were 0.12 in the initial period and 0.06 in a subsequent period, the person 
equivalent headcount ratios as reckoned using the country benchmark would 
initially be 0.24 and subsequently 0.12. If instead the regional benchmark were used, 
then the person equivalent headcount ratios would be 0.16 and 0.08, respectively, 
or 𝐼𝐶

0/𝐼𝑅
0 = 2/3 times these values, while at the world benchmark, the values would 

be 0.48 and 0.24, respectively, or 𝐼𝐶
0/𝐼𝑊

0 = 2 times as large as the initial values. Note 
that the trends in poverty for a given country are consistent irrespective of which 
benchmark is employed. Moreover, if the goal were to lower the person equivalent 
headcount ratio by 50% of the initial value, all three levels would track progress 
consistently and would meet the goal at the same time. In this sense, the goal would 
be robust to the choice of benchmark.10  

 

4. An Illustration: Global Poverty  

The person equivalent approach to evaluating poverty is illustrated using poverty 
data published by the World Bank on PovcalNet, which in turn is based on 
underlying household survey data.11 In order to gauge progress over time, we 

                                                        
10 This would not be true if the goal were to lower poverty to a particular absolute 
level (or indeed by an absolute amount), since absolute levels and changes depend 
on the benchmark. In this case it would crucial to specify the benchmark ahead of 
time. 
11 PovCalNet was accessed July 2014 at 
http://iresearch.worldbank.org/PovcalNet/index.htm 

http://iresearch.worldbank.org/PovcalNet/index.htm
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restrict consideration to countries for which data exist for at least one year in an 
initial range of 1992-2000 and one year in the later range of 2005-2010. A total of 
80 countries from six regions satisfy this criterion. We construct a “developing 
world” made up of these countries, and extract the $1.25 a day figures to create 
country poverty data for two time periods. Decomposition formulas allow 
headcount ratios and the poverty gap ratios to be calculated for the world and for 
regions. We apply the formula 𝐴0 = 𝑧𝑃1

0/𝐻0 (or equivalently 𝐼0 = 𝑃1
0/𝐻0) to data 

from the initial period to derive the appropriate benchmark level, which in turn is 
used to produce person equivalent headcounts and person equivalent headcount 
ratios. 
 
Table 1 reports the poverty statistics for our full 80-country sample over the two 
periods using the global benchmark level of 𝐴0 = 39.6¢ per day (or equivalently 
𝐼0 = 0.317). The global headcount 𝑞 dropped by roughly 460 million persons during 
this period, and since the average income shortfall among the poor also declined by 
more than 3¢, to 𝐴 = 36.3¢ per day, the drop in person equivalents was 550 million, a 
difference of more than 90 million. The conventional headcount ratio fell 41.5% 
from 𝐻0 = 0.36 to 𝐻 = 0.21 between the two periods, while the person equivalent 
headcount ratio decreased by 46.5% from 𝐻𝑒

0 = 0.36 to 𝐻𝑒
1 = 0.19, once again 

reflecting the decrease in average depth. The global depth elasticity was about 1.1, 
indicating that for every one percent drop in the headcount ratio there was a 1.1% 
decline in the person equivalent headcount ratio. 
 
Table 2 explores regional poverty levels and trends using the same global 
benchmark. The move to person equivalent headcounts from traditional headcounts 
results in a reallocation of the poor to Sub-Saharan Africa (SSA) and Latin America 
and the Caribbean (LAC) from the other regions; and this is true for both periods. A 
comparison of South Asia (SA) and SSA is particularly informative. The poverty 
headcount in SA was initially 610 million, far higher than in SSA at 265 million, and 
SA continued to dominate SSA in the numbers of poor people by a wide margin of 
nearly 200 million in the second period, even as the headcount fell in SA and rose in 
SSA. However, when viewed through the lens of person equivalent headcounts, the 
initial levels of the two regions are seen to be much closer and, in the second period, 
SSA actually overtakes SA by more than 40 million person equivalents. This paints a 
rather different picture of poverty and progress in the two regions.  
 
Headcount ratios take into account the differential population sizes across countries 
and through time. The data for 𝐻 show strong declines for all regions, with the 
success story of East Asia and the Pacific (EAP) being represented by a sharply 
falling value of 𝐻 (from 0.37 to 0.13). Notice that the decline in the headcount ratio 
in LAC (from 0.10 to 0.06) is also impressive in percentage terms. Indeed, the data 
on person equivalent headcount ratios also show progress in 𝐻𝑒 for both regions; 
but differences in average intensity shift the values for EAP down and LAC up, with 
the result that both regions reach the same level of 𝐻𝑒 (namely, 0.09) in the second 
period. Returning to the case of SSA and SA, the initial values for 𝐻 are not dissimilar 
(at 0.58 and 0.50, respectively). However, regional differences in intensity generate 
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a wide divergence in the initial period’s values of 𝐻𝑒 (namely, 0.80 and 0.44), while 
differences in progress accentuate this further so that the final period 𝐻𝑒 values are, 
respectively, 0.64 and 0.23. Depth elasticities were greater than 1.0 in three regions 
(SA, SSA, and EAP), indicating faster reduction in 𝐻𝑒 than 𝐻. Two of the remaining 
regions – LAC and Europe and Central Asia (ECA) – had elasticities of 0.9, while the 
Middle East and North Africa (MENA) region was notable for having a depth 
elasticity very close to zero. Apparently, the reduction in 𝐻 was accompanied by a 
rise in the depth of poverty, leading to a negligible improvement in the p. e. 
headcount ratio 𝐻𝑒 .  
 
Table 3 contains poverty statistics for eleven of the 80 countries using the same 
global benchmark as above. We examine how the levels of 𝐻 and 𝐻𝑒 in a country 
differ from one another and how this alters the rate at which poverty changes. Four 
of the countries (China, India, Egypt, and South Africa) follow the lead of the global 
figures, and the EAP and SA regions, by having uniformly smaller values for 𝐻𝑒 than 
𝐻; four other countries (Bolivia, Brazil, Kenya, and Mozambique) follow the LAC and 
SSA regions by having higher 𝐻𝑒 values, indicating that the average depth is greater 
than the benchmark levels for both periods. In the three remaining countries 
(Vietnam, Nepal, and Niger), the level of 𝐻𝑒 is higher in the initial period and lower 
in the second, indicating faster poverty reduction in these countries when depth of 
poverty is taken into account than when only the prevalence of poverty is measured. 
Indeed, all countries except for Brazil and Egypt exhibit a higher rate of change in 𝐻𝑒 
than in 𝐻, and thus have depth elasticities that exceed 1.0. For example, Nepal’s 
conventional headcount ratio declined 4.3% per year and its p. e. headcount ratio 
declined by 5.3% per year, leading to an elasticity of 1.2. Two countries, Kenya and 
Bolivia, saw poverty rise between the two periods; large increases in their 
headcount ratios were magnified even further by their elasticities of 1.6 and 1.8, 
respectively. A depth elasticity greater than one means that the average depth of 
poverty worsened in countries in which the prevalence of poverty worsened and 
improved in countries in which the prevalence of poverty improved. For Brazil and 
Egypt the picture is different. Brazil’s conventional headcount ratio declined more 
quickly (3.3% per year) than its p. e. headcount ratio (2.4% per year) resulting in a 
depth elasticity of 0.7; Egypt’s p. e. headcount ratio increased slightly (0.9% per 
year) while its conventional headcount ratio declined (2.5% per year), yielding a 
case where the depth elasticity takes on a negative value of -0.4.  
 
Table 4 gathers together the seven countries having negative depth elasticities. In 
five of these countries (El Salvador, Egypt, Latvia, Slovak Republic, and Nigeria) the 
prevalence of poverty decreased, but the average depth of poverty increased at a 
high enough rate to dominate the decrease in prevalence and generate an increase 
in the person equivalent poverty headcount ratio; while in two countries (Bulgaria 
and Mauritania) the prevalence of poverty increased but the average depth 
decreased significantly enough to reduce person equivalent poverty headcount ratio, 
despite the increase in prevalence. A common attribute across these countries is 
that while 𝐻 and 𝐻𝑒 moved in opposite directions, the magnitude of the changes 
were exceedingly small. Note, however, that since Nigeria’s population grew by 41 
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million, the number of poor persons increased by 28 million, while the number of 
person equivalents rose by 50 million.  
 
Table 5 presents the second period data for countries in Sub-Saharan Africa using a 
contemporaneous regional benchmark of 𝐴0 = 51.9¢ per day (the average income 
shortfall in the 2000s in the SSA countries). Note the wide range in the person 
equivalent headcount ratios (from 0.03 to 1.0) as compared to the conventional 
headcount ratios (ranging from 0.1 to 0.81), suggesting that the intensity is higher 
than the regional average for some countries with high prevalence of poverty, and 
lower than average for some countries with low prevalence. Angola, Burkina Faso, 
and South Africa, for example have much lower p. e. headcounts than traditional 
headcounts, while Madagascar, Nigeria, and Zambia have much higher p. e. 
headcounts. Note that the relative picture across SSA countries would be the same if 
a different benchmark were used, such as the regional benchmark computed from 
period one data or the global benchmark used above: 𝑞𝑒 and 𝐻𝑒 would simply be 
shifted proportionally to reflect the new standard. 

 
Table 6 shows how an individual country, Niger, can use its own base year average 
income shortfall (61.7 ¢ per day in 1994) to benchmark its progress in combating 
poverty. Between 1994 and 2007, the number of individuals in Niger earning less 
than $1.25 per day dropped from 6.9 million to 6.1 million, a modest decline. The 
person equivalent headcount dropped from 6.9 million to 3.5 million during the 
same period, a very large decrease. The person equivalent headcount ratio 
decreased at an annualized rate of -5.2% per year and, as discussed above, this 
percentage change would be the same regardless of whether the benchmark used is 
the country’s average income shortfall, the region’s, or the world’s. However, for its 
own internal assessment, a country may focus on the locally benchmarked figures, 
while knowing the findings will be consistent with globally, regionally, or even 
arbitrarily benchmarked figures. 
 
 
5. Conclusions 

In this paper we have presented person equivalent headcount measures, which like 
traditional headcount measures are evaluated in “people space”; but instead of 
counting poor persons these measures count person equivalents, as benchmarked 
by the average depth of poverty in a given place and time. The resulting measures 
are intuitive to explain and easy to calculate, but at the same time satisfy 
monotonicity and are sensitive to the depth of poverty like the poverty gap 
measures to which they are related. By explicitly accounting for the conditions of 
the poor, they remove the incentive to focus on the least deprived segments of the 
poor. When an extremely poor person escapes poverty, this has a greater impact on 
the measures than when a marginally poor person crosses the poverty line. And if a 
poor person makes good progress towards escaping poverty, but has not yet 
crossed the poverty line, this is regarded by person equivalent headcount measures 
as a positive achievement rather than something to be ignored.  
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We then applied our new measures to $1.25-a-day global poverty data to show how 
they paint a different picture of poverty and progress than conventional headcount 
measures. For example, person equivalent headcounts are much higher in Sub-
Saharan Africa and in Latin America and the Caribbean than traditional headcounts, 
and lower in South Asia and East Asia and the Pacific. Interestingly, SSA joins the SA 
and EAP regions in registering faster percentage declines in person equivalent 
headcount ratios than in traditional headcount ratios, while progress in LAC is 
muted as we shift to person equivalents. An analysis by country likewise provides 
new insights into country experiences, with larger countries like China, India, and 
Brazil closely matching their regional results and others like South Africa departing 
widely from their regional picture.  

Most of the countries we examined have a depth elasticity - or the percentage 
change in p. e. headcount ratio over the percentage change in the traditional 
headcount ratio - that is greater than one. South Africa lowered its headcount ratio a 
great deal, but with a depth elasticity of 𝜀 = 1.6, the performance in terms of person 
equivalents was even more impressive. Kenya also had a depth elasticity of 𝜀 = 1.6, 
but since the headcount ratio rose, this indicated an even more dramatic increase in 
p. e. headcount ratio. Other countries like Brazil with 𝜀 < 1.0 had their 
improvements in p. e. headcount measures muted as compared to headcount ratios. 
And several countries exhibited negative depth elasticities, but they also tended to 
have very small changes in headcount (and p. e. headcount) ratios. We illustrated 
how the benchmark underlying person equivalent measures is altered by using 
different geographic areas, from a global to regional or even country level. Different 
benchmarks result in different values for a country’s person equivalent headcount 
measures, but since countries are affected proportionally, rankings are consistent 
and growth rates are unchanged. This consistency makes the person equivalent 
headcount ratio especially appropriate for use in multilevel development goals.12 

The person equivalent headcount measures provide an intuitive way of 
incorporating information on the depth of poverty, but some might contend that 
they move too far afield from traditional headcount measures. Indeed, if the 
condition of a person changed discontinuously as the poverty line is crossed, it 
could make sense to retain this feature in a measure of poverty. One approach could 
be to construct “hybrid” measures such as 𝑞𝜆 = 𝜆𝑞 + (1 − 𝜆)𝑞𝑒 or 𝐻𝜆 = 𝜆𝐻 +
(1 − 𝜆)𝐻𝑒 where 𝜆 𝜖(0,1) represents the extent one believes that the discontinuity 
(and hence 𝑞 or 𝐻) is important.13 Now poverty is evaluated not only by counting 
the poor or counting person equivalents, but through a compromise between the 

                                                        
12 A multilevel development goal sets targets and evaluates outcomes for several 
levels of population aggregation.  
13 Foster and Shorrocks (1991, p. 699) derives the class 𝑃𝜆 = 𝜆𝐻 + (1 − 𝜆)𝑃 
axiomatically where 𝑃 is a continuous, decomposable measure and 𝜆 𝜖 [0,1]. A 
similar form arises in the measurement of ultra-poverty. See Foster and Smith 
(2015). 
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two perspectives. This practical approach, however, can reintroduce an incentive to 
focus on the minimally poor - at least in the simplistic perfect information scenario 
of Bourguignon and Fields (1990). It would be interesting to see whether the hybrid 
measures can provide benefits in other more realistic environments, such as when 
information asymmetries (say, between policymakers and aid workers) play a 
significant role. 

One possible critique of the presentation up to now is its exclusive focus on 
monetary poverty. As emphasized in the 2000 World Development Report of the 
World Bank, poverty goes beyond monetary resources: it depends centrally on other 
key dimensions that should also be included when identifying the poor and 
measuring poverty. Of course all of the above technology will apply directly to any 
other (cardinal) single dimensional variable (e.g. schooling or nutrition), thus 
identifying persons who are deprived in that variable and measuring their levels of 
deprivation.14  

However, it is now generally recognized that the multiple dimensions must be 
simultaneously observed in order to identify who is poor and to evaluate how much 
poverty they have. And this typically requires expanded data and a new 
measurement technology. Distributions are now matrices, the single poverty line 
becomes a vector of “deprivation cutoffs,” and an overall measure is constructed by 
aggregating across dimensions for the persons identified as poor. Unlike the 
unidimensional case, identification is not a simple matter in the multidimensional 
context; indeed, most theoretical presentations do not provide a practical method 
for identifying the multidimensionally poor, but instead fall back on a “union” 
approach, equating poverty with being deprived in any dimension. Moreover, the 
indicators available for multidimensional poverty analysis are often ordinal, 
rendering many theoretical solutions to the identification and aggregation steps 
inapplicable. The multidimensional headcount ratio 𝐻𝑚 is one index that works well 
with ordinal data; however, both it and the multidimensional headcount 𝑞𝑚 = 𝑛𝐻𝑚 
suffer from the flaws of their unidimensional cousins as highlighted in this paper. 

The challenge, then, of multidimensional poverty measurement has been to solve 
the identification and aggregation steps in a way that is consistent with ordinal data, 
but goes beyond crude headcount measures. One methodology that does this is 
found in Alkire and Foster (2011).15 A person is deprived in a given dimension if the 
achievement level is below a deprivation cutoff for the dimension. Each deprivation 

                                                        
14 For example, the other major target of the first MDG is halving hunger. Hunger is 
generally expressed in terms of the fraction of the population projected to suffer 
from a below-minimum caloric intake. Yet surely people moving toward that 
minimum, even if not yet crossing it, also represents progress against hunger. The 
person equivalent approach could be a valuable complement to existing headcount 
metrics for international poverty goals.  
15 See also Alkire, et al (2015). 
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has a “value” and a person is poor or not depending on the extent of the person’s 
multiplicity of deprivations, as measured by the deprivation count or sum of these 
values (where the sum of all values is fixed at 𝑑, the number of dimensions). For 
example, if each deprivation has the same value, then the deprivation count is the 
number of deprivations the person is experiencing at the same time. A person is 
poor if the deprivation count meets or exceeds a poverty cutoff set between 0 and 𝑑. 
A poor person’s intensity of poverty is measured as the deprivation count divided 
by its maximum 𝑑. The average intensity, denoted 𝐴𝑚, is the sum of the intensities of 
the poor divided by their number 𝑞. The adjusted headcount ratio is then given by 
𝑀0 = 𝐻𝑚𝐴𝑚.  

Note that the form of this measure is entirely analogous to that of the poverty gap 
ratio 𝑃1 = 𝐻𝐼, which underlies the person equivalent headcount measures for 
monetary poverty. Could our technology be applied in the multidimensional case to 
transform the adjusted headcount ratio into a multidimensional person equivalent 
headcount ratio? If so, then it could offer helpful interpretations for the many 
applications of 𝑀0 in common use, including official measures in several countries 
and the Multidimensional Poverty Index (MPI) published in the annual Human 
Development Report by the United Nations.16 This would be a useful direction to 
pursue in future work.  

In addition, we could also consider monetary poverty measures that stress the 
conditions of the poorest poor and take into account inequality among the poor. The 
distribution sensitive measures of Sen (1976), Watts (1968) and Foster, Greer and 
Thorbecke (1984) all have this characteristic and, as noted by Bourguignon and 
Fields (1990), they provide a positive incentive for focusing on the poorest poor 
first. Would it be possible to construct person equivalent headcount measures for 
each that would appropriately reflect inequality?  

Consider the case of the squared poverty gap 𝑃2 of Foster, Greer and Thorbecke. As 
noted above, 𝑃2 places greater weight on persons who are further below the poverty 
line by squaring the normalized gaps 𝑔𝑖 before averaging. Clearly, 𝑃2 = 𝐻𝐼2 where 𝐻 
is the headcount ratio and 𝐼2 is the average of 𝑔𝑖

2 among the poor (an alternative 
intensity measure that accounts for inequality). Letting 𝐼2

0 be its benchmark level, 
we can define 𝐻𝑒

′ = 𝑃2/𝐼2
0 and 𝑞𝑒

′ = 𝑛𝐻𝑒
′  as the person equivalent measures 

associated with 𝑃2. An associated “severity elasticity” could evaluate the elasticity of 
𝐻𝑒

′  with respect to 𝐻.  

Preliminary results using PovcalNet data suggest how distribution sensitivity might 
influence the picture. Global totals are virtually unchanged. However, the regional 
picture with 𝐻𝑒

′  and 𝑞𝑒
′  is even more pronounced in the directions taken by 𝐻𝑒  and 

𝑞𝑒 . Now the EAP region begins with around 500M person equivalents and ends up 
with only 125M. In contrast, SSA rose from around 450M in the 1990s to 500M in 
the 2000s - almost twice the number of person equivalents in SA and four times the 

                                                        
16 See Alkire and Santos (2014).  
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number in EAP. The p. e. headcount ratio for LAC of 0.16 is much larger than EAP 
(0.07) and comparable to SA (0.17). In addition, the Middle East and North Africa 
(MENA) region now exhibits an increasing p. e. headcount ratio and a negative 
severity elasticity (with small absolute changes in the headcount ratio). It would 
appear that the person equivalent approach can be also be applied to distribution 
sensitive measures of poverty; this would also be an interesting topic for future 
work. 

We have emphasized the suitability of the person equivalent technology for defining 
and tracking multilevel development goals. We now conclude with a brief discussion 
of its relevance to the Millennium Development Goals (MDGs) and the post 2015 
agenda. Recall that the main indicator for the poverty portion of Goal 1 of the MDGs 
has been the $1.25 a day headcount ratio H. The poverty gap ratio P1 is also listed as 
a complementary indicator, but for reasons of simplicity has largely been absent 
from all but the most technical discussions. For example, in its assessment of 
progress with the MDGs, the United Nations (2014) presents only headcounts or 
headcount ratios as indicators of success or failure in reaching poverty goals. The 
World Bank’s (2010) assessment uses P1, but only to help explain the why poorer 
countries might have low growth elasticities and slower progress in reducing H. We 
would argue that depth should be included into the mix, both when evaluating the 
initial distribution of poverty and in monitoring the progress of countries. The 
person equivalent technology provides a simple and intuitive way of doing just this. 

Ending extreme monetary poverty - interpreted as reducing the $1.25 a day 
headcount ratio to no more than 3% of the population - has emerged from the post-
2015 discussion as a possible poverty goal. Assuming that the global population will 
be 9 billion, this could translate to a headcount of 270 million left behind. It stands 
to reason that this group could contain some of the most deeply deprived, difficult-
to-reach persons on earth. There is nothing in the goal that would prevent them 
from having, say, twice the initial average depth of poverty, or a person equivalent 
headcount of over a half a billion. Would this really be seen as an end to extreme 
poverty? Restating the goal in terms of person equivalent headcount ratios removes 
the ambiguity about the conditions of those left behind. Monitoring progress with 
this measure ensures that the depth of poverty is also being evaluated through time. 
Assessing initial conditions using person equivalent headcount measures presents a 
more complete guide to the challenges that lie ahead.  
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Appendix: Countries and Years 
 
Cambodia 1994 2009 
China  1996 2009 
Indonesia 1996 2010 
Lao PDR 1997 2008 
Philippines 1994 2009 
Thailand 1994 2010 
Vietnam 1992 2008 
Albania 1996 2008 
Armenia 1998 2010 
Azerbaijan 1995 2008 
Belarus 2000 2010 
Croatia 1998 2008 
Georgia 1996 2010 
Hungary 1998 2007 
Kazakhstan 1996 2009 
Kyrgyz Rep. 1993 2010 
Latvia  1996 2009 
Lithuania 1998 2008 
Macedonia 2000 2008 
Moldova Rep 1997 2010 
Poland  1996 2010 
Romania 1998 2010 
Russian Fed 1996 2006 
Slovak Rep 1996 2009 
Tajikistan 1999 2009 
Turkey 1994 2010 
Ukraine 1995 2010 
Argentina-Ur 1995 2010 
Bolivia  1993 2008 
Brazil  1995 2009 
Chile  1994 2009 
Colombia 1996 2010 
Costa Rica 1995 2009 
Dominican R 1996 2010 
Ecuador 1999 2010 
El Salvador 1995 2009 
Guatemala 1998 2006 
Honduras 1996 2008 
Mexico 1994 2010 
Nicaragua 1993 2005 

Panama 1995 2010 
Paraguay 1995 2010 
Peru  1997 2010 
Uruguay-Ur 1995 2005 
Venezuela 1995 2006 
Egypt Arab R 1995 2008 
Iran Islamic R 1994 2005 
Jordan  1997 2010 
Morocco 1998 2007 
Tunisia 1995 2010 
Yemen  Rep 1998 2005 
Bangladesh 1995 2010 
India  1993 2009 
Nepal  1995 2010 
Pakistan 1996 2007 
Sri Lanka 1995 2009 
Angola  2000 2008 
Burkina Faso 1994 2009 
Burundi 1992 2006 
Cameroon 1996 2007 
Central Afr R 1992 2008 
Côte d'Ivoire 1995 2008 
Ethiopia 1995 2010 
Ghana  1998 2005 
Guinea  1994 2007 
Kenya  1994 2005 
Madagascar 1993 2010 
Malawi 1997 2010 
Mali  1994 2010 
Mauritania 1995 2008 
Mozambique 1996 2007 
Niger  1994 2007 
Nigeria 1996 2009 
Rwanda 2000 2010 
Senegal 1994 2005 
South Africa 1995 2008 
Swaziland 1994 2009 
Tanzania 1991 2007 
Uganda 1996 2009 
Zambia 1996 2010
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Table 1: Person Equivalent Headcount Measures: Full Sample (1990s Global Benchmark) 

 

 Range of 

Years 

Population 

n (millions) 

Headcount 

q (millions) 

Headcount 

ratio H 

Person-equivalent 

headcount qe (mill.) 

Person-equivalent 

headcount ratio He 

% change 

in H 

% change 

in He 

Depth 

Elasticity 

World (80 

countries) 

1992-2000 4,338 1,546 .36 1,546 .36 
-41.5% -46.5% 1.1 

2005-2010 5,215 1,087 .21 994 .19 

Benchmark is global average income shortfall in 1992-2000 period: 39.6¢ per day   
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Table 2: Person Equivalent Headcount Measures by Region (1990s Global Benchmark) 

 

Region Range of 

Years 

Population 

n (millions) 

Headcount 

q (millions) 

Headcount 

ratio H 

Person-equivalent 

headcount qe (mill.) 

Person-equivalent 

headcount ratio He 

% change 

in H 

% change 

in He 

Depth 

Elasticity 

East Asia & 

Pacific 

1992-97 1,631 603 .37 560 .34 
-65% -73% 1.1 

2008-10 1,837 237 .13 168 .09 

Europe & 

Central Asia 

1993-2000 405 15 .04 11 .03 
-80% -74% 0.9 

2007-10 409 3 .01 3 .01 

Latin America 

& Caribbean 

1992-99 449 46 .10 68 .15 
-43% -38% 0.9 

2005-10 547 32 .06 51 .09 

Middle East & 

North Africa 

1994-98 179 7 .04 4 .02 
-20% -.06% 0.003 

2005-10 216 7 .03 5 .02 

South Asia 
1993-96 1,216 610 .50 536 .44 

-36% -48% 1.3 
2007-10 1,572 502 .32 361 .23 

Sub-Saharan 

Africa 

1992-2000 457 265 .58 367 .80 
-17% -20% 1.2 

2005-10 635 307 .48 405 .64 

Benchmark is global average income shortfall in 1992-2000 period: 39.6¢ per day  
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Table 3: Person Equivalent Headcount Measures for Selected Countries (1990s Global Benchmark) 

 

Country Year Population 

n (millions) 

Headcount 

q (millions) 

Headcount 

ratio H 

Person-equivalent 

headcount qe (mill.) 

Person-equivalent 

headcount ratio He 

Annual % 

change in H 

Annual % 

change in He 

Depth 

Elasticity 

Bolivia 
1993 7 0.6 .09 0.8 .11 

5.6% 10.0% 1.8 
2009 10 1.5 .16 2.6 .27 

Brazil 
1995 162 18 .11 28 .17 

-3.3% -2.4% 0.7 
2009 193 12 .06 22 .11 

China 
1996 1,218 443 .36 412 .34 

-5.2% -5.7% 1.1 
2009 1,331 157 .12 119 .09 

Vietnam 
1993 68 44 .64 51 .74 

-4.8% -5.5% 1.1 
2008 85 14 .17 10 .12 

India 
1993 928 459 .49 397 .43 

-2.1% -2.8% 1.4 
2009 1,208 395 .33 285 .24 

Nepal 
1995 22 15 .68 17 .81 

-4.3% -5.3% 1.2 
2010 30 7 .25 5 .18 

Egypt 
1995 62 1.5 .025 .67 .011 

-2.5% 0.9% -0.4 
2008 78 1.3 .017 .94 .012 

Kenya 
1994 27 8 .29 8 .30 

4.6% 7% 1.6 
2005 36 15 .43 19 .53 

Mozambique 
1996 16 13 .81 21 1.3 

-2.3% -3.5% 1.5 
2007 22 13 .60 17 .80 

Niger 
1994 9 7 .78 11 1.2 

-3.4% -5.2% 1.5 
2007 14 6 .44 5 .39 

South Africa 
1995 39 8 .21 6 .16 

-2.6% -4.1% 1.6 
2008 49 7 .14 4 .07 

Benchmark is global average income shortfall in 1992-2000 period: 39.6¢ per day  
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Table 4: Countries with Negative Depth Elasticities (1990s Global Benchmark) 

 

Country Year Population 

n (millions) 

Headcount 

q (millions) 

Headcount 

ratio H 

Person-equivalent 

headcount qe (mill.) 

Person-equivalent 

headcount ratio He 

Annual % 

change in H 

Annual % 

change in He 

Depth 

Elasticity 

El Salvador  
1995 5.7 .57 .10 .78 .137 

-0.7% .18% -0.3 
2009 6.2 .55 .09 .86 .141 

Egypt 
1995 62 1.5 .025 .67 .011 

-2.5% .9% -0.4 
2008 78 1.3 .017 .94 .012 

Bulgaria 
1995 8.4 .17 .02 .16 .015 

5.1% -3.8% -0.74 
2001 7.9 .21 .03 .12 .02 

Latvia 
1996 2.5 .01 .004 .002 .0006 

-4.2% 34.6% -8.2 
2009 2.3 .004 .002 .008 .0035 

Slovak 

Republic 

1996 5.4 .014 .003 .003 .0006 
-5.9% 15.4% -2.6 

2004 5.4 .003 .0006 .01 .0019 

Mauritania 
1995 2.3 .54 .2340 .51 .22 

.01% -.31% -29.8 
2008 3.3 .77 .2343 .71 .21 

Nigeria 
1996 113 77 68.5 114 1.01 

-.06% .39% -6.8 2008 154 105 68.0 164 1.06 

Benchmark is global average income shortfall in 1992-2000 period: 39.6¢ per day  
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Table 5: Countries in Sub-Saharan Africa (2000s Regional Benchmark) 

 

Country Year Population 

n (millions) 

Headcount q 

(millions) 

Headcount 

ratio H 

Person-equivalent 

headcount qe (mill.) 

Person-equivalent 

headcount ratio He 

Angola 2008 18 7.8 .43 3.1 .17 

Burkina 2009 16 7.1 .45 2.5 .16 

Burundi 2006 7 6.1 .81 5.3 .71 

Cameroon 2007 18 1.8 .10 .53 .03 

Central African Republic 2008 4 2.7 .63 3.2 .75 

Ethiopia 2010 83 25 .31 16 .20 

Ghana 2005 22 6.2 .29 5.1 .24 

Guinea 2007 9.4 4.1 .43 3.4 .36 

Kenya 2005 36 15 .43 14 .41 

Madagascar 2010 21 17 .81 22 1.0 

Malawi 2010 15 9.2 .62 9.4 .63 

Mali 2010 15 7.8 .50 6.1 .40 

Mauritania 2008 3.3 .77 .23 .54 .16 

Mozambique 2007 22 13 .60 13 .61 

Niger 2007 14 6.1 .44 4.2 .30 

Nigeria 2009 154 105 .68 125 .81 

Rwanda 2010 11 6.7 .63 6.8 .64 

Senegal 2005 11 3.6 .34 2.8 .26 

South Africa 2008 49 6.7 .14 2.7 .06 

Swaziland 2009 1.2 .48 .41 .45 .39 

Tanzania 2007 41 28 .68 28 .68 

Uganda 2009 32 12 .38 9.5 .29 

Zambia 2010 13 9.6 .74 13 1.0 

Benchmark is Sub-Saharan Africa region’s average income shortfall in 2001-2010: 51.9¢ per day 
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Table 6: Person Equivalent Headcount Measures in Niger (1994 Country Benchmark) 

 

Year Population 

n (millions) 

Headcount 

q (millions) 

Headcount 

ratio H 

Person-equivalent 

headcount qe (mill.) 

Person-equivalent 

headcount ratio He 

Annual % 

change in H 

Annual % 

change in He 

Depth 

Elasticity 

1994 8.9 6.9 .78 6.9 .78 
-3.4% -5.2% 1.5 

2007 14.0 6.1 .44 3.5 .25 

 

Benchmark is Niger’s average income shortfall in 1994: 61.7¢ per day 
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1 Introduction 

Castleman, Foster and Smith (henceforth CFS) start from the observation 
that while the simplicity of the poverty headcount measure has made it a 
very popular measure particularly amongst policymakers, it has well-
known shortcomings. In particular, the headcount measure through its 
single-minded focus on the numbers of people below the poverty line 
ignores completely the intensity of poverty.  CFS contend that measures 
which are more satisfactory from a conceptual perspective are also more 
complicated and hence less comprehensible  to  most policy-makers.  

This prompts CFS to attempt the construction of a new measure which 
retains the essential simplicity of the headcount measure while at the same 
time avoiding its shortcomings.  They define a new and interesting measure 
- the Person Equivalent Headcount Measure (PEHM) and show how it can be 
applied to the unidimensional context,  that is of monetary poverty. In order 
to illustrate the measure, the paper also calculates person-equivalent 

headcounts for various countries and regions given a monetary poverty line 
of $1.25 a day.   

In this note, I briefly discuss the extent to which the PEHM is consistent 
with the main motivation underlying the paper.  

The Person Equivalent Headcount Measure 

Let n be the number of individuals. Throughout the note, the population size 

is fixed for simplicity – CFS also discuss how their approach  can be adapted 
to the case of variable population. 

The first step in the measurement of poverty is identifying the set of poor 
persons. Of course, the identification exercise in the uni-dimensional case is 
straightforward. It involves specifying a poverty line z and identifying  a 
person as poor if yi < z. Let q(y) be the number of people who are poor 
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corresponding to the distribution y. Then, the traditional Head count 
measure is 

H = q(y)/n 

A poor person i ’s intensity of poverty is given by si = z−yi. So, the average 

intensity of poverty is given by 

 

where, of course, the sum is taken over all persons who are poor. A major 
shortcoming with the head count measure is that it will declare two 
distributions y and y′ to have the same level of poverty so long as q(y) = q(y′), 

even if for instance A(y) is significantly higher than A(y′). 

 

CFS advocate the following procedure.  Choose a benchmark or base year 0 
and the corresponding A0. Their person-equivalent head count measure 
(PEHM), qe,  is the number of poor persons with the initial average shortfall 
A0 that it would take to aggregate up to the new total shortfall of A1q1. That 
is 

                                                                  qe = A1q1/ A0 

Since I1/I0 = A1/A0 , qe can be written alternatively as 

                                                                qe = q1 I1/I0 

CFS call the ratio A1/A0 ( or equivalently I1/I0) the transformation factor.  So, 
the PEHM is obtained by multiplying the actual number of the poor by the 
transformation factor.  Multiplication of the traditional head count by the 
transformation function therefore counts the number of person equivalents. 

The first issue is whether to view qe as a measure of the level of poverty in 
any given year. Since the main motivation of the paper is to find “simple” 
measures that appropriately reflect the intensity of poverty, CFS  
presumably do want to interpret PEHM as a measure of the level of 
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poverty.1  Unfortunately, measuring the level of poverty in year 1 with 
reference to a base year  has an obvious problem – the incidence of poverty 
in any year now depends on the benchmark or base year value of A0. Change 
A0 and the level of poverty in year t will change even when there is no 
change in the year t income distribution- this is surely somewhat 
counterintuitive. 

It is also important to be able to measure the change in the incidence of 
poverty across time.  Given a measure of poverty P, the obvious measure of 
change is P2 − P0,1 where the superscripts refer to two time periods. CFS 
mention that the traditional way of “assessing progress is by using the 
change in headcounts”. They dismiss this method since it ignores any 
possible change in intensity of poverty between the two time periods. 
Having defined qe, CFS  define positive progress or an improvement  if qe-q0 
<0, while a worsening in the incidence of poverty would be indicated if qe-
q0>0.  

This is more satisfactory than the difference in headcounts since it also 

incorporates the  change in intensities. While this is an interesting way of 
measuring change, it is not clear that it is a particularly transparent or 
simple method of measuring change.  

Let us consider other options.  Define gi = si/z if i is poor and gi = 0 

otherwise. Then, one measure which does take into account the intensity of 

poverty is the average normalized income shortfall or gap  from the poverty 

line.  

 P1 = µ(g1,...,gn) 

So, P1 is the sum of the income gaps of the poor divided by the size of the 
population.  Change in the incidence of poverty can be measured as the 
difference in average normalised income gaps - 

 

                                                        
1 Indeed, one of the authors confirms this interpretation  in private correspondence. 

2 Alternatively, one could use P1/P0. 
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The concept of an average is simple enough.  Nevertheless,  CFS feel that 
even the average normalized poverty gap may be too complicated for 
policy-makers.  However, CFS show that  

  

                                             qe = nP1/I0 

 

This should surely imply that the PEHM should be more difficult for 
policymakers to grasp than P1! After all, one more algebraic operation is 
required to compute the PEHM after P1 has been computed.  
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Abstract 

The academic literature on equality of opportunity has burgeoned. The concepts and 

measures have begun to be used by policy institutions, including in specific sectors such as 

health and education. It is argued that one advantage of focusing on equality of opportunity 

is that policy makers are more responsive to that discourse than to equality of outcomes per 

se. This paper presents a critique of equality of opportunity in the policy context. Although 

the empirical analysis to which the literature has given rise is useful and is to be welcomed, 

current methods for quantifying and implementing the concept with a view to informing the 

policy discourse face a series of fundamental questions that remain unanswered. Without a 

full appreciation of these difficulties, the methods may prove to be misleading in the policy 

context. 
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1. Introduction  

In policy and political discourse, “equality of opportunity” is the new motherhood and 

apple pie. It is often contrasted with equality of outcomes, with the latter coming off worse. 

Equality of outcomes is seen variously as Utopian, as infeasible, as detrimental to 

incentives, and even as inequitable if outcomes are the result of differing efforts. Equality of 

opportunity, on the other hand, is interchangeable with phrases such as ‘leveling the 

playing field’, ‘giving everybody an equal start’ and ‘making the most of inherent talents.’ In 

its strongest form, the position is that equality of outcomes should be irrelevant to policy; 

what matters is equality of opportunity. 

But the application of the broad concept of equality of opportunity requires that it be 

specified sufficiently precisely to be measurable and implementable. The last two decades 

have seen a number of attempts to formulate the concept of equality of opportunity with a 

view to policy application, not least in the World Bank through its World Development 

Report 2006 (World Bank, 2005) and the subsequent “mini-industry” which has developed 

in estimating measures of inequality of opportunity using household survey data (for 

example, de Barros et. al. 2009). The empirical work appears to have given confidence to 

those who would use the concept of equality of opportunity in the policy context, that it can 

be measured and quantified, so that policies can be designed and judged according to it. 

However, attempts to quantify and apply the concept of equality of opportunity in a 

policy context have also revealed a host of problems of a conceptual and empirical nature, 

problems which may in the end even question the practical usefulness of the concept. The 

object of this paper is to review and critique recent attempts at specifying and quantifying 

equality of opportunity, and to assess the extent to which they do in fact allows us to 

discard equality of outcomes as a key part of policy evaluation. 

The plan of the paper is as follows. Section 2 sets out the philosophical basics of equality 

of opportunity, focusing on key writings in the last three decades. Section 3 then introduces 

the attempts at application and quantification at a general level, particularly in the policy 

context, and presents a critique. Section 4 carries the argument forward to the specifics of 

the education and health domains, to see how the general arguments play out in these 

settings. Section 5 concludes. 

  

2. Equality of Opportunity: The Basics  

The core premise of the literature on equality of opportunity is the idea that inequalities 

in outcomes can be partitioned into justifiable (or legitimate) sources of inequality (let us 

call them the J’s) and unjustifiable (or illegitimate) sources (let us call them the U’s). The 

idea is that inequalities in outcomes are to be seen as just (or fair) insofar as they are 

driven by inequalities in the J’s, and unjust (or unfair) insofar as they are driven by 

inequalities in the U’s. The practical usefulness of the idea of inequality of opportunity boils 
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down to two sets of questions: Is there agreement on the set of influences on the outcome in 

question and on whether each is a J or a U? And, conditional on a consensus or close to a 

consensus on these questions, can the inequalities be partitioned empirically in a fashion 

that is credible and meaningful for policy?  

On the face of it, these are two separate exercises – the first conceptual (and normative), 

and the second empirical. But in practice many of the challenges at the conceptual level 

only surface when the empirical operationalization begins, and when researchers begin to 

grapple with a practical partition of influences on outcomes into the J’s and the U’s. As a 

result, while appearing to resolve the key conceptual questions, many of the philosophical 

discussions in the literature actually leave many key questions unanswered. Thus while 

this section, which focuses on the philosophical underpinnings of equality of opportunity, 

will highlight some of the conceptual issues involved, it will not resolve them all. Only after 

we have gone through the empirical applications in the next two sections will the full 

gamut of conceptual difficulties become apparent.  

The modern flowering of the equality of opportunity literature in economics owes much 

to the work of Roemer (1998), who is recognized for example by the authors of the World 

Development Report 2006 (see World Bank, 2005; Bourguignon, Ferreira and Walton, 

2007). Roemer sets out ideas on both questions. The central conceptual distinction in 

Roemer is to “separate the influences on the outcome a person experiences into 

circumstances and effort: the former are attributes of a person’s environment for which he 

should not be held responsible, and effort is the choice variable for which he should be held 

responsible” (Roemer, 2008). It is this distinction which Roemer, and followers like de 

Barros et. al. (2009), attempt to implement in empirical policy oriented work. 

Roemer (1998) also suggests a way to partition inequalities empirically into justifiable 

inequalities (in his book, inequalities in effort) and unjustifiable inequalities (in his book 

inequalities in circumstances), from which he arrives at a measure of inequality of 

opportunity. He addresses the question of how exactly to calibrate the effort of an 

individual, and argues that the rank of an individual in the effort distribution across 

individuals with the same circumstances should be the relevant metric. De Barros et. al. 

(2009) use alternative metrics which we will discuss below. But the applications all rely on 

the assumption that circumstances and effort can indeed be separated. While the concepts 

are clear in principle, as we shall see the applications invariably raise the question of 

whether they can ever be separated in practice, or even conceptually. And as we will also 

see, questions arise as to whether there is more to the J vs. U distinction than 

‘circumstances’ vs. ‘effort.’  

As Roemer (1998, 2008) recognizes, his contribution feeds into an earlier philosophical 

debate which was ignited by Ronald Dworkin (1981a, 1981b) when he asked the question 

“What is equality?” Dworkin argued essentially that certain types of preferences should not 

elicit an egalitarian redistributive response. For example, if a person would be deeply 

unhappy if unable to drive fast cars, this should not arouse an egalitarian sentiment to 
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transfer resources to this person. On the other hand, if a person was born with low inherent 

abilities to prosper in the market place, this might be a legitimate basis for redistribution.  

Of course a lot, in fact everything, rests on coming to a separation of legitimate and 

illegitimate differences for the egalitarian impulse. As Cohen (1989) pointed out, what if 

preferences (even for fast cars) were the result of an upbringing which inculcated those 

preferences, or brooked no dissent from them? Or if preferences between work and leisure 

(“laziness”) were inculcated in the same way? Thus a conceptual separation of influences 

into those which are legitimate to take into account in addressing inequality and those 

which are not merely pushes the issue to the next level of how this separation is to be made, 

conceptually and practically.  

The above discussion can be related to a parallel discussion in economics on whether the 

distribution of ex ante or ex post utility should be the relevant object in social welfare 

assessment. Milton Friedman (1962) made the ex ante case: 

“Consider a group of individuals who initially have equal endowments and who agree 

voluntarily to enter a lottery with very unequal prizes. The resultant inequality of income is 

surely required to permit the individuals in question to make the most of their initial 

equality…Much of the inequality of income produced by payment in accordance with the 

product reflects ‘equalizing’ difference or the satisfaction of men’s tastes for 

uncertainty…Redistribution of income after the event is equivalent to denying them the 

opportunity to enter the lottery.” (Friedman, 1962) 

Further, Friedman is clear that this is not just a fanciful special example but that it 

captures strong elements of reality: 

“This case is far more important in practice than would appear by taking the case of a 

‘lottery’ literally. Individuals choose occupations, investments and the like partly in 

accordance with their tastes for uncertainty. The girl who tries to become a movie actress 

rather than a civil servant is deliberately choosing to enter a lottery, so is the individual who 

invests in penny uranium stocks rather than government bonds.” 

The argument, which clearly draws on Friedman’s earlier work on choice under risk 

(Friedman and Savage (1948), Friedman (1953)), encapsulates the central point that the 

observed inequality of income may overstate ex ante inequality. In the pure case, there is 

no ex ante inequality at all and yet risk produces ex post inequality. But for Friedman this 

ex post inequality has no claims on our moral intuitions and should not elicit a 

redistributive impulse – to do so otherwise would be “equivalent to denying them the 

opportunity to enter the lottery.” 

In the more general case, when individuals differ in endowments, observed inequality 

will be a combination of the two effects. But Friedman’s pure case is nevertheless useful for 

smoking out core intuitions on whether outcomes or opportunities matter more. Suppose in 

the pure case one of the outcomes is destitution – below a poverty line, say. Recall that by 
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construction there is perfect equality before the lottery. Further, all individuals freely 

choose to participate in the lottery. To use the terminology of Dworkin (1981b), this is 

“option luck”, chosen by the individual, not “brute luck” over which the individual has no 

control. And yet, upon exercising this free choice starting with perfect equality, after the 

lottery is drawn not only is there inequality, but some are destitute. The outcome is brutal 

even though the luck was not brute. When faced with such destitution, do our moral 

intuitions guide us to redistribute after the event, or do they guide us to stand firm because 

to redistribute would be in effect to deny the consequences of equality of opportunity (and 

the consequences of the doctrine of responsibility for actions as advanced by Dworkin)?  

Kanbur (1987) has argued that in the case of destitution as an outcome of the lottery 

choice, our moral intuitions do indeed veer towards ex post redistribution and support for 

the destitute. To emphasize the point, imagine yourself serving on a soup line of the 

indigent. Consider then the idea that we would condition the doling out of soup on an 

assessment of whether it was circumstance or effort which led to the outcome of the 

individual in front of us to be in the soup line. Surely this is morally repugnant, and it 

establishes that at least for extreme outcomes the outcome based perspective dominates 

any considerations of opportunity. Indeed, this point is taken on board by Bourguignon, 

Ferreira and Walton (2007) in their definition of equitable development policy which 

“makes avoidance of severe deprivation a constraint that must be satisfied in the process of 

pursuing the broader objective of equal opportunity.” 

Notice that none of the above is to deny that outcome based redistribution will have 

incentive effects. Indeed, in general so will an opportunity based intervention, or any 

intervention. In the usual way, as in the classic work of Mirrlees (1971), the incentive 

effects will have to be balanced against the egalitarianism of the outcome based social 

welfare function. The point, rather, is that in a setting designed to strengthen the case for 

the opportunity based perspective to the utmost, outcome based concerns nevertheless come 

through, and ex post inequality of outcomes enters the evaluation even when there is 

perfect ex ante equality of opportunity. 

The Friedman example can be used to elaborate on a conceptual difficulty with the 

concept of equality of opportunity already alluded to. If parents engage in the Friedman 

lottery, the outcomes will lead to inequality among their children even though, by 

construction, there is perfect equality of circumstance among the parents. Parents who win 

big in the lottery will be able to spend more for their children’s education, for example, than 

parents who lose big from the decisions they have all made with full knowledge of the 

outcomes. The lottery outcomes are now the circumstances of the children. The doctrine of 

equality of opportunity would now lead us to redistribute in order to address inequality of 

circumstance among children. But, equally, it would lead us not to redistribute across 

parents because to do so would be “equivalent to denying them the opportunity to enter the 

lottery.” Equality of opportunity, it would seem, is caught between two inconsistent Old 

Testament Biblical injunctions from Deuteronomy: “for I, the Lord your God, am a jealous 
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God, visiting the iniquity of the fathers on the children, and on the third and the fourth 

generations of those who hate Me” versus “Fathers shall not be put to death for their sons, 

nor shall sons be put to death for their fathers; everyone shall be put to death for his own 

sin.” 

Of course the above example with parents and children takes us back to other examples 

in Cohen (1989), which highlighted difficulties in Dworkin’s (1981a, 1981b) attempts to 

introduce the notion of responsibility into egalitarian philosophy by drawing a distinction 

between preferences and resources. If preferences are themselves determined by resources, 

say parental resources, then a clean separation may not be possible, certainly empirically 

and perhaps even conceptually. These difficulties are the subject of a large literature and 

debate. Key perspectives in this, from Roemer (1998), Barry (2005), and Swift (2005), are 

summarized by Jusot, Tubeuf and Trannoy (2013) as follows: 

“In what we call Barry’s view, circumstances are past variables and efforts are the 

variables which reflect the free will of the present generation. In Roemer’s view, the vector of 

circumstances includes all past variables, and the descendant’s efforts must be cleaned from 

any contamination coming from circumstances. In Swift’s view, the vector of circumstances 

only includes past variables, which have no consequences on children’s efforts. In other 

terms, the vector of circumstances must be cleaned from any correlation with [children’s] 

efforts.” (p1473)  

The differences between these views are only one part of a large literature on a range of 

issues in equality of opportunity1 which reflect basic ethical disagreements that are 

unlikely to be resolved easily, and in any case need to be supplemented by the case of 

extreme outcomes discussed above, and how our moral intuitions in such extreme cases 

translate in turn to less extreme conditions. 

 

3. Implementation in a Policy Context: Income Inequality 

The ethical disagreements on basic concepts notwithstanding, implementation of 

measures of (in)equality of opportunity has proceeded apace. The burgeoning literature has 

provided a plethora of measures and applications to data sets, from early attempts by 

Roemer and his associates (for example Roemer et. al. 2003), to more recent applications in 

specific contexts like health (for example, Jusot, Tubeuf and Trannoy, 2013). Thus the 

partitioning of influences on outcomes into legitimate and illegitimate has now been 

undertaken empirically in a large number of contributions across many countries.  

Of particular interest is a line of analysis established by the work of de Barros et al. 

(2009). In part this is because it has become popular throughout the World Bank (spreading 

                                                           
1 A recent selection would include Fleurbaey and Peragine (2013), Ooghe, E., Schokkaert, E. and Van de Gae (2007) and 

Peragine (2004).  
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from Latin America where it was developed originally to other Bank regions), and through 

that channel to the broader policy-oriented literature. Its popularity no doubt owes much to 

its simplicity, being relatively straightforward to apply with readily available household 

survey data. In part, though, our interest in the work stems from the fact that in 

empirically operationalizing the equality of opportunity approach researchers are forced to 

confront a whole host of tough questions that are more easily overlooked in conceptual 

discussions. How satisfactorily these questions can be answered at the empirical level 

determines ultimately the practical usefulness of the whole equality of opportunity 

approach.  

There are, in fact, two somewhat separate approaches in de Barros et al. (2009) and we 

will take these up in turn in this section and in the next. In the first approach the primary 

outcome variable is the usual variable used to calculate standard inequality and poverty 

measures – earnings, income or consumption.  The conceptual basis and implementation 

method is stated succinctly by de Barros et al. (2009) as follows: 

“To measure inequality of opportunity for a certain outcome, total inequality in the 

outcome can be decomposed into two parts: one resulting from circumstances beyond 

individual control and a second part resulting from unequal individual effort and 

luck….First, six variables related to circumstances exogenous to the individual were 

identified from the most comprehensive data sets available: gender, race or ethnicity, 

birthplace, the educational attainment of the mother, the educational attainment of the 

father, and the main occupation of the father…. Then the sample was partitioned (in each 

country) into groups or “cells,” such that all individuals in any given cell have exactly the 

same combination of circumstances. The resulting subgroups are known in the literature as 

“types.” These cells are then compared with one another. The difference in outcomes between 

cells can be attributed to inequality of opportunity, while the differences within cells can be 

considered the result of effort or luck.” (pp. 125-126) 

A decomposable measure of inequality, the Theil-L index, is used in a non-parametric 

method of quantifying the extent of variation in income accounted for by within cell 

variation and between cell variation, the latter the being identified as “inequality of 

opportunity” (IEO).  

It is easy to see why this method has caught on. It is relatively simple and intuitive. 

Indeed, it is nothing more than standard inequality decomposition analysis which has been 

conducted in economics and development economics for a long time (Kanbur, 2007). For 

example, the percentage of inequality accounted for by caste has been a staple of the Indian 

discourse, as has the contribution of ethnic differences to inequality in Malaysia, as has the 

north-south divide in Ghana, and so on. What is new is twofold. First is its systematic 

application in a consistent manner across a range of countries as done for Latin America in 

de Barros et al. (2009). Second, crucially, is the interpretation and labeling of the between 

group component in the inequality decomposition as inequality of opportunity, thereby 

linking to the philosophical literature discussed the last section, and also thereby linking to 
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the appeal in the policy discourse of “equality of opportunity” as opposed to equality of 

outcome. 

On the basis of this method, de Barros et al. (2009) conclude that “between a quarter 

(Colombia) and half (Guatemala) of the income inequality that we observe among adults in 

Latin America is due to the circumstances they faced when they started out in life – at the 

very outset, through no fault of their own. And while their race, sex, and location all played a 

role, no circumstances were more powerful than their mothers’ education and their fathers’ 

incomes.” (p. xviii) Again, that race, sex, location, and parental education and income are 

determinants of outcomes in the income dimension is not a surprise – it is a commonplace 

finding in almost every non-parametric and parametric analysis of income distribution. 

What is new is the additional interpretation that between 25% and 50% of outcome 

inequality can be attributed to circumstance variables and therefore to inequality of 

opportunity. 

How might such findings impact on the policy debate? When presented with these 

findings, how might policy makers react? One response might be to say “You mean 

inequality of opportunity is as high as 50%? Gosh, we must do something about it!” But 

equally another response might be “You mean inequality of opportunity is only 25%? Gosh, 

we are doing quite well on the equity front so let us focus on other priorities!” Indeed, the 

second response might even be made if the figure was 50% rather than 25%. 

The response of de Barros et al. (2009) to the possibility that such quantification might 

lead to a downplaying of the need for redistribution is to emphasize the fact that these 

estimates are in fact a lower bound on inequality of opportunity: 

“…although the six variables employed in this chapter are a richer set of circumstances 

than those used in any previous study known to the authors, it is still possible to think of 

other relevant variables that are not observed. A “true” measure of inequality of opportunity 

would require using all relevant circumstance variables to partition the population into 

types. But this is, of course, extremely unlikely to be feasible in practice for any conceivable 

data set, and it is certainly impossible for the seven countries examined here. The empirical 

estimates defined in this chapter – regardless of whether parametric – should therefore be 

interpreted as lower-bound estimates of inequality of opportunity; including any additional 

circumstances would cause each cell to be further subdivided.” (p.127) 

The difficulty of course is that the lower bound is just that. An alternative number 

which exceeds the estimate is equally valid. Thus in the case where the contribution of the 

circumstance variables is estimated as 25%, the contribution could equally well be 75%. But 

the fact that 25% is the number that is produced in front of the policy makers will make it 

akin to a point estimate in the policy discourse, no matter how much the analyst caveats it 

as a lower bound. Thus an estimate of the IEO is not quite the same as other standard 

poverty or inequality measures. We cannot say how far the IEO of a specific country at a 

specific date falls short of its true value. Countries could presumably have the same true 
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value but have different estimated values, and vice versa. A country’s estimated IEO value 

could presumably fall over time without its true value falling. This makes an IEO estimate 

potentially highly misleading. And it marks out the IEO as different from a poverty or 

inequality number. There may be data issues that make poverty and inequality estimates 

problematic, but they do not lead us to systematically underestimate what we are trying to 

measure by an inherently unknown amount.  

To this must be added another worrying aspect of the empirical approach. The extent of 

inequality of opportunity reported to policy makers will be dependent on whether or not the 

data set collects certain types of information.  So estimates across countries will either be 

determined by the lowest common denominator of commonly available variables, or will be 

simply not comparable, even as a lower bound.  

The reservations above all take for granted de Barros et al.’s (2009) partitioning of 

influences on outcomes into illegitimate and legitimate. In the former, they include gender, 

race or ethnicity, birthplace, the educational attainment of the mother, the educational 

attainment of the father, and the main occupation of the father. All other influences 

necessarily fall into the group of legitimate influences. De Barros et al. (2009) explicitly 

highlight – with approval – the inclusion of effort and luck among these. Yet if some of the 

variation is due to “brute luck” in the words of Dworkin (1981b), then much of the 

philosophical discourse would argue for it to be a legitimate cause for intervention. Indeed, 

the previous section has argued that even for “option luck”, which is the result of individual 

choices, the extreme low end of variation in outcomes is also a legitimate cause for 

intervention. These considerations are swept under the carpet when inequality 

decompositions are presented as estimates of “inequality of opportunity.”  

 

4. Children, Education and Health  

Questions about the practical usefulness of the concept of equality of opportunity 

become even tougher when the focus shifts from income and consumption to education and 

health, especially when the exercise involves children, who, even in health, end up hogging 

the spotlight in such exercises.  

The de Barros et al. (2009) study is again a useful place to start. This is in part because 

of its influence, but in part because it illustrates nicely the challenges faced by anyone 

wanting to make the case that the equality of opportunity approach has practical 

usefulness. While income is the main focal variable in the IEO work, the same methodology 

is also used to partition inequalities in educational attainment among 15-year olds into 

legitimate and illegitimate sources of inequality. The same concerns about the methodology 

– notably the estimates being a lower bound – apply with equal force to educational 

attainment as to income. Conceptual and normative questions to do with the partitioning of 

influences into the J’s and the U’s also apply. But these also apply to the second 
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methodological approach developed by de Barros et al. – the Human Opportunities Index 

(HOI) – to which we now turn before dealing with the tough normative questions that arise 

in the context of education and health in both exercises.  

In many ways, the HOI is the authors’ preferred approach in de Barros et al. (2009), 

because it focuses on children and on access to basic services including education and 

health. The strong suggestion in the motivating discussion of the study is that with this 

focus there is likely to be a strong consensus on the policy objectives: 

“This study defines basic opportunities as a subset of goods and services for children, 

such as access to education, to safe water, or to vaccinations, that are critical in determining 

opportunity for economic advancement in life. These are either affordable by society at large 

already, or could be in the near future, given the available technology. Universal provision of 

basic opportunities is a valid and realistic social goal. In the case of children, most societies 

agree on the importance of a set of basic opportunities, at least at the level of intentions; even 

if different societies might have different standards about the right set of basic opportunities, 

there is some global consensus on a few of them, just as there is consensus regarding the 

Millennium Development Goals. Here we include as basic opportunities variables related to 

education (completion of sixth grade on time, and school attendance at ages 10–14) and 

housing conditions (access to clean water, sanitation, and electricity).” (p. 3) 

Thus the authors start with the outcome variable as being access to social 

infrastructure such as education, health, water, electricity, etc. The empirical focus is on 

the access of children to these services. Each child either does or does not have access to the 

service in question. The authors first estimate how the probability of a child’s access 

depends on the child’s circumstance variables: “parents’ education, family per capita 

income, gender, family structure (number of siblings, single-parent household) and area of 

residence (urban versus rural).” (p. 66) The predicted probability clearly varies with the 

circumstances. This predicted probability is then compared to the average probability of 

access across all circumstance variables. The differences in the predicted probability 

relative to the average are then used to construct a measure of inequality in access, and 

this is the inequality of opportunity. The specific measure used is a form of dissimilarity 

index based on the absolute difference between each individual value and the average. The 

authors further argue that the average access measure can be deflated by the dissimilarity 

index to give a measure of effective access correcting for inequality of opportunity – their 

Human Opportunity Index (HOI). 

A number of specific questions can be raised on the dissimilarity index and the implicit 

weights used for small and large departures from the average. Alternative weights would of 

course lead to different measures of inequality of opportunity as formulated. But a more 

important point is that analogous criticisms can be made to this approach as were applied 

to the first approach discussed in Section 3. In the limit, if enough variables are used, each 

child’s access can be predicted perfectly so we are measuring inequality of the binary 

variable access/no access. Using fewer variables than this will reduce the dissimilarity 
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index. Put another way, adding more circumstance variables will increase the measured 

inequality of opportunity. Thus, in this case as well, the number put out for policy purposes 

is a lower bound and open to similar notes of caution in the policy discourse. 

In fact, as one of us has argued elsewhere (Wagstaff, 2013), the whole empirical 

approach used by de Barros et al. (2009) in their HOI is misplaced, given what they say 

early on in the book about the appropriate partitioning of influences into J’s and U’s: 

“… from an empirical standpoint, the principle of equality of opportunity as “leveling the 

playing field” can be readily operationalized by measuring children’s access to basic goods 

and services that are critical for the full development of a child. For children, access defines 

“opportunity,” because children (unlike adults) cannot be expected to make the efforts needed 

to access these basic goods by themselves.” (p.3)  

Thus despite apparently taking the view that all inequality in these childhood variables is 

unjust, de Barros et al. (2009) develop a measure of inequality of opportunity that picks up 

only a part of the observed inequality. There is an inconsistency here that is puzzling to say 

the least.   

This raises the more general question of what influences on education and health 

variables belong in the J’s and what belong in the U’s. The partitioning of certain influences 

on education and health outcomes – notably parental influences, luck and talents – has 

proved especially challenging. It is worth going through these issues carefully.  

One person’s outcomes depend on another person’s efforts  

Most of the outcome indicators investigated by de Barros et al. in HOI relate to children. 

In early childhood, it is the effort of the parent – not that of the child – that shapes 

outcomes. A one-year old infant cannot be said to exert effort to be immunized (one of the 

outcomes examined by de Barros et al. (2009)); rather it is the parent who makes or does 

not make the effort. The same is true of other outcomes in infancy. At the very minimum 

then it would seem that all inequalities among infants should be deemed unjust. This is, in 

fact, the stated view of de Barros et al. (2009), even though in their operationalization of the 

HOI they deviate from this stance.  

As a child moves through infancy into childhood then into the teenage years and then to 

the cusp of adulthood, the role of the child’s own effort in shaping outcomes increases. This 

is truer of individual-level outcomes than of household-level outcomes, such as whether a 

family has access to safe water – another of the outcomes considered by de Barros et al. 

(2009). These household-level outcomes reflect almost entirely the decisions and efforts of 

parents, and it seems likely that most people would agree that inequalities among children 

in water and sanitation are unjust no matter how they arose. Again this is the stated view 

of de Barros et al. (2009) but not the view implied by their decomposition.  
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What of inequalities in individual-level outcomes after infancy? Take inequalities in 

primary school completion and educational attainment at age 15 – two of the other 

indicators used by de Barros et al. (2009). Insofar as these reflect inequalities in children’s 

efforts and choices, are these inequalities unjust? De Barros et al. (2009) argue that 

inequalities in primary completion reflect parental effort and are hence unjust, even though 

– as with the other childhood indicators – they go on to separate out the part of the 

inequality due to inequalities in circumstance. By contrast, in their IEO exercise they group 

inequalities in educational attainment at age 15 with inequalities in income, and in both 

cases strip out the contribution from inequality of circumstance; the rationale in both cases 

is that the part of the inequality due to inequality in effort is not unjust.  

Roemer (1998) – whose work inspired de Barros et al. (2009)– has a different viewpoint. 

He argues that insofar as they reflect inequalities in parental pressure or influence, 

inequalities in childhood outcomes (including presumably inequalities among young 

teenagers) should be counted as inequalities in circumstance not as inequalities in effort; 

Roemer would want to extract from the inequality in outcome both the part caused by 

inequality in circumstance and the part caused by inequality in parental pressure. De 

Barros et al.’s de facto position is actually closer to that of Barry (2005), who argues that 

the inequality in parental effort and influence should not be parceled out, and that it is a 

just source of inequality.   

The argument of de Barros et al. (2009) could be that we are constrained by data which 

does not allow us to separate out the effects of parental influence, and that their estimate of 

HOI, just like their estimate of IEO, contains an underestimate of the true inequality of 

opportunity. But we are then up against the same set of issues as discussed in the previous 

section – the danger that the value of HOI is taken not as an underestimate but as a point 

estimate; and that the value of HOI across countries may be determined simply by 

differences in data availability, not true differences in equality of opportunity.   

Luck and risk  

De Barros et al. (2009) argue that inequality in outcomes due to differences in luck is 

just: “In an ideal world, inequality in outcomes should reflect only differences in effort and 

choices individuals make, as well as luck.” (p15). This has echoes of Friedman’s (1962) 

lottery example, and prompts several questions.  

Does it matter whether the person freely takes a risky decision? What about children 

whose educational attainment and health depend on the choices their parents make as well 

as their luck? If a child is unlucky enough to contract a respiratory disease by inhaling the 

smoke from his parents’ cigarettes, is that still just? If a child performs badly in his school 

exams at age 15 because he is unlucky enough to see his parents separate and then divorce 

in the year before his exams, should we take this bad luck into account in assessing the 

justness of differences in educational attainment? Note this is not quite the same as the 

case of parental effort. Not every passive smoker falls ill. And some marriages keep going 
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while others end, despite the best efforts of the two parties to keep it together. In both 

cases, the child got unlucky, but in neither case did the child freely take a risky decision.  

What if the behavior was shaped by parental influences during childhood? Suppose, for 

example, a child acquires a taste for smoking or excessive drinking during youth by living 

in a home where smoking and drinking are the norm. This relates back to the debates 

between Dworkin, Roemer and Swift reviewed in Section 2. Roemer at least would want 

these influences removed. 

Do we think differently about luck depending on whether the risky activity is essential 

to a person’s flourishing as a human being? Nobody needs to smoke or consume alcohol 

excessively, for example; in effect, the default choice is not to engage in these activities. 

People take a proactive decision to deviate from the default in the pursuit of short-term 

pleasure knowing they raise their risk of illness and premature death. By contrast, people 

do need to eat; eating is the default choice. Moreover, many would argue that for various 

reasons – including convenience, cost, and commercial pressures – the default diet today is 

a diet that poses risks to health, and that people have to make a conscious and determined 

effort to eat in a way that lowers health risks. This is not a trivial comparison: dietary risks 

are estimated to have accounted for more deaths worldwide in 2010 than alcohol and 

tobacco combined (Lim et al., 2014).  

Does it matter how much is known about the risks involved and how well publicized 

they are? The risks associated with smoking and excessive alcohol consumption are well 

known and well publicized, but the evidence on diet is more complex, more fluid, and less 

well publicized. For example, given the attention they receive in the media, one might 

imagine the big culprits in relation to diet are too little polyunsaturated fatty acid, and too 

much processed meat, trans-fatty acids, sugar-sweetened beverages and red meat. Yet 

these are not actually the biggest causes of diet-related deaths worldwide: over six times as 

many deaths are attributable to people consuming too much sodium, and too little fruit, 

nuts, seeds, vegetables and whole grains (Lim et al., 2014).  

These issues aside, should we hold people accountable for bad luck, or only for risky 

behavior? De Barros et al. (2009) and Friedman (1962) argue the former. But there is an 

alternative school of thought that argues the opposite (see e.g. Le Grand 1987; Cappelen 

and Norheim 2005), namely that holding people accountable for outcomes is too strong, and 

that people should not be held accountable for their bad luck (“brute luck” as Dworkin calls 

it); in this view, luck is just one of the many of Roemer’s “circumstances beyond a person’s 

control.” Insofar as is feasible, smokers and drinkers should, according to this viewpoint, 

receive whatever additional health care is required to reduce their odds of premature death 

to the odds faced by everyone else. The accountability for risky behavior (“option luck” as 

Dworkin calls it) comes in through taxation: consumption of tobacco and alcohol (as well as 

e.g. sodium, red meat, sugar-sweetened beverages, etc.) should be taxed at such a rate that 

the revenues cover the extra expected health care costs.  
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Talent  

De Barros et al. (2009) argue that inequality in outcomes stemming from differences in 

talents is just: “Success in life should depend on people’s choices, effort, and talents, not on 

their circumstances at birth.” (p1) This is also a contestable position. They are not alone in 

taking this stance, but it is a contestable one.  

The Oxford English Dictionary defines talent as a “power or ability of mind or body 

viewed as something divinely entrusted to a person for use and improvement”.  Thus people 

are endowed with a natural or innate talent, and this talent can be both used and 

cultivated. A talent cannot be cultivated from nothing, so in this sense endowed talents 

impose limits on the talents people can have in later life. One can become wealthy without 

inheriting wealth, but one would find it hard to say the least to become a concert pianist 

without some endowment of musical talent.  

Since endowed talents are by definition beyond an individual’s control, it is odd that de 

Barros et al. (and others) are so quick to accept as just inequalities stemming from 

inequalities in talents. More in keeping with Roemer’s approach would be an attempt to 

parcel out the part of the inequality in outcome stemming from inequality in endowed 

talent and treat this as a source of inequity; the remaining part – due to differences in 

acquired talent – would be considered equitable. One might argue that one should go 

further and strip out some of the inequality due to inequality in acquired talent. After all 

the degree to which people can cultivate an innate talent depends on their circumstances 

during childhood and on efforts made by parents; inequality arising from the first is agreed 

to be unjust by everyone, and for those like Roemer inequality stemming from the second is 

also unjust.  

 

5. Conclusion  

None of the above is to question the enormous contribution on the determinants of 

inequality of outcomes that has been made by the empirical literature which tries to 

measure and quantify “inequality of opportunity” in an attempt to make the concept more 

policy relevant.  De Barros et al. (2009) and the related literature have in effect analyzed 

the determinants of a range of outcome variables. Such analyses have always been 

conducted, but the rubric of “equality of opportunity” has given a push to this analysis in 

the empirical domain. And if the use of the label “equality of opportunity” opens doors with 

policy makers to present results to them which would otherwise be ignored if they were 

labeled “equality of outcomes”, or simply “equality” or “equity”, then this development is to 

be welcomed for that reason as well.  

But the use of the aura of equality of opportunity as a concept, as a metaphor and as a 

label comes with its own problems, and these problems are magnified when the concept is 

applied and implemented with a view to contributing to the policy discourse on inequality. 
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Health inequality is emblematic of the difficulties that current approaches face. If 

children’s health is truly outside their control, then all of the inequality in their health is a 

legitimate objective of policy, not just that part which is explained by variables which 

measure parental circumstances. Similarly, especially for children but also for adults, if bad 

luck leads to ill health then wiping out this inequality as illegitimate for policy concern does 

not sit well with moral intuition – and yet that is what the present procedures which 

calculate inequality of opportunity in health tend to do. 

At the same time, the present exercises skirt some fundamental questions in equity of 

outcomes (cf. e.g. Culyer and Wagstaff, 1993). One concerns the evaluation of the joint 

distribution of income and health. For adults, should health inequality be assessed as a 

stand-alone phenomenon, or should the correlation between income and health be a key 

normative criterion over and above the inequality of health and income taken separately 

(cf. e.g. Atkinson, 2011; Bleichrodt and van Doorslaer 2006; Fleurbaey and Schokkaert, 

2011)? Such specific normative questions, and the specific causal determinants of different 

outcomes, are more likely to be useful to the policy discourse than general overarching 

attempts to quantify an abstract notion of “equality of opportunity.” 
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Comments on ‘How Useful Is Inequality of Opportunity as a Policy Construct?’ 

 

Aristomene Varoudakis 

 

 

The paper by Kanbur and Wagstaff on the usefulness of inequality of opportunity in policy 

analysis is very relevant and balanced. It rightly acknowledges that the empirical analysis on the 

inequality of opportunity (IO) has significantly contributed to our understanding of the 

determinants of inequality of outcomes. It also correctly acknowledges the contribution of the IO 

concept to advancing the policy debate on income distribution, beyond what would have been 

possible by focusing only on the inequality of outcomes or on social equity and fairness 

concepts.  

 

At the same time, the paper rightly emphasizes some of the concerns associated with the IO 

empirical analysis as developed by de Barros et al (2009). First, the concept provides a lower 

bound estimate of the “true” inequality of opportunity, which is surrounded by considerable 

ambiguity. Second, the IO concept may delegitimize concern with the other components of 

inequality of outcomes — those related to differences in effort, luck, or talent.  

 

Indeed, this last point might have been emphasized more: If there is inequality of opportunity, it 

may not be appropriate to assume that inequality of outcomes (due to differences in effort, luck, 

or talent) is fair and, therefore, legitimate from a policy perspective. The reason is that 

individuals that apply the same level of effort may get very unequal rates of return depending on 

the inequalities of opportunities they face.  

 

This will be the case, for example, if capital or credit markets are imperfect, so that lack of 

collateral, reflecting inequality of opportunity (not differences in effort, luck, or talent), reduces 

individual borrowing ability. Such imperfections, owing to asymmetry of information, are well-

known obstacles to the efficient functioning of credit markets (Stiglitz, 1989). Credit market 

imperfections may prevent these individuals, if they are farmers, for example, from upgrading 

the crops they grow to higher quality crops, or from investing to expand their business if they are 

small entrepreneurs. Individual luck may also depend on inequalities of opportunity, if such 

inequalities prevent, for example, individuals from improving educational attainment because 

they are stuck with second-class teachers in poor neighborhood schools. The effectiveness of 

individual efforts may then depend on inequality of opportunity to an extent surpassing what is 

captured by the empirical estimation of the IO measure.  

 

The paper also makes the valid point that when outcomes depend on actions of third parties, the 

distinction between outcomes related to IO and to own actions become blurred. This is, for 
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example, the case of individual health, given that immunization or preventive care depends on 

the motivation and efforts of parents.  

 

An additional point perhaps worth emphasizing concerns the validity of international 

comparisons of the extent of inequality of outcomes attributable to the inequality of opportunity. 

But to what extent, for example, the higher contribution of IO to income inequality in Guatemala 

or in Colombia reflects more unequal circumstances or more imperfect capital and credit 

markets? More imperfect credit markets may rely more excessively on collateral, which, in turn, 

may be restricted for many individuals due to IO and initial circumstances beyond their control. 

Would then IO be the main contributor to income inequality or credit market imperfections 

which may also differ substantially across countries? The diagnosis has important implications 

for the appropriate focus of policy to combat inequality.  

 

Finally, the point made by the paper that the policy dialogue on inequality may lose traction if IO 

is quantified at a level that may seem of low significance to policymakers is perhaps 

exaggerated. There is research suggesting that growth is negatively affected by IO — as 

demonstrated by Marrero and Rodriguez (2010) for growth and IO in 23 US states. More 

generally, additional research seems to be needed on the interconnections, or loop, between 

inequality of opportunity, growth, and inequality of outcomes. The first part of the loop concerns 

the association between IO and growth: it is important to understand if IO has a robust negative 

incidence on growth by restricting the ability of, otherwise equally skilled, individuals to realize 

their productive potential. The second part of the loop is about the inclusiveness of growth: how 

growth and the institutions and policies that support it are associated with inequality of 

outcomes? The last part of the loop concerns the association between inequality of outcomes and 

IO: There is evidence, for instance from EU countries, that IO is positively associated with long-

term unemployment and negatively associated with social protection expenditures (Marrero and 

Rodriguez, 2012). Understanding how the loop between IO, growth, and inequality of outcomes 

works would be essential for a sound, evidence-based dialogue on public policy, inequality, and 

growth.  
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Abstract  

This paper proposes a new measure of growth in shared prosperity, based on shifts in population 

shares of different income groups over time. This measure complements the definition of shared 

prosperity recently proposed by the World Bank in which income growth of the bottom 40 

percent is examined. The new measure’s strengths arise from its close ties to countries’ national 

poverty lines and poverty measures, its focus on inclusion of the vulnerable population, and its 

identification of a population segment that is neither poor nor at significant risk of falling into 

poverty. The paper also offers a typology of scenarios for tracking shared prosperity under this 

measure. It provides illustrative examples using survey data from India, the United States, and 

Vietnam for the mid-to-late 2000s. Estimation results comparing the two approaches with 

measuring the evolution of shared prosperity are qualitatively consistent, and suggest that during 

this period, Vietnam enjoyed the greatest expansion in shared prosperity, followed by India and 

then the United States. 
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I. Introduction 

By the standards of a very austere international poverty line, such as the World Bank’s $1.25 

per person per day in 2005 Purchasing Power Parity (PPP) dollars, global poverty has fallen 

rapidly in recent decades (World Bank, 2015a).  In many countries of the world, absolute poverty 

defined in these terms no longer affects significant segments of the population.  This is a 

remarkable achievement that is rightly celebrated – even though it is clear that in certain 

countries and certain parts of the world, extreme poverty by this standard remains both 

widespread and stubbornly resistant to change.  But poverty is not only thought of in absolute 

terms, and on the basis of an international standard.  Most countries of the world assess poverty 

in their societies on the basis of national poverty lines that are largely anchored to the standards, 

expectations, and aspirations of their own societies.  With social progress and economic growth, 

these standards typically evolve and consequently the poverty thresholds underpinning national 

poverty analysis also tend to rise (Ravallion and Chen, 2011).  In this context, attention in many 

countries is shifting away from merely a focus on the rate of income growth among the poorer 

population groups towards also an assessment of the quality of this growth. In particular, a key 

question that resonates in many countries is whether the poor are able to participate to the same 

degree and extent as the non-poor in a given country’s growth process; whether they are sharing 

equally in the country’s rising prosperity. In an attempt to provide a quantifiable measure that 

engages with these concerns, the World Bank has recently proposed a definition of “shared 

prosperity” as growth in the income of the bottom 40 percent of the income distribution over 

time (e.g., Basu, 2013; Jolliffe et al., 2015).1  

This measure has many attractive features, most notably that it is easy to understand, can be 

straightforwardly estimated from household survey data, and has a historical pedigree within 

                                                 
1
 In a slight abuse of notation, we use the terms income and consumption interchangeably in this note. 
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development thinking that dates back to the 1970s.2 However, as with other welfare measures 

that attempt to collapse complex and multifaceted distributional outcome information into a 

single summary index, there are conceptual and measurement-related subtleties that the measure 

does not fully capture.   For example, as was suggested above, there are good grounds to believe 

that at the country level, poverty remains an important concern for policy makers, even if the 

standards by which poverty is assessed are country specific and are far from immutable over 

time as the country develops.  It seems plausible that a debate about shared prosperity within a 

country would want to be able to refer to national-level poverty, even if it is understood that the 

notion of shared prosperity extends beyond a focus on poverty.  Questions have been raised 

about the income threshold used in the World Bank’s shared prosperity index to identify the 

population segment of interest: why should the income threshold be set at the 40
th

 percentile, 

rather than say, the 20
th

 percentile or 35
th

 percentile? Why not instead use the percentile that 

derives from application of the country’s own poverty threshold?3 As discussed above, countries 

may vary in defining their national poverty lines, which in turn have a significant bearing on 

poverty rates.  Why apply a blanket 40 percent to all countries? Furthermore, one might also ask 

why we do not consider growth of the income distribution as a whole instead for a more 

comprehensive analysis.4  

                                                 
2
 This measure was in fact proposed as early as 1972 in a speech by McNamara (1972), a former president of the 

World Bank, to the Board of Governors. A book subsequently published by the Bank (Chenery et al., 1974) provides 

more formal support. See Jolliffe et al. (2015) for more discussion on the historical development of this measure; see 

also Currie-Alder et al. (2014) for a collection of papers on the evolution of development thinking.  
3
 It is perfectly possible, for example, if a country’s national poverty rate is sufficiently below the cut-off point of 

40%, for there to be an increase in poverty while growth in average income of the bottom 40% is judged to be 

acceptably high.  Such an outcome could occur if inequality within the bottom 40% was increasing dramatically 

such that the poorest percentiles were seeing a decline in incomes while the group as a whole was seeing average 

incomes rise.  It is unclear whether and how the concept of shared prosperity defined in this way would resonate 

within a country under these circumstances. 
4
 See Jolliffe et al. (2015, chapter 5) for further discussion of this point. 
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Another limitation of the World Bank measure is that it focuses on the level of growth for the 

bottom 40 percent, rather than dynamic changes to the population shares of poor and vulnerable 

groups, since the target population is always fixed at this specified proportion. If there is an 

interest to track shared prosperity in terms of shifts in such population shares it would appear 

useful to develop a measure that focuses on such transitions explicitly. 

We develop in this note an alternative approach to tracking changes in shared prosperity that 

is more closely anchored to traditional analysis of poverty. We employ a dynamic approach that 

considers not only the currently poor but also takes into account that segment of the population 

currently non-poor but facing a heightened risk of falling back into poverty.  We postulate that a 

process of growth that fails to reduce not only poverty but also that fraction of the population 

vulnerable to falling into poverty, cannot be regarded as representing fully satisfactory progress 

in boosting shared prosperity. Our proposed measure aims to circumvent the issues raised with 

respect to the current measure of shared prosperity, discussed above, by clearly delineating the 

population into three income groups: poor, vulnerable, and secure (or “middle class”) and 

tracking how their population shares evolve.  We examine the implication of alternative growth 

scenarios for the relative size of these groups over time. In this approach, shared prosperity is 

most obviously boosted when population shares of the poor and vulnerable are seen to decline, 

with a corresponding increase in the share of the population that can be viewed as secure. We 

present a simple, but perhaps practically useful, way of interpreting and ranking the different 

possible scenarios in terms of changes in shared prosperity. 

We emphasize that our proposed measure is not intended to detract from, or supplant, the 

current approach of considering the growth of the bottom 40 percent.  Rather, it is meant to offer 

an additional perspective that can help enrich our understanding. These two approaches are 
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complementary and simply focus on different aspects of growth for population groups that fall in 

the lower part of the income distribution. As will be seen later, our approach is perhaps 

somewhat more complex and requires more detailed analysis, but in our examples it appears to 

generate results that are quite consistent with those deriving from the former approach.  

To operationalize our analysis, we build on a method recently proposed by Dang and 

Lanjouw (2014) to construct vulnerability lines that, together with existing national poverty 

lines, can help identify the poor and the vulnerable in each country. These vulnerability lines are 

associated with given vulnerability indexes— defined as the percentage of the population that are 

currently non-poor but who face a significant risk of falling into poverty in the next period.  For 

each country a socially acceptable vulnerability index has to be pre-specified— in the same way 

that countries have to specify national poverty lines that resonate within their respective 

societies.5  Our method allows for shared prosperity to be defined both anonymously (i.e., for 

poor or vulnerable households in each period regardless whether they are different or the same) 

and non-anonymously (i.e., for the same poor or vulnerable households in the first period). 

Importantly, although the method focuses on dynamics and transitions in and out of specific 

population groups, it does not depend crucially on the availability of panel data.  Instead, the 

method can build on methods to construct synthetic panels constructed from multiple rounds of 

cross-sectional data.  The latter are far more frequently available in the developing country 

context and as a result, our method can potentially be applied to most developing countries.  

For illustration, we analyze shared prosperity based on both the established approach, and 

our new proposed measure, using data from three countries from different income levels and 

geographical locations: India, the US, and Vietnam. Data from the US and Vietnam are actual 

                                                 
5
 The vulnerability indices can be anchored to consideration of government budgetary constraints or to normative 

social welfare objectives. Also note that our proposed measure of shared prosperity is flexible enough to work with 

other definitions of the vulnerability line. 
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panels respectively from the Panel Study of Income Dynamics (PSID) and the Vietnam 

Household Living Standards Survey (VHLSSs), while data from India are synthetic panels that 

are constructed from cross sections of the National Sample Surveys (NSSs). To maximize 

comparability across countries, we focus on the same time period for all three countries: 2004-

2008 for the US and Vietnam; and 2004/05- 2009/10 for India.6 Detailed calculations and 

estimation results are drawn from two companions to the present paper (Dang and Lanjouw, 

2014, 2015). 

This note consists of four sections. We briefly review the growth experience for India, the 

US, and Vietnam in the next section, before delving into the analysis of shared prosperity in 

Section III. Section IV concludes with further thoughts on research directions. 

 

II. Overview on Growth Experience of Three Countries  

Table 1 provides two measures of economic growth, one is growth in GDP per capita, and 

the other is growth in household consumption per capita (total household income for the US). 

The latter measure is shown both for the whole population and the bottom 40 percent. While 

these measures can be qualitatively similar, they can offer different estimates of the speed of 

growth (e.g., Deaton, 2005). Thus combining the two can provide a more comprehensive picture. 

Indeed, Table 1 shows that growth rates are different, depending on whether the first or the 

second measure is employed.  

A couple of observations are in order for this table. First, India had the largest annual growth 

rate for GDP per capita, which is then followed by Vietnam and the US for the considered 

periods. This order is, however, different when growth is defined in terms of household 

consumption. By this measure, overall growth rates in India and Vietnam were the same, and 

                                                 
6
 We use the 2007 and 2009 rounds of the PSID, whose income data are for the previous tax year. Thus we refer to 

these two rounds by the tax year for convenience.  
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were higher than in the US. Second, while GDP per capita for the US had positive growth over 

this time period, survey-based income growth was even negative for the US. This suggests that 

this economy might in fact be contracting between 2004 and 2008, in stark contrast to the case in 

the other two countries. Finally, using growth of the bottom 40 percent as a measure of shared 

prosperity, Vietnam moved up and took the lead at 3.1 percent, followed by India at 2.0 percent, 

and finally the US at -1.3 percent. If comparison is made not across the countries, but within 

each respective country relative to the population as a whole, growth for the bottom 40 percent is 

stronger for Vietnam while it is weaker for India. On the hand, this growth is less negative than 

that of the whole population for the US (i.e., the mean consumption for the bottom 40 percent 

decreases less than that of the whole population). 

 We will come back to more discussion on each country in Section III.3. We discuss next the 

framework of analysis before considering a more disaggregated analysis of growth.  

 

III. Analysis for Shared Prosperity 

A key feature with our proposed approach to measuring shared prosperity is that we construct 

a vulnerability line, which separates out the nonpoor population into two groups: those that are 

currently nonpoor but face a heightened risk of falling into poverty in the next period, and those 

that are secure (and can be denoted middle class).7 Since this vulnerability line is built upon the 

existing poverty line, employing these two lines together can provide a more comprehensive and 

more consistent analysis. 

III.1. Vulnerability Line: Definition and Estimation8 

                                                 
7
 The “middle class” defined in this way includes as well those households that would perhaps more reasonably be 

described as “rich”.  Note, however, that there is a general perception that household surveys do not typically 

capture well the richest segments of society.  For example, Szekely and Hilgert (2007) show for the case of surveys 

from Latin America that the richest surveyed households generally reported incomes that were roughly similar or 

lower in dollar terms to what a middle manager in the U.S. might earn.  The authors argue that inequality calculated 

from households survey data in the LAC region is likely to be seriously underestimated as a result of these findings. 
8
 This section provides a brief overview of the vulnerability lines provided in Dang and Lanjouw (2014). Interested 

readers are encouraged to read the cited paper for more details.  
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Let yt and Zt represent the household’s consumption and the poverty line respectively in time 

t, t= 0 and 1.9  We define V0 as the vulnerability line such that a specified proportion of the 

population with a consumption level higher than the poverty line but still below this line in time 

0 will fall below the poverty line Z1 in time 1.  We designate the likelihood among this 

population of falling back into poverty in period 1 as the “vulnerability” index.10 

We thus define the new vulnerability line as one that satisfies the following equality, given a 

specified vulnerability index P  

 P= 𝑃(𝑦1 ≤ 𝑍1|𝑍0 < 𝑦0 < 𝑉0)    (1a) 

or its equivalent expression,  

P=
𝑃(𝑦1≤𝑍1∩𝑍0<𝑦0<𝑉0)

𝑃(𝑍0<𝑦0<𝑉0)
     (1b) 

It can be useful to highlight some features of this vulnerability line. First, just as a poverty 

line can be constructed anchored to a benchmark (e.g., level of energy or median household 

consumption), a vulnerability line can be constructed given a specific value for the vulnerability 

index P (say, 5 or 10 percent). Second, also similar to the poverty line, a lower value for this 

index is desirable and implies that a lower proportion of the population is at risk of falling into 

poverty.  

However, a major difference between this vulnerability line and the poverty line is that the 

former is constructed using a dynamic poverty framework while the latter a static one; another is 

that this vulnerability line is defined to be used at the population level for population-averaged 

quantity rather than at the household level. Put differently, the construction of vulnerability lines 

                                                 
9
 We use the standard notation where yt and Zt are respectively a vector and a constant term; we also suppress the 

subscript for households to make notation less cluttered.  
10

 Dang and Lanjouw (2014) also offer another version of this vulnerability line which is based on an “insecurity 

index”, where a specified proportion of the population with a consumption level higher than this line in time 0 will 

fall below the poverty line Z1 in time 1. While sharing several common features with the vulnerability line provided 

here, this other version focuses on households in the top part of the consumption distribution. 



 

5a-8 

 

is a two-step process. In the first step, (absolute) poverty lines are constructed, often based on 

minimum levels of calorie requirements. Then in the second step, these poverty lines provide a 

building block, which is then supplemented with information on the shares of the population 

defined in relationship to these poverty lines in both periods, to construct vulnerability lines. 

Finally, this vulnerability line can offer a lower bound for the middle class. Put differently, it 

can work as a lower bound value where households with a higher consumption than this line 

would be considered as belonging to the middle class, and households with a consumption level 

in between this line and the poverty line belonging to the group that is most vulnerable to 

poverty.  

In terms of estimation, equality (1b) lends itself to straightforward estimation using 

household panel survey data, where the denominator can be estimated from the cross section in 

time 0, and the numerator from the panel data spanning both time 0 and time 1. There is no 

closed-form solution for V0 in equalities (1a) and (1b).  However, given household consumption 

in both periods, the poverty line Z1, and a pre-specified value for either the insecurity or 

vulnerability index, we can empirically solve for the vulnerability line V0. In particular, since P 

is a decreasing function of V0, we can iterate from the poverty line upward until we reach a value 

for V0 that provides the specified vulnerability index. Given appropriate adjustments for inflation 

rates, the vulnerability line in time 0 can then be updated for later periods just as with poverty 

lines. In contexts where actual panel data are not available, synthetic panels can be constructed to 

substitute for such data (Dang, Lanjouw, Luoto, and McKenzie, 2014; Dang and Lanjouw, 

2013). 
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For illustration purposes, Table A1 in the Appendix shows the different vulnerability lines 

that correspond to different vulnerability indexes for India during the period 2004/05- 2009/10. 

Further examples are provided in Dang and Lanjouw (2014, 2015).   

 

III.2. Typology of Poverty and Vulnerability Dynamics 

The estimated vulnerability line can then be combined with the existing poverty line to 

classify the population into three welfare groups: Poor, Vulnerable, and Middle class. We 

propose a simple typology of different growth scenarios for the three welfare groups in Table 2. 

To obtain a ranking for the different growth scenarios, we adopt the following pro-poor criterion: 

Growth for the Poor category is most prioritized; and between the Vulnerable category and the 

Middle class, growth for the former has more priority. As a result, there are in total six possible 

growth scenarios depending on whether (the population share for) each of the three categories is 

expanding or shrinking.11 The first three scenarios relate to the reduction of the Poor category, 

while the remaining three scenarios concern the expansion of this category. Thus by our pro-poor 

definition, these first three scenarios indicate positive growth, and the remaining scenarios 

suggest negative growth.  

Table 2 indicates that the most positive pro-poor growth scenario is that both the Poor and 

Vulnerable categories are reduced while the Middle class category expands (Scenario 1). This is 

also the best general economic growth scenario, where everyone—regardless of whether they are 

rich, vulnerable or poor—is on average better off. The second best growth scenario is one where 

only the Poor category becomes smaller, while both the Vulnerable and Middle class swell 

(Scenario 2). The worst pro-poor scenario is where both the Poor and Vulnerable increase while 

the Middle class is reduced and everyone on average loses (Scenario 6), which is the opposite of 

                                                 
11

 Since these three groups add up to 100 percent, two other scenarios of either expanding or shrinking for all these 

groups as shares of the population are out of the question. In other words, the increases and decreases in the 

population shares of the three groups should cancel out each other in the total.  
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Scenario 1. All the remaining scenarios can be similarly classified based on the changes in the 

sizes of these three categories. 

Some findings emerge from this simple typology. First, pro-poor growth is strongest—or 

shared prosperity is largest—when both poverty and vulnerability are reduced. Otherwise, 

reduced poverty coupled with increased vulnerability (Scenarios 2 and 3) can potentially result in 

unstable poverty reduction. The reason is rather straightforward: assuming the increase in the 

Vulnerable category is mostly due to those households that just escaped poverty, without strong 

social protection programs, there is no guarantee that these households may not fall back into 

poverty in the next period. Consequently, for sustainable growth and more shared prosperity, 

more attention should be focused not only on reducing poverty but also on decreasing 

vulnerability, or aiding the vulnerable population category that are currently nonpoor but face a 

high risk of falling into poverty.  

Second, the ranking provided in Table 2 can provide some rough guideline for a preferred 

pro-poor growth order for the different growth trajectories. If the objective is to achieve shared 

prosperity, this ranking suggests that growth for the poor and vulnerable—in this order—should 

be most prioritized. While the best pro-poor growth scenario is generally consistent with general 

economic growth (Scenario 1), this may not hold for other pro-poor growth scenarios where the 

Middle class can either expand or contract (Scenarios 2 and 3). Similarly, the whole economy 

may grow on average but poor households may even sink deeper into poverty if the Poor 

category swells (Scenarios 4 and 5). This priority should be well noted if shared prosperity is to 

be interpreted as more or at least equal growth for the poorer groups. 

Finally, the typology provided in Table 2 is general enough to be employed with different 

definitions of vulnerability lines. Even though we derive these vulnerability lines based on the 
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approach in Dang and Lanjouw (2014) for the analysis in this paper, these lines can also be 

obtained using other approaches. For example, one option is to derive the vulnerability line, also 

based on the probability of falling into poverty but using a regression-based framework (Ferreira 

et al., 2013; Lopez-Calva and Ortiz-Juarez, 2014); other options are to simply use some absolute 

cutoff thresholds such as between $2 and $10 PPP dollars (Banerjee and Duflo, 2008) or between 

the 40
th

 and 80
th

 percentiles of the income distribution (Alesina and Perotti, 1996). 

 

III.3. Welfare Analysis 

We provide the empirical illustration in Table 3, where estimates are constructed based on 

the results from Dang and Lanjouw (2014).12 We briefly review the most relevant studies about 

pro-poor growth in each country before discussing estimation results. 

 

India 

India witnessed its GDP per capita increasing by almost half (47 percent) and poverty decreasing 

by 21 percent during the period 2004-2009 (World Bank, 2015b). Not much, however, is known 

about pro-poor growth for India during this period, but recent studies (e.g., Datt and Ravallion, 

2011; Ravallion, 2011) suggest that economic growth has generally had a negative impact on 

poverty rates starting from the early 1990s. Our earlier estimates (Table 1) indicate that growth 

for the bottom 40 percent is slightly smaller than that of the whole population. 

Estimation results shown in Table 3 confirm that growth in India in this period has been pro-

poor, with the population share of the Poor category decreasing by 14 percent. However, this rate 

of decrease is slower than the growth rate of the Middle class at 19 percent. This period also saw 

the Vulnerable category expanding by 5 percent. The growth scenario for India in this period is 

                                                 
12

 The figures shown in Table 3 are the relative changes of the different welfare categories. The absolute changes 

offer qualitatively similar results and are provided in Table A2 in the Appendix. 
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definitely a positive case, and is second only to the most positive case of both reduced poverty 

and vulnerability and expanded middle class (Table 2).13  

 

United States 

The year 2008 marks the Great Recession in this country, where subprime housing mortgages 

had a detrimental domino effect on other sectors of the economy. Petev, Pistaferri, and Eksten 

(2011) document that while real per capita consumption declined monotonically until the middle 

of 2009, the decline of real per capita disposable income was significantly smaller. This finding 

was corroborated by De Nardi, French, and Benson (2012), who also found that the drop in 

income for poorer households was in fact lower than that of other households (thanks to means-

tested transfer programs from the government).14 Both the negative growth rate for mean income 

per capita, and the negative growth for the bottom 40 percent (shown in Table 1)—even though 

the latter is slightly larger—are consistent with these findings.  

Our estimates (Table 3) suggests that growth in the US in this period has been least pro-poor, 

with the population share of the Poor category increasing by 12 percent. At the same time, the 

Vulnerable category expanded by 9 percent, while the Middle class contracted by 2 percent. The 

growth scenario for the US is in fact the most negative case for pro-poor growth according to the 

typology shown in Table 2.  

 

Vietnam 

                                                 
13

 Analysis of mobility for the more recent period (2009/10- 2011/12) for India is provided in Dang and Lanjouw 

(2015). 
14

 In addition, Saez and Zucman (2014) document that over the 1986-2012 period, wealth per family averaged a 

growth rate of 1.9% per year but did not grow at all for the bottom 90% of U.S. families.  
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Vietnam has been enjoying a steady GDP per capita growth rate of almost 6 percent in the period 

2004-2008 (Table 1), which followed a preceding decade of strong growth. Poverty has been 

declining rapidly in this country, and decreased by one quarter, from 20 percent in 2004 to 15 

percent in 2008. Economic growth in the previous decade (the 1990s) has been found to be 

strongly pro-poor (Glewwe and Dang, 2011). 

Our estimates (Table 3) suggests that growth in Vietnam in this period has been solidly pro-

poor, with the population share of the Poor category decreasing by 29 percent. At the same time, 

the Vulnerable category also decreased by 27 percent, while the Middle class expanded by 22 

percent. The growth scenario for this country is in fact the most positive case for pro-poor 

growth according to our proposed typology. 

We thus show that for the three countries during the studied period, Vietnam represents the 

most positive pro-poor growth scenario and India represents the next most positive, while the US 

reveals the least positive scenario.15 It should be noted that while both the cited bottom 40 

percent measure and our measure provide consistent results for these examples, this may not 

always hold for other countries. 

 

IV. Conclusion  

We propose in this short paper an alternative measure of shared prosperity, which divides the 

population into three income groups and which is based on the changes of the population shares 

of each of these groups over time. We also offer a typology of different pro-poor growth 

scenarios based on this measure. Our proposed measure does not attempt to replace the measure 

of shared prosperity as growth of the bottom 40 percent recently proposed by the World Bank, 

                                                 
15

 However, note that if mobility between all income groups is considered, India has slightly more mobility than 

Vietnam, which is then followed by the US (Dang and Lanjouw, 2014).  



 

5a-14 

 

but rather aims at examining different aspects of growth. Our proposed measure would involve 

more intricate analysis, but the payoff is that it can provide richer analysis.   

Furthermore, several strengths of our proposed measure merit attention. First, it is 

constructed using the existing poverty line and resultant vulnerability line. As a result, it helps 

avoid the complicating issues of associating the bottom 40 percent with any existing national (or 

international) poverty line. Second, this measure emphasizes the importance of taking into 

account not only the poor but also the vulnerable (i.e., those that are currently nonpoor but face a 

significant risk of falling into poverty) into the estimation of shared prosperity. Finally, the 

vulnerability lines used to construct this measure can be derived using a vulnerability index 

approach (Dang and Lanjouw, 2014) or other approaches. It is rather straightforward to estimate 

vulnerability for the former approach based on synthetic panels constructed from cross sections. 

It is useful to explore the combination of both approaches for analysis of shared prosperity, 

as illustrated in this paper. Estimation results using both approaches are qualitatively consistent 

for the three countries examined, and suggest that growth for Vietnam has the most shared 

prosperity, which is followed by India and the US. These results could well change for a more 

recent period, particularly since the period under study leads to the recent Great Recession period 

in the US.  

We do not further investigate the dynamics of the movement between the different 

consumption categories for each country, which requires more detailed mobility analysis. But a 

promising direction for future research is to incorporate these between-group transitions into 

constructing a richer and more dynamic measure of shared prosperity. Another direction is to 

analyze the changes in shared prosperity not just for the poor as a whole, but also for specific 
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subgroups among the poor and disadvantaged, such as the unemployed or those belonging to 

ethnic minorities.  
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Table 1: Growth Experience of India, the United States, and Vietnam (percentage)  

Annual growth rate 
Country 

India United States Vietnam 

1. Based on national account 
   

GDP/ capita 6.6 1.3 5.8 

 
   

2. Based on household survey 
   

Consumption/ capita for all the population 2.2 -1.8 2.2 

Consumption/ capita for the bottom 40 percent 2.0 -1.3 3.1 

Note: Annual growth rate is between 2004 and 2008 for the US and Vietnam, and 2004 and 2009 for India. GDP 

per capita data are from the World Development Indicators database. Survey-based consumption figures are from 

the NSS and VHLSS surveys respectively for India and Vietnam; for the US, this figure is total household income 

from the PSID. All survey-based numbers are estimated with population weights. 
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Table 2: Typology of Welfare Transition Dynamics over Two Periods 

Scenario  Pro-poor Growth 

Welfare Category 

Notes 
Poor Vulnerable 

Middle 

class 

1 Strongest/ Most positive  - - + reduced poverty and vulnerability, and expanded middle class 

2 More positive - + + reduced poverty, increased vulnerability, and expanded middle class 

3 Positive - + - reduced poverty, increased vulnerability, and shrunk middle class 

4 Negative + - + increased poverty, reduced vulnerability, and expanded middle class 

5 More negative + - - increased poverty, reduced vulnerability, and shrunk middle class 

6 Weakest/ Most negative + + - increased poverty, increased vulnerability, and shrunk middle class 

Note: The signs (-) and (+) respectively stand for decrease and increase. Pro-poor growth is defined as the dynamics that are most beneficial to  

the different categories in this order: Poor, Vulnerable, and Middle class. 
 

 

  



 

5a-20 

 

Table 3: Welfare Transition Dynamics of India, the United States, and Vietnam 

(percentage) 

Welfare category 
Country 

India United States Vietnam 

Poor -14.4 12.4 -28.5 

Vulnerable 4.8 9.4 -26.5 

Middle class 19.0 -2.4 22.3 

Pro-poor growth scenario More positive Most negative Most positive 

Note: Welfare transition is between 2004 and 2008 for the US and Vietnam, and 2004 and 2009 for India. 

Households are considered to be in the vulnerable category if their probability of falling from this status in the first 

period into poverty in the next period is at least 20 percent. Estimates are derived from Table 8 and Table 2.4 in 

Dang and Lanjouw (2014), where data for the US and Vietnam are true panels with the PSID and VHLSS, and data 

for India are synthetic panels constructed from the cross sections in the NSS. All survey-based numbers are 

estimated with population weights. 
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Appendix 

Table A1: Vulnerability Lines at Given Vulnerability Indexes for India, 2004-2009  

No 
Vulnerability index 

(%) 

Vulnerability line 

(rupee) 
Increase (%)  

Pop. share with 

consumption above 

poverty line but less 

than V-line (%) 

1 35 508 5 3.4 

2 34 528 9 6.2 

3 33 543 12 8.2 

4 32 553 14 9.4 

5 31 578 20 12.6 

6 30 598 24 15.0 

7 29 623 29 17.9 

8 28 648 34 20.7 

9 27 673 39 23.3 

10 26 703 46 26.2 

11 25 743 54 29.8 

12 24 783 62 33.1 

13 23 823 70 36.1 

14 22 868 80 39.1 

15 21 923 91 42.3 

16 20 998 107 45.6 

17 19 1083 124 49.4 

18 18 1213 151 53.4 

19 17 1398 189 57.1 

20 16 1723 257 60.6 

Note: Vulnerability lines are in monthly rupees per capita in 2004 prices. The relative increases of 

the vulnerability line from the poverty line is shown under the column "Increase" (column 4). All 

numbers are estimated with synthetic panel data and weighted with population weights.  The 

incremental value for iteration is 5 rupees. The exchange rate is US$1 for 45.3 rupees in 2004 (World 

Bank, 2015). 
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Table A2: Welfare Transition Dynamics of India, the United States, and Vietnam, Absolute 

Changes (percentage) 

Welfare category 
Country 

India United States Vietnam 

Poor -5.3 1.1 -5.7 

Vulnerable 2.2 0.8 -6.6 

Middle class 3.2 -2.0 12.3 

Pro-poor growth scenario More positive Most negative Most positive 

Note: Welfare transition is between 2004 and 2008 for the US and Vietnam, and 2004 and 2009 for India. 

Households are considered to be in the vulnerable category if their probability of falling from this status in the first 

period into poverty in the next period is at least 20 percent. Estimates are derived from Table 8 and Table 2.4 in 

Dang and Lanjouw (2014), where data for the US and Vietnam are true panels with the PSID and VHLSS, and 

data for India are synthetic panels constructed from the cross sections in the NSS. All survey-based numbers are 

estimated with population weights. 
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 These comments are based on the paper presented by Dang and Lanjouw at the IEA roundtable in 

Jordan. 
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This paper discusses a wide-ranging set of conceptual, statistical and 

empirical issues.  It is concerned specifically with vulnerability to 

income poverty, and it identifies income cut-offs to define poverty 

and ‘vulnerability’ lines.  These income cut-offs are then used to 

illustrate ‘welfare dynamics’ for panel surveys of households for the 

US and Vietnam, and for a synthetic panel constructed for India from 

separate rounds of cross-section data.   

 

The authors’ conceptual framework is based on a continuous bivariate 

distribution between the income of a person (household) today, Y0, 

and the person’s (household’s) income tomorrow, Y1.  In keeping with 

standard statistical notation, I use upper-case letters for the random 

variables (Y0, Y1) and lower-case letters for realizations or values (y0, 

y1, z0, z1, v0, v0') of the random variables – in contrast to the notation 

in Dang and Lanjouw.   

 

Their paper discusses vulnerability in terms of the probability of 

falling into poverty in period 1 given a person’s (household’s) income 
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in period 0.  The basic assumption made is that the higher one’s 

income y0 in period 0 the lower will be the probability of falling 

below any given threshold y1 in period 1, and in particular the poverty 

threshold (or line) z1 in period 1.  This condition is known as “positive 

regression dependence” (Lehmann 1966, p. 1143, condition (5.3)).  

Positive regression dependence (PRD) of the random variable Y1 on 

Y0 is expressed formally as:   

P(Y1 ≤ y1 | Y0 = y0) is decreasing (non-increasing) in y0, for all y1.   

This is Assumption 1 in Dang and Lanjouw, who call the condition 

“Y1 is stochastically increasing in Y0”.   

 

Weaker and stronger conditions of positive dependence or association 

between the random variables Y0 and Y1 are also examined in 

Lehmann (1966).
2
  They are all meant to characterize in different 

ways the notion that large values of Y0 tend to be associated with large 

values of Y1, and small values of Y0 tend to accompany small values 

of Y1.   

                                                           
2
 See also Balakrishnan and Lai (2009, chapter 3).   
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In fact, Lehmann (1966) introduced three successively stronger 

conditions of positive dependence or positive association between the 

random variables Y1 and Y0, which in order of increasing strength are 

as follows.   

(1) Condition (5.1) in Lehmann (1966, p. 1143), or positive 

quadrant dependence (PQD):   

P(Y1 ≤ y1 | Y0 ≤ y0) ≥ P(Y1 ≤ y1) for all y0, y1.   

This condition expresses the fact that knowledge of Y0 being small 

(less than y0) increases the probability of Y1 being small (less than y1).   

(2) Condition (5.2) in Lehmann (1966, p. 1143):   

P(Y1 ≤ y1 | Y0 ≤ y0) is decreasing (non-increasing) in y0, for all y1.   

This condition has been called left-tail decreasing (LTD) by 

Balakrishnan and Lai (2009, p. 111), although it is slightly mis-

defined there.  Balakrishnan and Lai (2009) also discuss the obverse 

condition called right-tail increasing (RTI), which is defined formally 

as:   
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P(Y1 > y1 | Y0 > y0) is increasing (non-decreasing) in y0, for all y1.   

(3) Condition (5.3) in Lehmann (1966, p. 1143) of positive 

regression dependence (PRD) mentioned earlier:   

P(Y1 ≤ y1 | Y0 = y0) is decreasing (non-increasing) in y0, for all y1.
3
   

 

Lehmann (1966, Lemma 4, p. 1144) demonstrated that:   

PRD  →  LTD  →  PQD.   

It is also straightforward to show that:   

PRD  →  RTI  →  PQD.   

 

The assumption of PRD (or “Y1 stochastically increasing in Y0”) 

invoked by Dang and Lanjouw (Assumption 1) implies the weaker 

conditions of LTD and RTI, which in turn imply PQD.  The main 

propositions of their paper (Propositions 1-3) follow immediately 

from the conditional probabilities that define LTD and RTI – by 

                                                           
3
 There is an even stronger condition of positive dependence than PRD, called “positive 

likelihood ratio dependence” (Lehmann 1966, pp. 1150-1), which requires that the 

conditional density of Y1 given Y0 = y0 has a monotone likelihood ratio.   
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substitution of the poverty line z0 (or the vulnerability lines v0 or v0' 

above z0) for y0, and the poverty line z1 for y1.  Indeed there is not 

much daylight between their Assumption 1 and the propositions stated 

and proved in their paper.  The results are straightforward in view of 

the assumption made that the higher a person’s (household’s) current 

income y0, the lower the probability that the person (household) will 

fall below any given threshold y1 in period 1, e.g. the poverty line z1.   

 

Corresponding to a vulnerability line v0 above z0, the authors define 

an “insecurity index” Ƥ
1
 as Ƥ

1
 = P(Y1 ≤ z1 | Y0 > v0), and a 

“vulnerability index” Ƥ
2
 as Ƥ

2
 = P(Y1 ≤ z1 | z0 < Y0 ≤ v0).  They show 

that under Assumption 1, Ƥ
2
 > P(Y1 ≤ z1 | Y0 > z0) > Ƥ

1
 (Proposition 

3).   

 

Indeed, in their characterization of vulnerability solely in terms of a 

person’s (household’s) current income level – and no other variable – 

their Assumption 1 will also imply that the income group most 

vulnerable to poverty in period 1 is those who are poorest in terms of 
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income (depth of poverty) in period 0.  In particular, it follows that 

the currently poor are more vulnerable to poverty in period 1 than 

those defined by the authors as “secure” [sic] in their insecurity index 

Ƥ
1
 or “vulnerable” in their vulnerability index Ƥ

2
.  In the spirit of 

Dang and Lanjouw, I offer Proposition A with its proof in Appendix 

A.   

Proposition A:   

Given LTD (condition (5.2) of Lehmann 1966), it follows that   

P(Y1 ≤ z1 | Y0 ≤ z0) > P(Y1 ≤ z1 | z0 < Y0 ≤ v0) = Ƥ
2
   

 

Hence in comparison to the groups identified by Dang and Lanjouw 

above the poverty line z0 (viz. those between z0 and v0, those above z0, 

and those above v0), the most vulnerable group is those who are 

currently poor.  In this framework, a concern with poverty and a 

distinct concern with vulnerability will lead to focussing on exactly 

the same group, viz. those who are currently income poor.   
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The question naturally arises, therefore, whether low income is all 

there is to vulnerability.  Elsewhere in commenting on human 

security, I discussed vulnerability in terms of the magnitude of 

downside risk a person faces in relation to how much above the 

minimum threshold he or she is in the relevant dimension (Anand 

2012, p. 9).  I also noted that: “The extreme case of insecurity is 

certainty of being below a specified threshold, and the absence of any 

chance of avoiding that fate.”   

 

In a special contribution to the Human Development Report 2014, 

Stiglitz has argued that: “If we are to formulate policies to reduce 

vulnerability, it is essential to take a broad view about what creates 

such vulnerability.  Individuals and societies are inevitably exposed to 

what economists call ‘shocks’, adverse events that have the potential 

to lead to marked decreases in living standards.  The larger the 

shocks, the greater their depth and duration, and the greater 

vulnerability, other things equal. … Vulnerability has multiple causes 

and consequences. … [I]f we are to succeed in reducing vulnerability, 
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we need to approach it from a broad systemic perspective.” (UNDP 

2014, pp. 84-5)   

 

In their empirical work, Dang and Lanjouw examine vulnerability 

(and its causes) only through lines in income space, which they then 

use for the purpose of studying income (‘welfare’) dynamics or 

mobility.  Given the observed bivariate distribution of (Y0, Y1), the 

vulnerability line v0 is drawn above the poverty line z0 in period 0 

such that the risk of falling into poverty in period 1, i.e. the 

vulnerability index Ƥ
2
 = P(Y1 ≤ z1 | z0 < Y0 ≤ v0), is 0.1 or 10%.  This 

vulnerability line is used to calibrate income intervals for examining 

mobility between three income groups in a population – the poor 

(those below z0), the vulnerable (those between z0 and v0), and the 

‘middle class’ (defined as those with income above v0).  The authors 

go on to estimate income dynamics among these groups in three 

countries: USA, Vietnam, and India.   
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But to study mobility one could equally define the income groups in 

terms of multiples of the poverty line in a country.  Alternatively, one 

could, for example, define the income cut-offs through quartiles of 

the income distribution.  However, if the object were to study 

vulnerability per se, and to identify groups that are vulnerable and the 

causes of their vulnerability, the exercise might be quite different 

from an identification of groups solely through particular income 

intervals.   

 

To analyze vulnerability, one would need to identify groups more 

broadly through the downside risk they face which might push them 

into poverty.  Particular occupational, socioeconomic and 

geographical groups may be more prone to downside risk than others.  

Examples might include farmers who are exposed to weather risk, 

people who are in ill-health and have no health insurance, people who 

live in locations subject to drought, floods and dangerous 

epidemiological environments, the disabled who are at greater risk of 

suffering from violence, disaster and other hardships, etc.   
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Dang and Lanjouw also claim that their approach offers an “appealing 

basis for defining and identifying the middle class in society” – whom 

they define as everyone with income above the vulnerability line v0.  

Their ‘middle class’ therefore encompasses the rich and super-rich – 

including the top 1.0%.  But again, if the purpose is to identify the 

middle class, sociologists and other economists would define this 

group in society differently – in terms of their level of education, or 

type of occupation, or sources of income, or middle position in the 

income distribution, or patterns of consumption (e.g. for advertising 

and marketing purposes), etc.  It is arguable whether the middle class 

should be defined in terms of an income group facing a particular 

probability of falling below the poverty line.  According to this 

criterion, if incomes were stable over time then all non-poor people 

would constitute the middle class – including those just above the 

poverty line as well as the rich.  It is not clear what purpose is served 

by defining the middle class in this manner.  The authors’ definition 

of the middle class would seem to require more justification than they 

offer.   
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In conclusion, I confess to being a little unclear about the purpose of 

the definitions and statistical structures presented in this paper.  If the 

motivation is to study income dynamics, the vulnerability line appears 

to have no more salience than specifying income cut-offs in other 

ways – e.g. as multiples of the poverty line, or as quartiles (or other 

percentile groups) of the income distribution.  If it is to identify 

vulnerable groups, one would need to look at groups whose income is 

subject to substantial downside risk – which may not be a function 

solely of their current income level.  If it is to identify the middle 

class, there are again likely to be more salient approaches to defining 

such a group.  In my opinion, the paper could benefit from a sharper 

focus and a clearer justification for the analyses it presents.   
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Appendix A   

 

Proposition A:   

Given LTD (condition (5.2) of Lehmann 1966), it follows that:   

P(Y1 ≤ z1 | Y0 ≤ z0) > P(Y1 ≤ z1 | z0 < Y0 ≤ v0)   

Proof:   

Since v0 > z0, LTD implies   

P(Y1 ≤ z1 | Y0 ≤ z0) > P(Y1 ≤ z1 | Y0 ≤ v0)   

                              = 
𝑃( 𝑌1 ≤ 𝑧1∩ 𝑌0 ≤ 𝑣0) 

𝑃(𝑌0 ≤ 𝑣0) 
   

Now   

P(Y1 ≤ z1 ∩ Y0 ≤ v0) = P(Y1 ≤ z1 ∩ Y0 ≤ z0) + P(Y1 ≤ z1 ∩ z0 < Y0 ≤ v0)   

and   

P(Y0 ≤ v0) = P(Y0 ≤ z0) + P(z0 < Y0 ≤ v0)   

Therefore,   
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P(Y1 ≤ z1 | Y0 ≤ v0)   

          =  
𝑃(𝑌1≤ 𝑧1 ∩ 𝑌0 ≤ 𝑧0) + 𝑃(𝑌1≤ 𝑧1 ∩ 𝑧0 < 𝑌0 ≤ 𝑣0) 

𝑃(𝑌0 ≤ 𝑧0) + 𝑃(𝑧0 < 𝑌0 ≤ 𝑣0)
   

          =  w1 P(Y1 ≤ z1 | Y0 ≤ z0) + w2 P(Y1 ≤ z1 | Y0 ≤ v0)   

where   

    𝑤1 =  
𝑃(𝑌0 ≤  𝑧0)

𝑃(𝑌0 ≤  𝑧0) + 𝑃( 𝑧0 < 𝑌0 ≤ 𝑣0)
   

    𝑤2 =  
𝑃(𝑧0 < 𝑌0 ≤  𝑣0)

𝑃(𝑌0 ≤ 𝑧0) + 𝑃(𝑧0 < 𝑌0 ≤ 𝑣0)
       

and    𝑤1 + 𝑤2 = 1.     

Therefore,   

         P(Y1 ≤ z1 | Y0 ≤ z0) > w1 P(Y1 ≤ z1 | Y0 ≤ z0)   

                                             + w2 P(Y1 ≤ z1 | z0 < Y0 ≤ v0)   

so that   

      (1 − w1) P(Y1 ≤ z1 | Y0 ≤ z0) > w2 P(Y1 ≤ z1 | z0 < Y0 ≤ v0)   

But (1 − w1) = w2, and hence   

          P(Y1 ≤ z1 | Y0 ≤ z0) > P(Y1 ≤ z1 | z0 <Y0 ≤ v0)  □   
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Abstract 

 

 Behavioral economics recognizes that mental models – intuitive sets of ideas about how 

things work – can bias an individual’s perceptions of himself and the world.  By 

representing an ascriptive category of people as unworthy, a mental model can foster 

unjust social exclusion of, for example, a race, gender, caste, or class.  Since the 

representation is a social construction, shouldn’t society be able to control it?  But how?  

This paper considers three interventions that have had some success in developing 

countries:  (1) Group deliberation in Senegal challenged the traditional mental model of 

female genital cutting and contributed to the abandonment of the practice; (2) political 

reservations for women and low castes in India improved the way men perceived women, 

the way parents perceived their daughters, and the way women perceived themselves, but 

have not generally had positive effects on the low castes; and (3) reductions in the 

salience of identity closed performance gaps between dominant and stigmatized groups in 

experiments in India and China.  Spoiled collective identities need to be changed or made 

less prominent in order to overcome social exclusion.  
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*
 

 

Karla Hoff
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Human beings can live, and human liberty can exist, only within a system of norms, 

meanings, and roles; but in any particular form, these things can impose severe 

restrictions on well-being and autonomy. 

Cass Sunstein (1996, 911) 

 

In many societies, broad segments of the population are barred from full human rights and full 

participation in society:  they are “socially excluded” (World Bank 2013).  Social scientists seek 

to understand the mechanisms by which social exclusion occurs in order to determine how it can 

be mitigated.  Rational actor models assume that individuals see all their options objectively, 

reason without bias, know what is in their self-interest, and act accordingly.  Thus the 

dismantling of exploitative structures and formal barriers that certain groups face in markets, 

education, and neighborhoods are “all” that is required to end social exclusion.  In contrast, 

behavioral economics recognizes that people are not always rational.  It brings in insights from 

psychology and sociology that institutions have a “schematizing power” (Bruner 1990, 58; 

DiMaggio 1997, 271).  Mental models that people absorb from past institutions can distort 

perceptions in ways that reproduce social exclusion long after the formal barriers have been 

removed.  Spoiled collective identities need to be repaired to overcome social exclusion.  

 

____________ 

*
Forthcoming in the Proceedings of the Roundtable on Shared Prosperity, International Economics 

Association, Jordan, edited by Kaushik Basu. I would like to thank Allison Demeritt, Paola Giuliano, Priyanka 

Pandey, and James Walsh for helpful comments.  

 
‡
World Bank.  Email: khoff@worldbank.org 

Consider, for instance, discrimination against blacks in the United States.  The rational 

phenomenon of “statistical discrimination” occurs when accurate, group-level estimates of 

difficult-to-observe characteristics—such as productivity, faithfulness, or the quality of 

leadership—provide information in assessing individuals’ traits.  An irrational phenomenon 

mailto:khoff@worldbank.org
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occurs when despite the facts, a social group is considered unworthy.  A legacy of American 

slavery is a modern-day “spoiled collective identity” for African Americans that perpetuates 

systematic disadvantage (Loury 2002, 60-61).  When résumés with equal qualifications are 

submitted in job applications, candidates with names associated with African Americans are less 

likely than candidates with names associated with whites to be viewed as qualified (Bertrand and 

Mullainathan 2003).  When actual people present themselves to apply for low-wage jobs, 

African American applicants without criminal record are offered jobs at a rate that is not 

significantly higher than the hiring rate for white applicants with identical résumés but with 

criminal records (Pager, Western, and Bonkowski 2009).  Jail sentences for vehicular 

manslaughter are shorter when an African American is killed than when a white is killed.  Since 

the race of the victim may be random, the shorter jail sentences can be interpreted as a racial bias 

(Glaeser, Sacerdote, and Scheinkman 1996).  When Prohibition produced high incarceration 

rates for whites, many people viewed the law as harmful, leading the United States to repeal 

Prohibition (Kyvig 1979).  But when current U.S. laws against drug use produce high 

incarceration rates for African Americans, many people view the outcomes as consistent with the 

spoiled identity of African American, and the laws are little changed.  

 

 Human mental processing power is much more limited than rational actor models 

assume.  Real individuals rely on automatic thinking and mental shortcuts for much thinking and 

decision making.   Potentially thousands of details could be observed at any given moment, but 

people have limited powers of observation.  Mental models – including categories, concepts, 

identities, causal narratives, and worldviews – are cognitive representations, often shared among 

members of a community or society, that affect where people direct their attention and how they 

structure information:  the models provide default assumptions, means of categorizing 

perceptions, and causal narratives and associations that help individuals make sense of the world.  

Most of the time, people think automatically and intuitively, not deliberatively; and there is a 

strong link between automatic thinking and perception (Kahneman 2003, 2011; Gennaioli and 

Shleifer 2010).  Both involve the construction of meaning of which the perceiver is generally 

unaware.  He imagines that he is responding objectively to the situation.   
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The interpersonal and intergenerational transmission of cultural models gives them life 

beyond the circumstances that originally gave rise to them. This can explain why past structures 

of power, by shaping social constructions, can have persistent effects on perception.  

 

As Loury (2002, 37) asks, if a representation attributed to a group, such as a race, gender, 

caste, or class, is a human product—a social construction—then shouldn’t humans be able to 

control it?  Can humans intervene to give people new mental models or to alter which mental 

models are activated in a particular context, in such a way that individuals judge each other more 

fairly and act more fully on their opportunities?  This paper considers three interventions that 

have had some success in developing countries.  It elaborates on themes of behavioral 

development economics in the World Development Report 2015 (World Bank Group 2015).   

But first a brief primer on cognition is in order. 

A primer on cognition 

 

Psychologists, neuroscientists, and economists have been converging on a new understanding of 

the brain’s functioning.
1
  Humans use a dual process to make decisions—fast, intuitive thinking 

as well as slow, controlled thinking.   Psychologists describe the two modes metaphorically as 

two distinct systems in the mind:  System 1 is the automatic system, and System 2 is the 

deliberative system (see Kahneman 2003).  In most situations, people use automatic thinking 

reflexively unless provoked to check their thoughts deliberatively.   

 

Automatic thinking makes implicit use of mental models to process information.  Shared 

mental models may include concepts, identities, prototypes, stereotypes, causal narratives, and 

worldviews.  The cultural understandings within an individual may rest on neuronal connections 

that are not easily undone.  When neurons are consistently activated by co-occurring features of 

experience, the connections among the neurons are strengthened:  

 

Thereafter, if one of those neurons is activated, it will be more likely to activate another 

in that group…. These neural changes determine the pathways through which activation 

                                                 
1
Surveys are Nisbett and Norenzayan (2002) and Camerer, Loewenstein, and Prelec (2005).  Demeritt and Hoff 

(2015) consider the applications to behavioral development economics.   



6a-5 

 

spreads until a particular response is evoked.  The synaptic changes that make this 

happen cannot be erased like sentences from a text... 

 

[O]nce a network of strongly interconnected units has been created, it fills in ambiguous 

and missing information by activating all the units in an interconnected network, even 

those not directly stimulated by current experience..., reinforcing our original 

expectations…  (Strauss and Quinn 1997, 90)  

 

When the mental models that individuals use are well-adapted to the task at hand, they 

make individuals better off:  “Time and energy are saved, rumination and doubt are reduced, and 

nothing important is lost” (Ross and Nisbett 1991, 77; see also Todd and Gigerenzer 2000). But 

mental models can lead people to make systematic mistakes.  Automatic cognition is not 

optimizing: 

 

what our attention is drawn to, what we focus on, what we recall is not always what is 

most necessary or needed for optimal decision making. Some critical information is 

ignored; other—less relevant—information receives undue attention because it stands 

out. …By governing what we are thinking about, [automatic thinking] shapes what we 

conclude, even when we are thinking hard (Shleifer 2012, 10).  

 

Automatic thinking may be at the root of the poor opportunities of particular social 

groups.  It could help explain, for example, patterns of racial and gender discrimination in the job 

market if what stands out to prospective employers are not a job-seeker’s qualifications, but his 

membership in a stigmatized group.  

 

Even irrelevant aspects of context can affect judgments.  In a test of implicit attitudes, 

individuals were asked whether they preferred Group 1 or Group 2, where Group 1 were well-

liked African American athletes, and Group 2 were disliked white politicians (Mitchell, Nosek, 

and Banaji 2003).   Respondents liked Group 1 more than Group 2 when the context emphasized 

members’ occupation, but liked Group 2 more than Group 1 when the context emphasized 

members’ race.  In other words, the subjects reversed their preferences for the groups when the 

context primed a different aspect of group membership.  Categories influenced the valence of 

individual exemplars.  The findings imply that automatic attitudes are contextually driven and 

flexible.
2
 

                                                 
2
 For other similar findings, see Lane and others, 2007.  
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Context activates one or another mental model, which influences how individuals behave 

and thus the environment individuals collectively create.  The environment and mental models 

are jointly determined.
3
  Standard economics, based on rational actor models, overlooks this 

close interrelationship and does not take into account the role of schematized thinking (that is, 

thinking shaped by mental models) in the process of social change.
4
  In contrast, sociologists 

emphasize that widely shared behaviors have a “schematizing power” and “the psychology of 

mental structures provides a microfoundation to the sociology of institutions” (Bruner 1990, 58):  

society and its institutions rest on cognitive foundations (DiMaggio 1997).   

 

This paper discusses three kinds of interventions that have had some success in 

developing countries in reducing social exclusion.  In the first two interventions, success entails 

creating a new mental model.  In the third intervention, success entails changing the extent to 

which a given mental model is activated.  Figure 1 represents the argument in a simple way. 

 

  

                                                 
3
 This point is related to earlier work in the rational actor model that showed how institutions and beliefs about the 

world can be jointly determined.  For instance, Piketty (1995) showed that the belief that earnings largely reflect 

effort, not luck, affects political institutions (the welfare state), which can then lead to choices (low work effort) 

such that the belief is never refuted even if it is false.  The focus here, in contrast, is on the joint determination of 

mental models and institutions— in particular, institutions of social exclusion.   Beliefs can be biased and they play a 

larger role in behavioral economics than in the rational actor model.  In the former but not the latter, beliefs 

influence information processing and can produce “equilibrium fictions”—a world created and sustained by 

schematic cognition (Hoff and Stiglitz 2010). 
4
 Notable exceptions are Greif (2005) and North (2005). 
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[[[Figure 1. about here]]] 

 

Intervention 1.   Group deliberation  
 

Prior beliefs can create blinders in reasoning.  Group deliberation has the capacity to improve 

reasoning.  Such deliberation is particularly relevant in the case of reasoning about social 

constructions that no individual can change on his own.  For example, is a mother who educates 

her daughter a bad or foolish parent?  Is it natural for young girls to bleed extensively or does it 

occur as a result of female genital cutting (FGC)?  Are women leaders generally low quality?  

This section begins by summarizing the evidence behind the claim that beliefs can create biases 

in reasoning.  Then it considers biased reasoning related to FGC and shows that group 

deliberation in Senegal reduced the biases and laid the foundation for the abandonment of female 

genital cutting. 

 

In cognitive science, reasoning means an inference at the conceptual level in which a new 

mental representation (a conclusion) is consciously produced and the previously held 

representations (premises) that warrant it are also consciously entertained.  An important 

limitation to reasoning is confirmation bias, the tendency to search for, interpret, and remember 

information in a way that supports one’s initial beliefs.
5
  Mercier and Sperber (2011) argue that 

the primary function of reasoning is to win arguments, not to improve knowledge:  when 

individuals have some initial intuition or hypothesis, reasoning is used not to evaluate the initial 

intuition but to find justifications for it.  An individual’s beliefs shape what the individual pays 

attention to, what he remembers, and how he interprets a situation.  An individual’s beliefs can 

shape what information he “rationalizes away,” so that initial beliefs can be difficult to dislodge 

even when the data would seem, objectively, to refute them.  People often mistakenly believe 

that their use of reasoning is helping them make better decisions when, in fact, it is being guided 

by an irrational loyalty to initial beliefs and a tendency to discount, misinterpret, forget, or avoid 

information that does not support them.  The irrational loyalty to one’s beliefs is an asset in an 

argumentative context because it makes the individual good at discovering weaknesses in the 

                                                 
5
 Rabin and Schrag (1999) present a model of confirmation bias in which individuals with strong prior beliefs may 

never update their beliefs.    
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arguments of others.  As long as the deliberators seek the truth and there is some diversity of 

beliefs among them, the group can engage in a highly efficient division of cognitive labor.  If one 

person proposes view A and another person counters with view B, each will specialize in the 

pros of his own view and the cons of the other’s view.  

 

Experiments reviewed by Mercier and Sperber show that deliberation among people who 

want to learn the truth leads to more efficient outcomes than individual thinking does:  

“Reasoning should produce its best results when used in argumentative contexts, most notably in 

group discussions” (Mercier and Sperber, p. 61). Reasoning in groups, as long as there are 

differences in the intuitions of the members of a group, can serve epistemic goals.  One class of 

experiments compares performance in group versus individual settings in tasks for which there 

exists a demonstrably correct answer.  In the most widely used task, the percentage of correct 

answers under individual performance was 10 percent but rose to 80 percent under group 

performance.  In the groups, truth wins; as soon as one participant has understood the problem, 

he can convince the group that his solution is correct.  Often the performance of the group is 

better than that of its best member, as several participants may be partly wrong and partly right.  

Even large monetary incentives do not improve performance in these tasks.  It is the group 

setting that elicits a high level of performance in the outcome of reasoning. 

 

Group deliberation can provide a forum in which dissenters from a prevailing way of 

thinking can discuss beliefs about nature that tend to be taken for granted and therefore that 

many people have not examined critically.  Group deliberation can also raise awareness of 

inconsistencies in symbolic systems that individuals, reasoning on their own, would be unlikely 

to notice.  But group deliberation is not a panacea; it could also result in heightened commitment 

to a particular way of thinking and make “deviant” symbolic systems dangerous for an individual 

to possess.  The next section describes a success case in which group thinking changed reasoning 

that had justified the widespread practice in Senegal of female genital cutting.  

 

Case study:  The abandonment of female genital cutting in Senegal  

Beliefs play a much larger role in behavioral economics than in standard economics.  In 
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behavioral economics, beliefs shape what is perceived, which means that there is much more for 

groups to deliberate about than merely their own or others’ self-interest.  This section discusses 

the abandonment of female genital cutting (FGC), a form of social exclusion that is still practiced 

in many parts of the world.  In Senegal, group deliberation changed perceptions and overcame 

biases in reasoning and so changed the social meanings that supported this practice.  While FGC 

has been practiced for centuries, it was abandoned in a single generation in many parts of 

Senegal. 

 

Mackie (2003) and others report several features of FGC in Senegal:  

 It is very widely practiced in many communities.
6
 

 It is supported and transmitted by women across generations.     

 It is believed to ensure female chastity and fidelity.  

 It is believed to promote women’s health and fertility. 

 It can promote proper marriage and family honor and enhance the status of the 

woman. 

 

Biased perceptions and reasoning help to maintain the practice of FGC.   Writing about 

complications of infibulation in Islamic northeast Africa, Hicks (1996, 73) observes: 

Women do not even correlate subsequent physical discomfort, pain, and related 

gynecological and obstetric problems with having been circumcised. Such physical 

problems are perceived as being the common lot of women. This is because the problems 

are, to one degree or other, prevalent among the majority of infibulated women; they are 

not viewed as unusual. Logically then, neither the act of infibulation nor related sequelae 

(unless requiring emergency treatment) are high priority issues for women in these 

societies.  

 

Writing about events in a Fulani village in Senegal, Mackie (2003, 147-148) notes: 

On hearing of the causal relationship from a source they considered credible…it took (a 

group of local women) thirty minutes of discussion to decide that the causal claim was 

correct. They reviewed local history and suddenly realized that incidents of death, 

haemorrhaging, and infection were immediately associated with [FGC], and they broke 

                                                 
6
 It is not always true that a community practices FGC almost universally or not at all. In work in progress in the 

Sudan, Sonja Vogt, Charles Efferson, and Ernst Fehr find large variation across villages in the extent of FGC, 

ranging continuously from very few women to almost every woman.  The determinants of FGC in the Sudan are 

under investigation. 

 



6a-10 

 

down and wept.  One woman told me that she had her daughter who had haemorrhaged 

seriously stand next to a girl of the same age who was taller by about a foot. “She’s never 

been the same since the cutting,” I was told. “Before she ran around all day and played 

and since she’s been quiet and dull.” 

 

Parents want to protect their children.  At the same time, a broadly shared ideal among 

many communities in Senegal was that parents should have their daughters cut, and that parents 

should marry their sons only to girls who had been cut.  The nongovernmental organization 

Tostan organized discussions within small, fixed groups for two or three years (Cislaghi, 

Gillespie, and Mackie 2014).  Generally, discussions within a fixed group of individuals 

occurred two or three times a week.  A trained facilitator employed by Tostan led discussions in 

each group about human rights.  For individuals in this area, a period of reflection was needed to 

understand FGC as a violation of rights to life, health, and bodily integrity.  Mackie reports in his 

field notes a discussion from one group meeting: 

 

A Bambara group was told the story of Chinese footbinding by their nonformal education 

facilitator.  The participants thought it was horrifying that parents would do such a thing 

to their children.  The facilitator responded that Europeans looked on the parents who do 

FGM/C [female genital mutilation/cutting] in the same way.  “No, no, no,” the 

participants responded. “We do this to help our daughters.”  “So did the Chinese,” the 

facilitator said. (Mackie field notes, quoted in Mackie and Lejeune 2009, 21)  

  

Group deliberation led to a process of questioning by fostering a change in perceptions.  

It led to the recognition of the inconsistencies between one belief (that one should foster 

children’s well-being) and another (that girls should be genitally cut).  Once the recognition 

occurred, a coordination problem emerged in intermarrying communities.  To solve it required 

organizing commitments for the collective abandonment of the practice within the community.  

There were thus two critical stages to abandon a strong community norm of FGC:  (1) group 

deliberation on perceptions and beliefs and (2) coordination of actions within the intermarrying 

community.  

 

Intervention 2.   Political affirmative action  
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In the rational actor model, perceptions are objective and autonomous; each thinker is a 

sovereign individual.  The theory cannot account for the collective, classificatory frameworks 

within which individuals choose.  The anthropologist Mary Douglas (1986) argues that 

institutions teach people how to “see,” how to “think,” what sets of things are “similar,” and 

what are the important categories.  Institutions operate not only as patterns of activity, but also as 

symbolic systems (Friedland and Alford 1991).  A given society may be characterized by 

multiple and inconsistent symbolic systems, but individuals may not be aware of the 

inconsistencies (Swidler 1986).  A policy that temporarily mandates inclusion of a group might 

change the prevailing mental models and reduce social exclusion.  Two case studies of policies 

are presented below.   The first describes a successful intervention.  The second describes one 

that has not been successful, at least not in the short run.  

 

Case study of a success:  The effect of political affirmative action for women in West Bengal, 

India 

 

A 1992 amendment to the constitution of India made it mandatory for state governments to 

reserve for women in one-third of the villages the position of village head (Pradhan). The Indian 

state of West Bengal began implementing the amendment in 1998.  West Bengal randomly 

assigned the reservation across villages.  

 

What were the results?  There is no evidence that reservations for women lowered the 

quality of governance, but much evidence that exposure to women Pradhans changed mental 

models in ways that reduced the social exclusion of women (Beaman and others 2009, 2012).  

The experience of living under a woman Pradhan erased the prejudice, on average, of male 

villagers against women leaders by many measures--an Implicit Association Test, the evaluation 

of political speeches, and the assessment of the quality of actual village Pradhans.  The 

experience of living under a female Pradhan reduced the gap between parents’ aspirations for 

sons and daughters.  In villages that had women leaders, parents’ expectations for their daughters 

were higher, and girls have gone to school longer and had somewhat fewer hours of housework.  

After the reservations ended in a village, women have run for political office in higher 

percentages and in many cases won the elections, as shown in figure 2.   
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The greater presence of female political representatives produced a surprising change in 

women’s reporting of crimes against women and also in the police responsiveness to such crimes 

(Iyer and others 2012).  This occurred even though Pradhans have no jurisdiction over these 

matters.  The increased reporting by women of crimes against them appears instead to reflect a 

change in their perceptions of the costs—psychic and otherwise—of reporting the crimes.   
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[[[Figure 2. about here]]] 

 

 

Is the success of political affirmative action for women generalizable to other socially 

excluded groups?   The 1992 amendment to the constitution of India also made it mandatory to 

choose a member of a low caste (a former untouchable caste) as Pradhan in a fraction of the 

villages of each state.  It might be that elevation of members of a stigmatized group to a position 

of power will change the exclusionary mental models only if there is some indirect tie or analogy 

that provides a basis for a new representation.  Such analogies might have been available for 

women in India:  They have roles of preeminence as mothers-in-law and as goddesses.  In 

contrast, high-caste individuals are not likely to encounter any obvious source of analogies to 

roles of preeminence for low castes.  The next section focuses on behaviors in public schools that 

became worse as a result of political reservations for the low caste as village Pradhans. 

  

Case study of a failure (to date):  The effect of political affirmative action for former 

untouchable castes in north India   

For thousands of years, the low castes of India—historically called untouchables and today 

called Scheduled Castes (SCs)—were institutionally excluded from basic social, political, and 

economic rights.  They were denied access to temples and schools, forced to live in segregated 

quarters of the villages, and denied the right to own assets and enter most occupations.  In some 

parts of India, untouchables could not even walk through higher caste neighborhoods.  After the 

independence of India, an end was put to the legal recognition of the rules of caste, but the social 

behavior of high castes is today still largely governed by the norms of the caste system.   

 

What can one expect from political affirmative action in village governments for the low 

castes? The research findings discussed next, based on Pandey (2005, 2010), are from a different 

state of India than the research findings, discussed above, on political affirmative action for 

women.  The two sets of findings use different outcome measures.  Thus the findings are not 

directly comparable.  Nonetheless, they suggest that political affirmative action for a stigmatized 

group need not mitigate its social exclusion but can actually lower the quality of the public 

services that the group depends on. 



6a-14 

 

 

The state of Uttar Pradesh had two distinct sets of land tenure institutions under British 

colonial rule:  elite control areas (elite areas, for short) and non-elite control areas (non-elite 

areas, for short).  In elite areas, the landlords were responsible for paying the land tax to the 

British colonial authority.  The landlords had a free hand to exercise political, economic, and 

judicial authority over the villages.  In contrast, in non-elite areas, the cultivators were 

responsible for paying the land tax to the British colonial power, and the authority of the 

landlords was much more circumscribed.  The land tax was abolished after India’s independence, 

but the legacy of elite control is still evident in the greater political presence of individuals from 

dominant classes in local government.  Local governance and public school outcomes are worse 

in villages situated in regions with a history of elite control. 

 

Pandey’s evaluation of the impact of political affirmative action for SCs focuses on the 

impact on public schools because most SC families depend on public schools, and most high-

caste families do not.
7
  Her evaluation occurred in 2002-2003--within the second election term 

after SC affirmative action came into effect.  In this period, oversight and control over village 

schools began to be devolved to village governments. In many random visits to schools, Pandey 

collected data on teacher effort and attendance at school and on student learning outcomes.  By 

all these measures, SC reservations lowered the quality of the public schools.  Teacher effort and 

the performance of students declined, fees exacted by teachers increased, and less stipend money 

reached SC students.  The negative effects were significant mainly in non-elite areas.  In these 

areas, reservations significantly increased excess fees charged per student, from 22 to 30 

rupees—see figure 3.  In contrast, in elite areas, where excess fees were already 30 percent 

greater than in non-elite areas, reservations made no change in the level of excess fees charged 

per student (about 40 rupees, equivalent to one U.S. dollar and close to the daily wage for 

unskilled labor).   

 

[[[Figure 3. about here]]]   

 

                                                 
7
 In 2002-2003, 42 percent of children in public schools were SC, while only 15 percent were high caste, even 

though the shares of each caste were about the same  (24 percent for SC and 27 percent for high caste in the sample 

villages). 
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Figure 4 reports the scholarships paid to SC students in SC-reserved and non-reserved 

villages.  The level of the scholarship is set by the state government, but the village teachers 

administer it.  Like figure 3, figure 4 shows that in elite areas without the reservation, teachers 

were more corrupt than in non-elite areas.  Scholarships paid to SC students in elite areas were 

only 70 percent of the level paid in non-elite areas.  In elite areas, reservation again had no 

effect.  But as before, reservations worsened corruption in non-elite areas.  Scholarship payments 

fell on average by 23 percent in reserved, non-elite areas. 

 

[[[Figure 4.  about here]]] 

 

Figure 5 considers the fraction of teachers who actively teach during random visits to the 

schools.  Again the significant effects occurred only in non-elite areas.  For simplicity, the figure 

shows only the results for the non-elite areas and distinguishes SC from non-SC teachers.  

Reservations reduced teacher effort for non-SC teachers:  in non-reserved areas, they were active 

65 percent of the time; but in reserved areas, they were active only 50 percent of the time.  In 

contrast, reservation increased effort by SC teachers from 66 percent to 79 percent.   Regression 

results, not shown here, indicate lower test scores in SC-reserved villages compared to non-SC 

reserved villages in non-elite areas.  There is no difference due to reservation in elite areas.  

 

[[[Figure 5.  about here]]] 

 

To summarize, village governments and public schools are dysfunctional to a greater 

degree in elite than in non-elite areas.   SC reservation is not associated with worse outcomes in 

elite areas, but neither is it able to reverse the poor quality of outcomes.  In the non-elite areas, 

SC-reserved villages compared to non-reserved villages end up with worse schools and greater 

corruption.  Worse governance is possibly due to intimidation of the SCs and their economic 

dependence on the high castes.  With minimal land ownership, SCs commonly depend on high-

caste landed households in the village for employment (Lieten and Srivastava 1999).  Sixty 

percent of low-caste Pradhans report facing physical violence, threats, and manipulation of votes 

during their elections and believe that other village council members did not cooperate with 

them. 
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Teacher absenteeism is facilitated by a nexus between local elites and teachers who share 

common caste and class background.  A large proportion of teachers comes from the high castes 

and owns land.   In the sample, 83 percent of the teachers are of castes higher than SC and only 

17 percent are SC.  The average land area owned by a teacher is 2.44 acres, compared to only 

1.81 acres for a low-caste village council head. 

 

There is no direct evidence on perceptions to compare to the evidence in the preceding 

discussion of affirmative action for women.  But the evidence on governance provides no reason 

to believe that, at least in the short run, exposure to “powerful” SCs – that is, to SC Pradhans—

changed the perceptions that high-caste individuals held of SCs.  The increase in effort by SC 

teachers in reserved villages is one hopeful sign, but there is insufficient evidence to explain why 

it occurred.  

Intervention 3.   Changing the salience of social identity 
 

 

For interpreting a situation, individuals may have multiple mental models, including multiple 

social identities, and they are not necessarily consistent with each other.  Which mental model an 

individual uses may depend on seemingly irrelevant features of the context.  Thus, changes in 

context that would have no influence in the rational actor framework can be effective 

interventions.  

  

Social identities are activated depending on (1) the individual’s perception of the 

situation in which he finds himself and (2) the relevance he attributes to his social identity as a 

factor in the situation (Okamura 1981).  The pioneering studies of the effect of priming identity 

on performance find that merely checking a box to indicate race before taking a standardized test 

lowers the performance of African Americans but has no effect on whites’ performance (Steele 

and Aronson 1995, 1998).  The “race prime” appears to raise the consciousness of negative 

stereotypes among African American students.  “Stereotype threat” reduces performance:  

“Participants who experience stereotype threat spend more time doing fewer items less 

accurately” (Steele and Aronson 1998, 423).    
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Lab-in-the field experiments:   Social identity primes in India and China 

A feature of the Indian caste system that makes it well-suited to identifying the effect of social 

identity is that caste is fixed by birth and the meaning of caste categories is not in doubt.  High-

caste individuals are traditionally considered socially and intellectually superior in all respects to 

low-caste individuals (Scheduled Castes, or SCs).  Evidence of a new social order is today 

visible to every schoolchild in the measures to encourage SCs to enroll their children in school 

and to participate in the political process.  Yet SC children are still likely to encounter the 

traditional order of caste and untouchability in their own experiences, in the fables they learn, 

and in the continued discrimination, insults, and atrocities against upwardly mobile members of 

low castes.   

 

Hoff and Pandey (2006, 2014) assessed the effect on children’s intellectual performance 

of (1) making caste identity public and (2) in addition, segregating children by caste.  

(Segregation of high and low castes is an obvious mark of civic privileges and disabilities 

(Jodhka 2002).)  Participants in the experiment were junior high school boys.  In groups of six, 

the participants were asked to solve mazes under monetary incentives.  Participants were 

randomly assigned to one of three conditions:  The control condition included three high-caste 

and three low-caste boys in a session but did not make caste identity public (Caste Not 

Revealed).  Since, in general, the children came from six different villages, their caste would not 

be known to the other children in the session.  The second condition also had three high-caste 

and three low-caste boys in a session, but caste identity was made public (Revealed Mixed).  The 

third condition was the same as the second, except that the group of six students in the session 

were only high-caste boys or only low-caste boys (Revealed Segregated).   

 

The control condition showed that low-caste boys solve mazes just as well as high-caste 

boys; see figure 6.  However, publicly revealing caste in mixed-caste groups created a 

significant, 23 percent caste gap in total mazes solved in favor of the high castes, controlling for 

other individual variables.  The low-caste boys may have felt, “I can’t or don’t dare to excel.”  

Publicly revealing caste in caste-segregated classrooms—which is a marker of high-caste 

entitlement—depressed the performance of both high-caste and low-caste boys, and again their 
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performance was statistically indistinguishable.  If segregation evokes a sense of entitlement to 

the high caste, the high-caste boys may have felt, “Why try?” 

 

 

 

[[[Figure 6.  about here]]]   
 

 

           The experiment on revealing a stigmatized identity in a mixed group was replicated in 

china for both boys and girls (Afridi, Li, and Ren, forthcoming), although in this experiment 

the identity treatment was stronger:  In the identity treatment, students completed a pre-

experiment survey that asked questions about their own social identity and about the 

characteristics of groups with their own and other social identities.   The experimental subjects 

in China were elementary school children in grades 3–6 (ages 8-12), drawn from two social 

categories:  (1)  those  from households legally classified as urban Beijing households, which 

is a socially privileged category, and (2)  those  from households legally classified as rural 

non-Beijing, a socially disadvantaged category.  The household registration system in China, 

known as hukou, classifies citizens based on the birthplace of either their parents or 

grandparents.  Those categorized as urban residents of the city in which they live are favored 

in housing, jobs, access to schools, and public benefits.  Those who are categorized as rural 

migrants are disfavored in all these respects.  Unlike categories of gender, caste, or class, the 

categories under the household registration system are a transparent administrative creation.  

However, they have been reinforced through four decades of differential treatment under 

Chinese law.  Will cueing the categories in the classroom affect students’ performance? 

 

            As in the study in India, in the study in China there was no significant gap between  

performance under piece-rate incentives of the high- and low-status groups in the control 

treatment, in which identity was not revealed.  But making hukou identity salient significantly 

reduced the performance under piece rate incentives of the low-status category, both 

absolutely and relative to that of the high-status category.  Figure 7 shows that when hukou 

identity was made salient, the performance of the low-status students declined by 10 percent, 

whereas the performance of the high-status students rose by 9 percent. 
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             The examples from India and China illustrate the power of social constructions that 

rank social groups—such as caste and hukou—to “make up people.”  Even when performance 

entails uniform incentives across groups, performance can depend sensitively on cues to social 

identity that would be irrelevant under the rational actor model.  The cues can shift 

performance in ways that mirror the socially constructed ranking of the groups.  This is true 

even for administratively created social identities, created post-1947, in an ethnically 

homogeneous society such as China. 

 

[[[Figure 7.  about here]]] 

 

Conclusion 
 

Beliefs play a larger role in behavioral economics than in rational actor models.  Mental 

models shape what an individual pays attention to, how he perceives a situation and its 

meaning, what he remembers, and how able he is to perform. Historical institutions that 

excluded individuals from human rights or participation in society on the basis of ascriptive 

characteristics can have persistent effects on mental models and thereby reproduce social 

exclusion even after the formal barriers have been abolished.  Mental models can be powerful 

and should be targets of policy intervention when they contribute to social exclusion.   

 

This paper discussed three types of interventions.  Intervention 1—group 

deliberation—contributed to the abandonment of female genital cutting in Senegal.  

Intervention 2—political affirmative action—improved outcomes for women in India but not 

for the low castes, at least not in the short run by the available measures.  In public schools, on 

which the low caste disproportionately depend, the reservation of village head for a low-caste 

individual actually increased corruption and high-caste teacher absenteeism and lowered 

student learning.  Intervention 3—reducing the salience of a stigmatized identity—eliminated a 

performance gap between the stigmatized and dominant groups. 
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A behavioral intervention not discussed here are programs that mix rich and poor 

children.  This intervention has had some success.  In India, when pre-school children at the 

95
th

 percentile of income were mixed in their schools with children at the 25
th

 percentile, the 

rich children became more pro-social and generous towards other children (Rao 2013).  

Personal interactions in school between rich and poor children also caused the rich children to 

discriminate less against poor children, measured by their choice of teammates in an 

incentivized sports contest, and led them to socialize more with poor children outside school.  

 

This paper draws on insights from psychology, sociology, anthropology, and 

neuroscience that violate the rational actor model, but this is not to imply that it does not 

remain of central importance.  Behavioral and rational actor perspectives complement each 

other.  By highlighting the diversity of factors that perpetuate social exclusion, behavioral 

economics broadens the set of possible interventions to reduce it.  Increasingly, welfare 

programs try to address both structural and behavioral factors in social exclusion.
8
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Hoff Paper Figures 

 

Behavioral Economics and Social Exclusion 

Can Interventions Overcome Prejudice? 

 

Karla Hoff 

 

Figure 1. Interventions to change mental models that influence behavior  
 

People automatically use mental models to structure and interpret their experiences and guide their 

behavior.  Interventions can create new mental models or change which model is activated in a given 

context. This paper focuses on the three types of interventions, shown in the figure.  

 

 

 
Source: Author. 
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Figure 2. The fraction of women elected in free elections  

 

Source: Author; Data Source: Beaman and others (2009) 
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Figure 3. Excess fees charged to students 

 

 
Source: Author; Data Source: Pandey 2005. 

Note.  Excess fees are the difference between average fees paid by students and the legally required fees.   
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Figure 4.  Scholarships paid to SC students 

 

Source: Author; Data Source: Pandey 2005. 
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Figure 5.  Teacher effort in non-elite areas 

 
Source: Author; Data Source: Pandey 2005. 
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Figure 6.  The performance of high- and low-caste boys in India   

 
Source: Author; Data Source: Hoff and Pandey 2014.  

Note: The data report the sum of mazes solved in two 15-minute rounds under piece-rate incentives. The caste 

gap in performance is statistically significant with 95 percent confidence in the Revealed Mixed treatment.   
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Figure 7.  The performance of boys and girls with non-migrant and migrant status in Beijing 

 

Source: Author; Data Source: Afridi, Li, and Ren, forthcoming. 

  

Note:  The data report the average number of mazes solved in each round of 15 minutes under piece-rate incentives.  

The decline in performance in the Identity treatment for those with rural migrant hukou is marginally significant for 

boys, p < 10%, and significant for girls, p < 5%.  The increase in performance in the Identity treatment for those 

with urban Beijing hukou is not significant when boys’ and girls’ scores are analyzed separately, but when the 

results by gender are pooled, the increase in performance is marginally significant, p < 10%. 
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Origin and Evolution of Cognitive Frames: Comments on ‘Behavioral Economics and 

Social Exclusion’  

Paola Giuliano, UCLA Anderson School of Management  

July 2014  

  

1. Introduction  

One of the oldest, most fundamental questions in economics concerns the elimination of 

social exclusion. Standard economic interpretations of social exclusion assume rationality and 

consider the behavior of the economically disadvantaged as calculated adaptations to prevailing 

circumstances. Policy interventions can therefore help ameliorate these adverse circumstances, by 

improving access to financial services, bolstering labor markets, and so on.  

Hoff (2014) posits that behavioral economics can provide a larger set of policy tools to 

improve social exclusion than more traditional economic models. Hoff’s behavioral perspective 

draws from lessons in social and cognitive psychology and proposes that individuals use “cognitive 

frames” when making decisions. Policies can therefore be very helpful in changing how to think and 

in modifying acquired cognitive frames.   

The idea that individual behavior is driven by cognitive frames is present in many disciplines. 

For example, in cultural evolution, Boyd and Richerson (1985, 2005) construct models in which 

individuals make decisions using decision making heuristics or rules of thumb. These decision 

making heuristics have evolved given our need to make decisions in a complex and uncertain 

environment. The main idea is that if information is either costly or imperfect, the use of “rules of 

thumbs” in decision making can arise optimally. However, by relying on these “rules of thumb”, 

individuals may not behave in a manner that is optimal in every instance.   

Decision-making heuristics may manifest themselves in a number of ways, for example they 

can take the form of emotions or gut feelings about what the right or wrong action is in a particular 

situation. These emotions may range from deeply-held beliefs about the extent to which others can 

be trusted, whether women should work outside the home, whether it is important to punish those 

who have cheated on others in the community.   

Though we have yet to fully understand the precise mechanics underlying our reliance on 

emotions, mental constructs, and cognitive frames, ample evidence shows that these shortcuts exist, 
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and that they do influence decision making (De Sousa, 1987; Damasio, 1994; Elster, 1999; 

Gigerenzer, 2007).   

2. How policies can modify cognitive frames  

Hoff takes as a given the relevance of cognitive frames and provides three examples of how 

they could be successfully modified: group deliberation, political affirmative action, and priming and 

performance.  

2.1. Group deliberation  

People tend to be irrationally loyal to their own beliefs for various reasons, such as the 

existence of a confirmation bias or the presence of false consensus.1 Group deliberation could help 

change mental frames and limit various cognitive biases.   

Several questions arise regarding the validity of group deliberation as a potential policy tool 

for modifying mental frames. In the case study Hoff describes, on the abandonment of female 

genital mutilation in Senegal, it’s unclear exactly how group deliberation tipped the societal 

equilibrium. Was it through the way information was provided initially? Hoff recounts that a trained 

facilitator led discussions in each group for two to three years. Did these facilitators intervene 

outside women’s groups, for example, to change men’s belief that only women with female genital 

cutting should be married? Understanding how group deliberation works is key to making the 

experience in Senegal replicable in other environments.   

A second question is whether cognitive frames reappear any time an individual faces a new 

pool of people. Were the groups of women fixed over time? Was each group’s facilitator the same 

over time, or did different facilitators intervene during the case-study period?   

The final consideration regarding group deliberation, from a policy perspective, is that 

although it can change individual mental frames, it’s only a first (albeit necessary) step in triggering 

the change in values and the way of thinking regarding female genital cutting. Coordination 

throughout society is the most important component in generating complete change in cognitive 

frames. In Hoff’s example, the elimination of female genital cutting would not have been possible 

without a change in the overall societal equilibrium.   

Cognitive frames, like social norms, typically emerge in environments characterized by 

multiple equilibria, to keep the community in a preferred equilibrium (Kandori, 1992). The practice 

                                                 
1 According to this second mechanism (Ross, Green, and House, 1977), people think that others are like them when 

forming their beliefs. This phenomenon has been shown to be very persistent: neither providing additional information 

about the population of interest, nor warning individuals about the possibility of false consensus, eliminates the effect.   
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of female genital mutilation, therefore, could be seen as a societal equilibrium: it can be traced back 

to the second century BC, it is transmitted by women across generations, it promotes marriage and 

family honor, and it enhances the status of women. In multiple-equilibria models, two elements are 

necessary to switch the equilibrium: a change in environment (in this case, group deliberation 

provided new information) and a coordinated individual reaction to the change. The description of 

the Senegal case provides important information about the first step, but we know nothing about the 

coordinated individual reaction to the change (for example, how men changed their mind) or on 

how women outside the groups changed their mind (unless everybody was treated).  

Another interesting case helps us understand the nature of the problem. In 1978, the 

International Centre for Diarrhoeal Disease Research, in Bangladesh, launched its Maternal Child 

Health and Family Planning project, covering 70 villages in Matlab Thana, in the Comilla district. All 

households were visited by a community health worker once every two weeks, and contraceptives 

were provided to them free of costs. In rural Bangladesh, the traditional norm was characterized by 

early, universal marriage, followed by immediate, continual child-bearing. Religious authorities 

legitimized the norm and enforced the rules that sustained the equilibrium. The sudden, unexpected 

availability of modern contraceptives through this program opened up the possibility for new 

equilibria, in which a sizeable fraction of women in the village began to regulate fertility, ignoring the 

religious sanctions. The critical point was social uncertainty: no woman knew what level of 

contraceptive prevalence could ultimately be sustained in her community.   

Munshy et al. (2006) studied this case, looking at how individuals learned via social 

interactions about the new reproductive equilibrium that emerged in their communities following the 

introduction of the contraceptives. Consistent with the view that morphing social norms are driving 

changes in reproductive behavior in these communities, the authors find that the individual’s 

contraception decisions responded strongly to changes in contraceptive prevalence in her own 

religious group within the village, whereas cross-religious effects were entirely absent.   

This example illustrates that conformity to the norm coming from religious groups was 

essential to the equilibrium change. It would be interesting to know if and how group deliberation 

was more powerful than any other mechanism adopted in the past regarding the release of 

information on female genital mutilation, and also how the new equilibrium in the community was 

reached.  
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2.2. Political affirmative action  

Institutions can teach people how to “see” and how to think; therefore, policies that change 

institutions have the potential to change mental frames. A big question mark for the implementation 

of this recommendation is that the probability of accepting different institutions varies. In a 

provocative book, Emmanuel Todd (1990) claims that we tend to adopt institutions and ideologies 

that are compatible with beliefs or models we learned from our parents. Bisin and Verdier (2014) 

similarly claim that the successful imposition of institutions depends on whether the underlying 

beliefs in societies are compatible with the institutions imposed. 2  Finally, if beliefs, values, and 

cognitive frames have deep historical roots (Alesina, Giuliano, and Nunn, 2013) and tend to be 

“sticky,” institutions might not be very successful in changing them.   

Hoff’s two examples could be broadly in line with the above mentioned views. She describes 

two policy changes—one successful and one not—that aimed to limit social exclusion of women 

and scheduled castes. An Indian constitutional amendment that made it mandatory to reserve a 

fraction of village council seats for women was very successful, according to Hoff, because women 

have preeminent roles in other aspects of life in India, and therefore it was easy to extend this mental 

frame to other domains. This mental association was not possible, however, for scheduled castes; 

thus, a similar type of intervention (though implemented in different states and that looked at 

different outcomes) was unsuccessful.   

Whereas policies can influence mental frames, they must evince the underlying societal 

beliefs that could be compatible with specific policy choices. Designing the proper policy is thus a 

delicate balancing act, requiring a deep knowledge of the underlying historical societal beliefs.  

2.3. Priming and performance  

Policies reducing the salience of social identity can lessen the sting of social exclusion. In a 

series of experiments Hoff et al. (2006, 2013) study the relationship between priming of identity and 

performance by looking at high school boys from low and high castes solving mazes in various 

                                                 
2  According to Todd (1990) the parent-child relations within the family determine attitudes toward liberal or 
authoritarian ideologies, whereas the egalitarian inheritance practices among siblings lead to egalitarian ideologies. The 
appeal of differing modern ideologies results from their mirroring the character of various family types; and such 
ideologies spread only so far as the geographical extent of the family systems with which they have similarities. This, in 
his view, should partially explain differences in ideologies around the world, including Communism, Nazism, and 
AngloSaxon liberalism. Todd argues that communism prevailed in societies with communitarian families (authoritarian 
in the relationship between parents and children, and egalitarian among siblings). This is because individuals were 
accustomed, within the family, to the same authoritarian system adopted at the level of government institutions. On the 
contrary, the absolute nuclear family in England was fertile ground for the development of non-egalitarian capitalism, 
individualism, and market freedom among siblings (a principle of equality is also fundamental for a communist ideology).  
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treatments. The authors find that low-caste and high-caste boys solve mazes similarly when 

segregated or during group play when their caste is not revealed. However, when students play in 

mixed groups and the caste is revealed, the performance gap increases, with low castes performing 

worse and, perhaps surprisingly, high castes also underperforming, possibly because they believe it is 

not worth putting in so much effort.   

Reducing or emphasizing social identity could be a powerful policy instrument. Some 

difficulties, however, could arise. For one thing, it’s often unclear whether identities or stereotypes 

are more powerful. Shih et al. (1999) perform a series of experiments in which an ethnic identity or a 

gender identity is activated when performing quantitative tasks. Two dominant stereotypes are that 

Asians have superior quantitative skills compared to other ethnic groups and that women have 

inferior quantitative skills compared to men. Asian-American women performed better in 

quantitative tasks when their ethnic identity was activated but worse when their gender identity was 

activated. The authors conclude that stereotypes could be more powerful than identities in driving 

behavior.   

Also, individuals derive identity from the groups to which they belong. People may regularly 

alternate among different salient identities. A working mother might think of herself primarily as a 

mother when in the company of her children, but see herself as a professional while at work. 

Triggering the correct identity, therefore, will be crucial for implementing successful policies, for 

example, when promoting banking or social programs.  

  

3. Conclusions  

Many intriguing policy possibilities can unfold when we adopt a behavioral-economics 

perspective on social exclusion. Several questions remain open and are worth investigation. Given 

the relevance of cognitive frames and rules of thumb, it’s important to ask where the differences in 

mental frames come from. Recently, Alesina, Giuliano, and Nunn (2013) showed that differences in 

beliefs about the “proper” role of women in society can go as far back as preindustrial societies. If 

differences in cognitive frames are so ancient, more research needs to be done on why different 

groups have different cognitive frames to start with. In addition, if the past is so persistent, what are 

the mechanisms through which policies can have a long-lasting effect?   

Hoff, in her behavioral perspective, starts by assuming that social exclusion could be driven 

by different mental frames. Mani et al. (2013) provide a different behavioral approach to social 
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exclusion. Social exclusion or poverty, they assert, means coping not only with a shortfall of money 

but also with a shortfall of cognitive resources. Socially excluded individuals are therefore less able to 

make decisions not because of inherent traits or cognitive frames, but because the very context of 

poverty imposes a load and impedes cognitive capacity. The authors use as an example the 

experience of Indian farmers, whose income varies throughout the year. In particular, they 

conducted a field study that used quasi-experimental variation in actual wealth. Indian sugarcane 

farmers receive income annually at harvest time and find it hard to smooth their consumption. As a 

result, they experience cycles of poverty (poor before harvest and richer afterward). This disparity 

allowed the authors to compare cognitive capacity for the same farmer when poor (preharvest) 

versus when richer (postharvest). The authors found that farmers made higher-return investments 

just after the harvest compared with later in the season. If social exclusion is driven mostly by lower 

cognitive ability that’s hindered by poverty itself, the set of policies to limit it could be very different 

from the one suggested by the persistence of mental frames.  

Taking a behavioral-economics perspective on social exclusion is likely to both enrich and 

complicate our views of the role of institutions and policies. If the new policies are founded on a 

better understanding of societal mechanisms, which have so far been ignored, it clearly seems worth 

trying to implement them.  
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The Effect of Fiscal Redistribution on Inequality 

 

1. Introduction 

Every discussion on income distribution and inequality distinguishes between market 

income, namely income before tax and without transfers, and disposable, or net income, 

which is after tax and including transfers. Hence, taxation and transfers create a 

redistribution of income. This redistribution is usually progressive, as direct taxes and 

subsidies are progressive, and thus it is supposed to reduce inequality, in the transition 

from market income to disposable income. This paper focuses on measuring the effect of 

fiscal policy in income redistribution and in reducing inequality. It also examines which 

type of fiscal policy is most strongly related to the redistribution of income, are they 

transfer payments? Is it direct taxation? Or is it the overall measure of fiscal policy, 

namely public expenditures, which are also known as the size of the public sector? 

 

[[[Figure 1 about here]]] 

 

Figure 1 presents a simple scatter-diagram of two variables, the size of the public 

sector and inequality. The horizontal axis measures the share of public expenditures 

relative to GDP and the vertical axis measures the Gini coefficient of disposable income. 

There are 83 countries in the sample for the year 2005. Actually, to avoid cyclical 

variability, we use 5 years averages for each variable, namely the variables in Figure 1 

are averages over the years 2001-2005 for both public expenditures and for the Gini 

coefficients.  Figure 1 clearly shows that there is a strong negative correlation between 

these two variables. It means that countries with a larger public sector tend to have lower 

inequality of disposable income, and vice versa.
1
 This observation is our point of 

departure to a broader empirical investigation. We examine the separate effects on 

inequality before and after taxes and subsidies, we control for other variables and we test 

for reverse causality. 

                                                 
1
 The regression coefficient of the Gini over public expenditures is -.35 and is significant at 1%. It means 

that if public expenditures rise by 1 percent of GDP, Gini of disposable incomes declines by 0.35 points. 
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 In our research we use cross-country regression analysis to estimate the effect of 

public spending on inequality of disposable income, as measured by the Gini coefficient. 

In these regressions we control for the Gini coefficient of market income, so that our 

analysis enables us to measure the specific role of public expenditures in fiscal 

redistribution. We find that this fiscal variable, public expenditures, captures most of the 

redistribution done by fiscal policy. We can also quantify its effect and get that every 

additional percent of GDP to public expenditures reduces the Gini coefficient by 0.4 

percentage points. This is a significant effect. We also examine the effect of partial 

elements of fiscal policy on redistribution, where the main ones are direct taxation and 

transfers. We find that direct taxation has a comparable effect to fiscal expenditures in 

reducing inequality and we also find that transfers or subsidies do not have a significant 

effect on the overall inequality. These results are from a cross country analysis, but they 

are reached also when we pool our regressions over time. 

 We then turn to examine the possibility of reverse causality, namely that fiscal 

policy is affected by inequality instead of affecting it. Actually this is a central claim in 

the literature on political economy, which has been raised initially by Meltzer and 

Richard (1981). They have claimed that if inequality is high, there is more public 

pressure for redistribution and hence the size of the public sector increases. In order to 

test for this possibility we run a two stage regression. In the first stage we test how 

inequality of market incomes affects fiscal policy, controlling for other variables which 

should affect fiscal policy as well. We then use the resulting estimates of fiscal policy and 

test how it affects inequality of disposable income. The results confirm our previous 

results that causality goes from fiscal policy to disposable income inequality. Actually, 

our results indicate that the inequality of market incomes has a negative effect on fiscal 

policy, namely the Meltzer and Richard hypothesis does not pass the empirical test. 

 Finally, we do not only look at one measure of inequality, namely the Gini 

coefficient, but we also examine the effect of fiscal redistribution also on the rate of 

poverty. We find that this rate is also affected by total public expenditures, namely on the 

overall fiscal policy, but that it is especially affected by transfers. This is not surprising, 

since these expenditures are specifically directed toward the poor and should therefore 
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affect their status significantly. Indeed, our cross country tests show that this effect of 

transfers on the rate of poverty is quite large. 

 This paper is related to a few lines of research. The main one is the empirical 

research on the determinants of inequality. Since data on inequality does not back too 

long in time and since data on income distribution is not of high quality for many 

countries, this literature is not very wide. Barro (2000) is an early example of such a 

study, which also contains a thorough survey of the previous literature. Barro (2000) 

focuses mainly on the state of development and its effect on inequality, namely on the 

Kuznets hypothesis, that inequality increases at the early stages of development and then 

declines at the later more advanced stages. Barro does not explicitly discuss policy 

variables in his analysis, while this paper focuses on such variables and especially on 

fiscal policy. Another important survey of this area of research is Atkinson (1997). 

Recently there are a number of papers that study the redistribution of income by fiscal 

policy, from market incomes to disposable incomes, such as Chu, Davoodi and Gupta 

(2004), IMF (2014a), Niehues (2010), Ospina (2010), Martinez-Vazquez, Vulovic and 

Moreno-Dodson (2012), Muinello-Gallo and Roca-Sagles (2013) and Woo et al (2013).  

Most closely to our paper are IMF (2014) and Muinelo-Gallo and Roca-Sagalés (2013) 

(2013), which examine the relationship between redistribution, fiscal policy and 

economic growth. Our paper differs from most of these papers in three main ways. First, 

we do not measure redistribution by the simple difference between the Gini of disposable 

income and the Gini of market income, but we rather regress Gini of net income over 

Gini of market income to get a better estimate to its effect than 1. The second deviation of 

our paper from these papers is our dealing with the possibility of reverse causality.
2
 

Third, we measure the effect of fiscal redistribution not only on the overall Gini 

coefficient but also on income distribution at the bottom, namely on the rate of poverty. 

The paper is structured as follows. Section 2 presents the data and the variables 

used while Section 3 presents the empirical model. Section 4 presents cross country 

analysis of the effect of redistribution, while Section 5 extends the analysis for more 

                                                 
2
 Muinelo-Galo and Roca-Sagales (2013) also treat fiscal policy as endogenous, but they do it in a system 

of 3 equations, of growth, inequality and fiscal policy, and they do not use our two stage approach. 
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periods of time. Section 6 examines the possibility of reverse causality. Section 7 tests the 

effect of fiscal redistribution on the rate of poverty and Section 8 summarizes. 

 

2. Variables and Data 

The main variables used in the paper are the measures of inequality and of fiscal policy. 

Inequality is measured mainly by the Gini coefficient. We use Solt (2009) standardized 

version of the WIID 2008 (UNU_WIDER, 2008), for the two variables of Gini_of 

disposable income and Gini of market income. The Gini of disposable income, or net 

income, in country j in year t is denoted by GN(j, t), while the Gini of market income in 

country j in year t is denoted by GM(j, t). In most of our regressions we use averages of 

the variable over the last five years. Hence, the average variable for period t is defined 

and denoted in the following way: 

(1) GN5(j, t) = [GN(j, t-4) + GN(j, t-3) + GN(j, t-2) + GN(j, t-1) + GN(j,t)]/5. 

In some regressions we use a measure of the rate of poverty. Since the definition of the 

rate of poverty differs across countries, we use the uniform measure of poverty rate by 

the OECD, which limits us to OECD countries only. The data used is more recent, up to 

2010, and it includes the poverty rate after taxation, namely for disposable income, and 

the before taxation poverty rate, namely the poverty rate for market income. The two 

poverty rates are denoted by POVN(j, t) and POVM(j, t), respectively. 

 For fiscal policy we use a number of measures. The most common measure is 

public expenditures relative to GDP. We therefore denote by E(j, t) the percentage of 

expenditures of the public sector in GDP. The moving average over 5 years of this 

variable is denoted as in equation (1) by E5(j, t). The data on fiscal policy in general are 

taken from the GFS (Government Finance Statistics, total expenditure percent of GDP for 

total budget Government, supplied from IMF (2014)). We use mainly cash measures and 

divide them by GDP (non-cash measures are available for a few countries from 2001 

onwards and we use them when cash measures are missing). For the regressions on the 

rate of poverty, where we restrict the analysis to OECD countries, we use the data on 

fiscal policy from the OECD data base. In addition to total public expenditures we use in 

our analysis some additional variables of fiscal policy. One such variable is expenditures 

without defense costs, which we examine as well, since defense costs might have a lower 
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effect on redistribution. Since this subtraction of defense costs does not have a significant 

effect on the results, we use overall public expenditures thereafter. Public expenditures 

net of defense are denoted by EMD(j, t). We also test directly the effects of the main 

tools of redistribution, namely direct taxes, and some of the social transfers. Direct taxes 

are denoted DT(j, t). Another variable we use in the general regressions is social benefits, 

SB(j, t), which counts mainly for unemployment insurance payments, all in percents of 

GDP.
3
 Our analysis of the rate of poverty using OECD data, enables us to consider a 

much finer array of social transfers. We use pension spending, denoted P(j, t), spending 

on income allowances I(j, t), and other labor market interventions L(j, t). All are in 

percentages of GDP. We also control for the overall social spending in the OECD 

countries, which includes these transfers plus spending on health and housing. 

In addition to the variables that measure inequality and fiscal policy, we use more 

variables to control for various effects on fiscal policy, where we confront the possibility 

of reverse causality. One such variable is the state of development of the country. We 

measure it simply by calculating the ratio of output per capita in country j at time t to 

output per capita in the US at time t and we denote this ratio D(j, t).
4
 The levels of Output 

per capita for all countries are PPP adjusted and are taken from the WPT data set 

(Feenstra et al, 2013). Another variable, taken from the same database, which is use to 

control for openness, is the share of exports and imports in GDP, and it is denoted 

OPEN(j, t). Other variables used are ethnic fractionalization, as collected by Alesina et al. 

(2003), and age dependency ratio, namely the ratio of very young and old to the working 

age population in ages 15-64 (World Bank, 2014). These variables are denoted by 

FRAC(j, t) and DEP(j, t) respectively. 

 

3. The Effect of Fiscal Policy on Redistribution: The Model 

In order to examine how fiscal policy affects redistribution we treat both the distribution 

of market incomes and the fiscal policy as given and our dependent variable is the 

distribution of disposable income. This is the result of the interaction of the original 

                                                 
3
 Data on social benefits, taxes and defense as shares of GDP are all from IMF (2014). 

4
 We also tried an alternative measure for development, the share of agriculture in GDP, which yields 

similar results. We do not use it since it is available for fewer countries. 
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distribution of market incomes and of fiscal policy, which changes income through taxes 

and transfers. Hence, our basic regression model is: 

(2)  GN(j, t) = a + b GM(j, t) + c E(j, t) + v(j, t), 

where a is the constant and v(j, t) is a random variable. Note, that the distribution of 

market incomes is assumed to be given in equation (2). This is of course only a 

simplifying assumption and this distribution is affected by many variables, among them 

even by fiscal policy, through expenditures in education mainly. This is a valid point but 

it will be taken care of in another research, which we intend to pursue in the near future. 

The assumption that fiscal policy is also given is dealt with in Section 5, which examines 

the possibility of reverse causality. 

In the estimation of equation (2) we expect to estimate a positive value of b, 

actually close to 1, and a negative value of c. The reasons are that inequality of 

disposable incomes should reflect the basic inequality of market incomes, but it should be 

reduced by the public sector, mainly by direct taxation and by subsidies. Our main 

assumption in equation (2) is that we can use the size of the public sector E as a proxy for 

these two policy variables. Clearly the size of public expenditures should be strongly 

related to the size of direct taxes. We also assume, that governments that spend more on 

poverty alleviation and on social benefits, tend to spend more in general. 

Note that both inequality and fiscal policy tend to fluctuate over time, mainly due 

to fluctuations of output and income over the business cycle. As a result we resort to use 

five years’ averages in our estimation. Hence the basic regression model is actually: 

(3)  GN5(j, t) = a + b GM5(j, t) + c E5(j, t) + u(j, t). 

Note that u(j, t) is actually equal to u5(j, t). Another model that we examine in addition to 

(3) is where the Gini of market incomes affects the distribution of disposable incomes 

with a lag. It is not clear theoretically why that should be the case, except that it might 

account for gradual adjustment of the distribution of income. Anyway, our empirical tests 

show that this is indeed a better choice in most regressions. We therefore present a third 

model: 

(4)   GN5(j, t) = a + b GM5(j, t-5) + c E5(j, t) + u(j, t). 

Equation (4) uses a lag of 5 years in order to avoid overlap of values in the regression. 
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 Hence, equations (3) and (4) will be our main empirical models of redistribution. 

We will estimate them and some versions of these equations, mainly using direct taxation 

and transfers instead of total public expenditures. 

 

4. Cross-Section Regressions 

Our first estimations of the model are cross-country regressions for the year 2005. Table 

1 presents the results of these estimations of the regression models (3) and (4). The first 

regression in Table 1 is just the basic model from equation (3). This regression supports 

the model very strongly. Inequality of disposable income is strongly affected by 

inequality of market income, but it is changed significantly by public policy. Each 

percent of GDP added to public expenditures reduces the Gini coefficient of disposable 

income by 0.4 percentage points. If we remember that public expenditures in the 

developed OECD countries vary between 35 and 55 percent of GDP, then this variability 

itself can explain a variation of 8 points in the Gini coefficient. If we put aside the three 

less developed countries, Mexico, Chile and Turkey, the Gini coefficient in the OECD 

countries varies between 24 percent and 38 percent. Namely, it varies over a range of 14 

percentage points. Fiscal policy therefore accounts for the variation of 8 percentage 

points, namely it explains more than half of the variability of the Gini coefficient in these 

countries. This is a very significant effect. 

 

[[[Table 1 about here]]] 

 

In the second regression in Table 1 we run the version of the model in equation 

(4), where we lag the Gini of market income by 5 years. The results of this regression are 

similar to the results of the first regression, except that the R
2
 is much higher, namely that 

this change increases the explanatory power of the regression. As a result we next 

consider this as our basic specification. The third regression replaces public expenditures 

with public expenditures minus defense, which reduces the number of countries from 80 

to 60, as data on defense are not available for many countries. Since the results are almost 

the same as in the second regression, we keep using overall expenditures in the rest of the 

analysis without subtracting defense costs. 
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 The fourth and fifth regressions in Table 1 examine the use the size of public 

expenditures as a proxy for the main redistribution tools, namely for direct taxation and 

transfer payments. In these regressions we simply use these variables or similar ones 

instead of total public expenditures. We find that both variables have a negative effect on 

inequality, namely that they redistribute income. But the effect of direct taxation is 

significant, while the effect of social benefits is statistically insignificant. Furthermore, 

adding social benefits to direct taxation reduces R
2
, namely the explanatory power of the 

regression is reduced. This is not surprising since the variable we use is a small part of 

transfers, namely unemployment benefits. We therefore conclude that the redistributive 

effect can be assessed much better by use of progressive direct taxation than by social 

benefits and social subsidies. Below we find that this result is reversed when we focus on 

the rate of poverty. Note that the absolute effect of direct taxation has a stronger effect on 

inequality than total expenditures, but this result is not surprising. Any marginal unit of 

public spending is only partially financed by direct taxes, while the rest is financed by 

indirect taxes. Hence direct taxes fluctuate by less than public spending, so their 

measured effect on inequality should be higher. Overall, regressions (4) and (5) have 

lower R
2
, so their explanatory power is lower than that of total public spending. From 

here on, public spending will be our main measure of the redistribution of income from 

market to disposable incomes. As a result regression model (4) remains our central and 

basic regression model. 

Note, that since the coefficient b is close to 1, we can deduce from equation (4) 

that the decline from market Gini to disposable Gini is explained mainly by total public 

expenditures as a share of GDP. This is therefore a variable that captures many details of 

fiscal policy. This result is further strengthened below, where we estimate equation (4) 

over many periods of time. 

 

5. Adding More Periods of Time 

The results of Section 4 are derived from a cross-section regression of countries in the 

year 2005. Since our data span a much longer time, we wish to use the full period in order 

to improve the estimation results. We run both a pooled regression and a panel regression 

over all data with country’s fixed effects. It is important to stress that we expect the 
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pooled regression to give us better results than the panel regression. The reason is that 

countries usually differ with respect to their preferences toward redistribution of income.  

Hence, countries differ in their fiscal policies due to these different preferences. These 

differences do not disappear over time. As a result, adding countries’ fixed effects to the 

regression might capture these differences, and as a result it will reduce our ability to 

identify the effect of fiscal policy in reducing inequality. Note also that both the pooled 

and the panel regressions run in intervals of 5 years, as we use averages of 5 years. Table 

2 presents the results of these regressions. The first regression is the pooled and the 

second is the panel regression.  

 

[[[Table 2 about here]]] 

 

The results of the pooled regressions in Table 3 are illuminating. The pooled 

regression presents similar results to the cross-section estimation of the basic model, 

except that the coefficients are a bit smaller. Both the Gini of market income and public 

expenditures have a slightly smaller effect on Gini of disposable income, but the effects 

are in the same direction and the results are very significant. The high R-squared of this 

regression shows that public spending is a variable that captures most of the 

redistribution achieved by the fiscal policy. To see this heuristically, note that the 

standard deviation of Gini of disposable income is 9.8. The standard deviation of Gini of 

market income (with a lag) is 8. Hence, the lagged Gini of market income accounts for 

6.4 of the variation of the Gini of disposable income and leaves a variation of 3.4 

unexplained. The standard deviation of public spending is 10.6, so that it explains about 

3.2 of the variability of Gini of disposable income, namely it explains almost all the 

remaining unexplained variability.
5
 

Note that although the pooled regression uses more observations, they might not 

be clearly better than the cross-country regressions in Section 4. The reason is that the 

quality of the data on income distribution is improving over time. As a result the average 

quality of the data in the regression in the year 2005 is higher than the quality of data in 

                                                 
5
 We also tested in the pooled regression the use of the lagged value of the Gini of market income. Using 

instead the contemporaneous Gini of market income the results are very similar to Table 2. The coefficient 

of contemporaneous Gini is 0.839, the coefficient of public spending is -0.35 and the R-squared is 0.57. 
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the regressions in Table 2, which contains also previous periods with lower quality of 

data. This point must be taken into consideration in consideration of the different results. 

Note that the panel regression yields similar results in direction to the pooled 

regression, but they are much smaller in size. The reason for that is that much of the 

differences between fiscal policies in the panel are differences between countries with 

respect to their social preferences.
6
 As a result these are captured by the panel country 

fixed effects and they reduce the ability of the regression to identify the effect of fiscal 

policy on redistribution. For this reason we use for the rest of the analysis pooled 

regressions instead of panel regressions. 

 

6. A Test of Reverse Causality 

A famous paper by Meltzer and Richard (1981) claims, that the rise of public spending in 

the 20
th

 century was driven mainly by public pressure to redistribute income. They 

conclude that public spending should depend positively on inequality, since higher 

inequality raises public pressure for redistribution and that increases public spending. 

Thus, such a mechanism should be taken into consideration in our measurement of the 

effect of public spending on inequality to avoid endogeneity and reverse causality. In this 

section we account for this possibility and show that the effect of public policy on 

inequality is still negative and significant, and the causality clearly goes from fiscal 

policy to inequality of disposable income. This is done by use of the method of 2SLS, 

Two Stages Least Squares regression. 

 In the first stage of estimation, we run a regression of the size of the public sector, 

namely public expenditure relative to GDP, on a number of exogenous variables. The 

first one is inequality of market incomes, according to the claim of Meltzer and Richard 

(1981, 1983). Clearly, the variable that should trigger fiscal policy, according to their 

model, is inequality of market incomes and not of disposable incomes, which is already 

the result of fiscal policy. In addition to Gini of market income, we control for more 

variables that might affect fiscal policy. The first is the level of development of the 

country. Poor countries are supposed to spend a smaller share of income on public 

services, as they are considered to be a superior good. An interesting hypothesis on the 

                                                 
6
 This is also shown below in the first stage regression in Section 6. 
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size of the public sector appears in Rodrik (1998), who claims that openness should 

increase the public sector, since openness exposes a country to higher risk and 

governments try to reduce risks. We therefore add openness as another variable to our 

first stage estimation. Two population variables are also added. Ethnic fractionalization, 

FRAC, should affect the preferences of the public toward redistribution. The second 

variable is demographic, the dependency rate, DEP, which measures the ratio between 

children and old age population to the working age population. Since both children and 

old age are in greater need of redistributing policies, either through education or old-age 

support, this ratio should also have a positive effect on public expenditures.
7
 An 

additional variable that could have an effect on fiscal policy is a time dummy of 0 before 

1995 and 1 from 1995 on. This variable is supposed to capture the possibility that the 

collapse of the Soviet Union, after 1990, had a negative effect on public spending in 

many countries. Whether because this event was viewed as a final victory of the capitalist 

system, or because it reduced fear of communism, but many view this event as an 

important trigger to a reduction of the welfare state in many countries. 

 Table 3 presents the results of the 2SLS analysis of the effect of public 

expenditures on Gini of disposable income. The analysis is performed both in pooled 

regressions and in panel regressions with between estimator, namely on country means. 

Each analysis is described by two regressions, the first and the second stage. Regressions 

(1) and (2) are pooled, and (3) and (4) are between. All variables are 5 years’ averages, 

except for fractionalization and dependency rate, which are stable over time. 

 

[[[Table 3 about here]]] 

 

 The findings of Table 3 are very interesting. The results of the first stage are 

partly according to expectations, but partly surprising. First of all, the Gini of market 

incomes affects public spending negatively, which contradicts the theoretical claim of 

Meltzer and Richard (1981). Namely, higher inequality of market incomes is correlated 

                                                 
7
 Interestingly Muinelo-Gallo and Roca-Sagalés (2013) use very similar variables in their estimation of 

fiscal policy. They do not use fractionalization, but use political system data instead. Another difference is 

that we use only aggregate fiscal expenditures as the dependent variable, while they use various parts of 

fiscal policy instead. The main difference between our estimation and theirs is that we use the results of this 

regression for testing reverse causality, which is not done by Muinelo-Gallo and Roca-Sagalés (2013). 
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with less and not with more redistributive policies.
8
 Second, openness affects public 

spending negatively, and that is in contradiction to the findings of Rodrik (1998). The 

other variables in the first stage regression affect public expenditures as expected. The 

level of development increases the share of public expenditures in GDP, reaffirming that 

public services can be viewed as a luxury good. The two population variables, ethnic 

fractionalization and age dependency ratio, also affect public spending as expected. 

Ethnic fractionalization reduces redistribution policies, since people in the country feel 

less solidarity, while a larger share of old and young increases social expenditures. The 

time dummy variable of 1995 does not have a significant effect on public spending. 

The second stage regressions strongly reaffirm our previous results. The effect of 

the market Gini on disposable Gini in both pooled and between regressions is close to the 

effect in the pooled regression in Table 2. Most importantly, the implied public spending, 

which is derived from the first stage regression, reduces inequality significantly in both 

regressions (2) and (4). Its effect is larger in size than in Tables 1 and 2, but since this is 

only the effect of the explained part of the variable E, it should be double in size, as it is 

indeed. 

 

7. Redistributive Fiscal Policy and the Rate of Poverty 

In this section we examine the effect of redistributive fiscal policies not on general 

inequality, but rather on the lower domain of the distribution, namely on the rate of 

poverty. This is the share in population which is defined as poor. It is hard to get 

comparable data on poverty rates across all countries, because they differ significantly in 

their definition of poverty. We therefore focus in this subsection on the OECD countries, 

since the organization uses a uniform definition of poverty in their statistics. The rate of 

poverty is defined as the share of people with household income that is lower than half of 

the median income. The OECD countries differ significantly in their rates of poverty, 

from close to 5% in the Czech Republic and in Denmark, to more than 20% in Mexico 

and in Israel. We use this uniform data on poverty in a cross section test in 2010 and also 

in pooled regressions that use also previous periods.  

                                                 
8
 Interestingly this result is reached also in Muinelo-Gallo and Roca-Sagalés (2013). 
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The dependent variable in all regressions is the rate of poverty of disposable 

incomes. The explanatory variables are the rate of poverty of market incomes and various 

variables that reflect fiscal policy. To keep consistency of data we use fiscal policy data 

from OECD and not from GFS, as done in previous sections. The first fiscal variable is 

the total public expenditures as percent of GDP, E(j, t). A second variable is the sum of 

public social expenditures, which comprises of pensions, income support subsidies, 

unemployment benefits, health expenditures by the public sector and housing. This 

variable is denoted SOC(j, t) for country j in year t. A third variable is public pensions, 

denoted PEN(j, t), which should affect poverty significantly since they increase income 

of the old, which are usually much poorer than the rest of the population. A fourth 

variable is income support to working and non working people. This variable is denoted 

SUP(j, t). All variables are in percentage of GDP. We first present the results of the 

cross-section regression in Table 4 below and then of the pooled regressions. All data for 

the regressions in this section are taken from the data base of OECD. 

 

[[[Table 4 about here]]] 

 

 Table 4 presents the results of 5 cross-country regressions. The number of 

countries is around 30, but it differs from one regression to the other due to data 

limitations. Regression (1) is the basic regression of the rate of poverty in disposable 

incomes on the rate of poverty in market income and on total public expenditures. There 

are two interesting results in this regression. The first is that the relation between the rate 

of poverty of disposable income and of market income is weak and hardly significant. 

This stands in contrast with the results in Sections 4 and 5 that show that the relation 

between Gini disposable and Gini market is very significant and much larger, close to 1. 

The reason is that the redistribution of income by fiscal policy affects mainly people with 

low incomes and succeeds in reducing the rate of poverty significantly. This is done 

mainly by the social transfers that target mainly poor populations. Regression (1) in Table 

4 also shows that public expenditures reduce significantly the rate of poverty. Every 

additional percent of GDP that goes to the public sector reduces the rate of poverty by 
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0.32 percent. The next regressions examine the effects of partial public expenditures that 

are more directed to poverty alleviation. 

 Regression (2) replaces the total public expenditures by social expenditures, SOC, 

which is defined above. Note that in the OECD countries this is a large part of public 

expenditures (40% to 50% of total expenditures), but it is clearly more focused on the 

poorer parts of the population. We should therefore expect it to have a much stronger 

effect on the rate of poverty. Indeed this regression supports this hypothesis. Every 

percent of GDP that goes to social public expenditures reduces the rate of poverty by half 

percentage point. Regression (3) examines the effect of a more specific expenditures and 

that is income support subsidies. It shows that once this expenditure is added total 

expenditures become insignificant and the effect of income support is much stronger. 

Every percent of GDP that goes to income support subsidies reduces the rate of poverty 

by 1.4 percentage points, more than 3 times the effect of all public expenditures. In 

regression (4) we add the variable of expenditures on pensions and it does not change the 

results of regression (3) at all. Pensions themselves have no effect on the rate of poverty, 

unlike our preliminary conjecture. Their effect is extremely small, positive and it is not 

significantly different from 0. 

 An interesting result that comes up from Table 4 is that total public expenditures 

become ineffective once income support is controlled for in the regression, as in 

regressions (3) and (4). As a result regression (5) omits the total public expenditures and 

adds to the regression instead the market income rate of poverty, which has a relatively 

weak effect on the disposable income rate of poverty. Clearly regression (5) seems to be 

the best regression in Table 4. It has the higher value of R-squared and its estimates of the 

coefficients have the higher significance. According to regression (5) the effect of income 

support on poverty reduction is the strongest. Every percent of GDP increase in income 

support reduces the rate of poverty by 1.7 percentage points. 

 Interestingly, although the marginal effect of total public expenditures on the 

poverty rate is insignificant, as demonstrated by regressions (3) and (4), its total effect is 

large. This can be seen in Table 4 by the size of the constant. When the variable E (or 

SOC) is not included in the regression the size of the constant is around 14 percent, but 

when E is included, in regressions (3) and (4) the size of the constant increases to close to 



 7a-15 

20 percents. This means that the overall effect of total public expenditures on reducing 

the rate of poverty is around 5 percentage points. This is a sizable effect, even if it does 

not come up significant in the regression. 

 

[[[Table 5 about here]]] 

 

 Table 5 presents similar tests as in Table 4, but conducted for a larger data span, 

that goes back in time until the 1990s. Of course, not all countries have full data going 

back in time as others and the data set is not balanced. This does not bother us too much, 

as we abstract from any country effect and focus only on the observed differences in 

fiscal policy. A major difference between the two Tables is that in Table 5 we do not use 

any longer the income support, due to missing data, but use instead a variable that 

includes all labor market support, which is denoted by L(j, t). 

 The pooled regressions in Table 5 strengthen the conclusions we derive from the 

results of the cross-section regressions in Table 4. The effect of total public spending on 

poverty reduction is larger and every percent of GDP in public spending reduces the rate 

of poverty by 0.4 percentage point. This is a strong effect. As we narrow our focus on 

expenditures directed to the poor their effect becomes stronger. Every percent of GDP in 

social spending reduces the rate of poverty by 0.6 percentage points. The stronger effect 

is observed with respect to labor market subsidies. Every percent of GDP in these 

subsidies reduces the rate of poverty by 2.25 percentage points. This is indeed a very 

strong effect. Note that in regression (5) that includes all social fiscal variables together, 

some of them “swallow” the effect of others. Hence, all poverty reduction is reserved to 

total social expenditures, which affect poverty by much more than in regression (3), 

where social expenditures come alone. 

 

8. Summary and Conclusions 

In this paper we examine what determines inequality in a society, and focus mainly on 

fiscal policy and its redistribution of income from market income to disposable incomes 

through direct taxation and various subsidies. Our study is purely empirical and it uses 
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international comparison. Hence it consists of cross-country regressions or of pooled 

regressions and panel regressions, when more periods of time are added. 

 Our empirical analysis points very clearly at fiscal policy as a central determinant 

of inequality. It plays a major role in the redistribution of income from market incomes to 

disposable incomes, through direct taxation and through social subsidies, which are both 

highly progressive. We measure this effect of fiscal policy and find out that it is quite 

large. Every increase of fiscal spending of the size of one percent of GDP reduces the 

Gini coefficient by 0.4 percentage points. Since inequality of market incomes is quite 

similar across countries, the large differences we observe in inequality are mainly due to 

differences in fiscal policy across countries. We also find that fiscal policy has a strong 

effect on poverty reduction, from market incomes to disposable incomes. Here income 

support subsidies and similar interventions in the labor market, which are focused on the 

poor, play an especially large role. 

 Finally, our study can also hint at one possible explanation to the rise of 

inequality in recent decades. In addition to the standard explanations, like globalization 

and skill-biased technical change, our paper suggests an alternative mechanism, namely 

reduction of the size of the public sector. According to our study this can increase 

inequality significantly. This final observation leads us to another question, namely can 

fiscal policy and similar public policies, like labor market interventions, be part of the 

overall determinant of inequality, not only of disposable income, but of market incomes 

as well? We plan to devote our next research to this issue.  
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Zeira paper Figure and tables 

The Effects of Fiscal Redistribution 

 

 

Figure 1: Gini of Disposable Income and Percent of Public Expenditures in GDP 

across 83 Countries in 2005
1
 

 

 

  

                                                 
1
 Inequality data are from Solt (2009) and public expenditures data are from IMF (2014b). 
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Table 1: Gini of Disposable Incomes and Public Expenditures across Countries, 2005 

 

Dependent Variable: GN5(2005) 

Independent Variables (1) (2) (3) (4) (5) 

GM5(2005) 0.816*** 

(0.09) 

    

GM5(2000)  0.935*** 

(0.09) 

0.961*** 

(0.11) 

0.959*** 

(0.09) 

0.993*** 

(0.20) 

E5(2005) -0.406*** 

(0.09) 

-0.423*** 

(0.07) 

   

EMD5(2005)   -0.439*** 

(0.08) 

  

DT5(2005)    -.493*** 

(0.19) 

-0.671*** 

(0.19) 

SB5(2005)     -1.188 

(1.40) 

CONST. 12.638*** 

(4.97) 

7.583* 

(4.43) 

5.902 

(4.88) 

-2.219 

(4.03) 

-3.460 

(9.64) 

Prob>F 0.0000 0.0000 0.0000 0.000 0.000 

R-Squared 0.505 0.648 0.667 0.534 0.526 

Number of Countries 83 80 60 102 51 
1. Significance levels of 1% are denoted by ***, of 5% by **, and of 10% by *. 

2. Robust standard errors are in the parenthesis. 
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Table 2: Pooled and Panel Regressions of Gini over Public Expenditures 

 

 

Regression Pooled Panel 

Dependent Variable GN5(t) GN5(t) 

GM5(t – 5) 0.803*** 

(0.05) 

0.208*** 

(0.03) 

E5(t) -0.302*** 

(0.04) 

-0.073*** 

(0.03) 

Const. 10.542*** 

(2.80) 

28.923*** 

(1.85) 

Prob > F 0.000 0.000 

R-squared 0.610 0.574 

No. of observations 306 337 
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Table 3: 2SLS Regression of Gini over Public Expenditures 

 

Regression (1) (2) (3) (4) 

Dependent Variable E5(t) – 1
st
 stage GN5(t) – 2

nd
 stage E5(t) – 1

st
 stage GN5(t) – 2

nd
 stage 

GM5(t – 5) -0.196*** 

(0.07) 

0.737*** 

(0.05) 

-0.208* 

(0.12) 

0.856*** 

(0.09) 

D5(t) 4.767*** 

(0.70) 

 4.970*** 

(1.16) 

 

OPEN5(t) -25.325*** 

(3.89) 

 -27.904*** 

(6.28) 

 

FRAC -9.817*** 

(2.54) 

 -5.823 

(4.12) 

 

DEP 0.166*** 

(0.06) 

 0.134* 

(0.09) 

 

D1995 -0.245 

(1.04) 

   

2SLS E5(t)  -.603*** 

(0.07) 

 -0.556*** 

(0.12) 

Const. 37.335*** 

(3.55) 

22.475*** 

(3.41) 

37.809*** 

(5.73) 

15.603*** 

(5.52) 

Prob > F 0.000  0.000  

Prob > χ
2
  0.000  0.000 

R-squared 0.315 0.496   

R-squared between   0.352 0.561 

No. of observations 304 304 334 334 

No. of groups   90 90 
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Table 4: Cross-Section Tests of the Rate of Poverty on Fiscal Policy in OECD Countries 

 

Dependent Variable: POVN5(2010) 

Independent Variables (1) (2) (3) (4) (5) 

POVM5(2010) 0.226* 

(0.14) 

0.218* 

(0.14) 

  0.208* 

(0.13) 

E5(2010) -0.316*** 

(0.12) 

 -0.081 

(0.15) 

-0.081 

(0.15) 

 

SOC5(2010)  -0.495*** 

(0.14) 

   

PEN5(2010)    0.005 

(0.237) 

-0.257 

(0.20) 

SUP5(2010)   -1.365*** 

(0.43) 

-1.361*** 

(0.47) 

-1.692*** 

(0.36) 

CONST. 18.301*** 

(5.26) 

14.682*** 

(3.48) 

19.691*** 

(4.35) 

19.718*** 

(4.62) 

13.948*** 

(3.11) 

Prob>F 0.0455 0.0053 0.0006 0.0023 0.0008 

R-Squared 0.227 0.312 0.433 0.433 0.456 

Number of Countries 27 31 29 29 31 
1. Significance levels of 1% are denoted by ***, of 5% by **, and of 10% by *. 

2. Robust standard errors are in the parenthesis. 
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Table 5: Pooled Regressions of the Rate of Poverty on Fiscal Policy in OECD Countries 

 

Dependent Variable: POVN5(j, t) 

Independent Variables (1) (2) (3) (4) (5) 

POVM5(j, t) 0.197*** 

(0.08) 

   0.335*** 

(0.09) 

POVM5(j, t-5)  0.091 

(0.10) 

0.290*** 

(0.10) 

-0.265** 

(0.13) 

 

E5(j, t) -0.375*** 

(0.05) 

-0.426*** 

(0.06) 

   

SOC5(j, t)   -0.599*** 

(0.08) 

 -0.988*** 

(0.16) 

PEN5(j, t)     0.545*** 

(0.19) 

L5(j, t)    -2.247*** 

(0.30) 

0.507 

(0.41) 

CONST. 21.569*** 

(2.57) 

27.101*** 

(4.41) 

15.604*** 

(2.78) 

21.340*** 

(4.62) 

16.380*** 

(2.59) 

Prob>F 0.0000 0.0000 0.0000 0.0000 0.0000 

R-Squared 0.468 0.495 0.463 0.563 0.650 

Number of observations 77 56 75 47 74 
3. Significance levels of 1% are denoted by ***, of 5% by **, and of 10% by *. 

4. Robust standard errors are in the parenthesis. 
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Comments on ‘The Effects of Fiscal Redistribution’ 

James E. Foster 

March 15, 2015 

One reason that disposable income is preferred over market income in 
distributional evaluations is that it takes into account taxes that lower the resources 
and transfers that raise them, and hence is a better estimate of the actual resources 
available to people. To be sure, there are many other relevant factors that 
disposable income does not include. For example, it does not account for the direct 
provision of goods and services by governments, including in-kind transfers, which 
can free up monetary resources for other uses while enhancing people’s capabilities. 
Savings and wealth are not being considered, which significantly alter a person’s 
vulnerability to shocks and ability to muster monetary resources if needed. It 
ignores the non-monetary resources and capabilities a person has, which directly 
impact a person’s wellbeing while affecting the ability to make use of other 
resources, including monetary resources.1 Indirect taxes of various types are also 
typically not deducted in deriving disposable income. Nonetheless, disposable 
income is the natural place to begin the journey from income to welfare, and even 
more, a comparison of disposable and market income distribution can help clarify 
how government and market institutions are shaping inequality (and poverty) 
across countries.2 

Battisti and Zeira study the disposable (or “post-fiscal”) income distribution for a 
range of 80 economies including the OECD countries.3 They motivate their study 
using a graph that plots each country’s 2005 level of inequality, as measured by the 
Gini coefficient of the distribution of disposable income (the “post-fiscal Gini”), 
against the size of government relative to the economy in the same year, and notice 
a distinctly negative relationship. In other words, countries having a larger 
government share in GDP also tend to have lower inequality in disposable incomes. 
This raises a number of natural questions: Is this negative relationship maintained 
when other factors are included? Does the relationship hold over time as well? How 
much of this is due to market incomes versus government policies?  

To address these questions, they regress the post-fiscal Gini on the market Gini and 
the government share in GDP. A strong negative relationship is found between the 
government share and the post-fiscal Gini (namely, that every additional percent of 

                                                        
1 For a discussion of the capability approach, see for example Sen (1992), Foster and 
Sen (1997) or Basu and Lòpez-Calva (2011).  
2 These issues fall within the area of fiscal incidence analysis in public finance, 
studies the combined effects of taxes and transfers on people’s income and welfare; 
see for example Reynolds and Smolensky (1977).  
3 The number of countries varies for different analyses in the paper, due to data 
contraints. It would be helpful if the authors were to post the lists of countries and 
dates used in each regression.  
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government in GDP reduces the post-fiscal Gini by one percent).4 They then turn to 
the question of reverse causality and reject the converse hypothesis (often found in 
discussions of political economy) that higher inequality necessarily leads to a 
greater government share. They further examine the robustness of their main result 
by including data on additional years, first pooling the observations and then 
constructing a panel of countries through time. The pooled results are similar to the 
cross-section results, but while the panel regression suggests that post-fiscal 
inequality is still negatively related to the relative size of government, the coefficient 
is much smaller. Inequality in disposable income is much less responsive to changes 
in the relative size of government over time than was found in the cross section. 
Instead, a large part of the cross-country variation is now attributed to country fixed 
effects. 

They conduct similar exercises for poverty measures derived from the post-fiscal 
and market income distributions. However, since the data are now limited to 30 
OECD countries, the definition used is a relative poverty measure (namely, the 
headcount ratio at the relative poverty line of one-half the median income), and 
hence the poverty is likely closer to relative inequality than traditional notions of 
absolute poverty. The authors regress the post-fiscal headcount ratio on the market 
headcount ratio and the government share in GDP for their now smaller dataset 
covering 30 countries. The results indicate that a larger government share reduces 
the poverty rate in such a way that each additional percent of GDP lowers the 
poverty rate by about one-third of a percentage point. The authors note that the 
strength of association between post-fiscal and monetary poverty is much smaller 
than was observed for inequality. 

The size of government variable can be broken down further into different forms of 
taxation or different categories of expenditures in order to identify which 
components of fiscal policies seem to be driving the conclusions. This they do, and 
although the data used in the analyses of inequality and poverty are different, a 
coherent picture seems to emerge. The change in inequality from market to post-
fiscal inequality seems to be best explained by direct taxation, while the change in 
poverty is most strongly linked to income subsidies. The government clearly plays a 
large role in moderating the levels of inequality and poverty delivered up by the 
market economy. 

This is focused, well-written paper that has a clear message concerning the special 
role of government in altering market outcomes in the distribution of income. Of 
course, a complete analysis might include the expenditure side of the equation (e.g., 
the value of publicly provided goods and services, including in-kind transfers), or 

                                                        
4 In one direction this qualitative result is rather obvious - since a very small public 
sector would likewise limit the real possibilities for redistribution. However, while 
necessary, a larger share of government in GDP would not be sufficient. The impact 
depends on who is paying the taxes and who is receiving the income transfers, and 
hence on the redistributional qualities of the fiscal system. 
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account for the various assets a person has control over, or perhaps even account 
for the capabilities of people and how they are affected by government policies. But 
then this would depart from the main objective of this paper, which is to provide 
some insight into why some countries appear to be more successful in reducing 
inequality and poverty than others. While I am not fully convinced that “reduction in 
the size of the public sector” is in itself a “possible explanation to the rise of 
inequality in recent decades,” I would agree with the authors that their results hint 
strongly in this general direction.  

There are several items in the paper that could benefit from some additional 
discussion. First, as noted in the paper, the present work is rather closely linked to a 
longstanding literature on the effective progressivity (or redistribution) of fiscal 
policy. The use of measures based on the Gini coefficient dates back at least to 
Musgrave and Thin (1947), while the intuitive measure frequently used - the market 
Gini minus the post-fiscal Gini - is attributed to Reynolds and Smolensky (1977). 
There are many analyses that use this index to measure redistribution, the most 
recent of which is IMF (2014) as cited by the authors. It would be quite useful to 
better understand the benefits and costs of regressing the post-fiscal Gini on the 
market Gini (as the authors do) instead of examining their difference (as is more 
commonly done). The latter approach is indeed intuitive and as noted in IMF (2014) 
there is a significant body of analysis available - much of which parallels and 
augments the key results of this paper. The authors emphasize that using the 
difference in Ginis in regressions equations (say, by regressing the Reynolds-
Smolinski measure on various fiscal policies) will effectively restrict the coefficient 
on the market Gini to be 1. While this may be true, it is not entirely clear why the 
restriction represents a significant cost, given the added intuition from using a 
measure of fiscal redistribution and, indeed, given the authors own empirical 
findings of a coefficient quite close to 1.5  

Second, most modern distributional analyses employ multiple inequality or poverty 
measures to reduce the possibility that the results depend purely on the particular 
measure that has been chosen. The Gini coefficient is the most commonly used index, 
but there are several good reasons for not using it, not the least of which is its 
wholesale violation of subgroup consistency (see Cowell, 1988, or Foster and Sen, 
1997). Likewise, the poverty measure being used here - the headcount ratio - is a 
remarkably crude way of evaluating gains and losses in poverty. Add to this the fact 
that a relative poverty line of half the median income can lead to some very 
unintuitive comparisons (where a drop in measured poverty is consistent with a 
everyone’s becoming poorer), and we are left wondering what would happen if we 
used an absolute poverty line or a poverty measure that is sensitive to depth or 
severity (e.g., Foster, Greer, Thorbecke, 1984). Of course, data constraints may well 

                                                        
5 There is also the problem raised by Foster (2015) that the values of inequality 
measures may not, in fact, be cardinally meaningful, which would call into question 
their use in regression equations, and also in Reynolds-Smolensky type indices of 
redistribution. Poverty measures like the headcount ratio avoid this drawback.  
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prevent the kinds of robustness analyses suggested here, but it is important to bear 
in mind, and take note of, this limitation.  

Key components of wellbeing are not represented in income statistics and hence 
conclusions about distributional issues, such as poverty, inequality, or the 
inclusiveness of growth, may require other dimensions to be considered at the same 
time. For example, the Multidimensional Poverty Index (MPI) published annually by 
the United Nations for over 100 countries, includes information on the dimensions 
of education and health, as well as standard of living. It can identify very different 
households as poor when compared to standard monetary approaches (such as the 
$1.25 figures produced by the World Bank) and consequently provides an 
alternative global picture of poverty.6 Since many government policies are designed 
to directly impact nonmonetary dimensions of wellbeing, multidimensional 
measures that reflect these dimensions reveal the actual situations of people, and 
the impact of policies through non-income dimensions. It would be natural to 
expand the incidence analysis to include multidimensional measures.  

Third, Lustig and Higgins (2012) criticize the standard measures of inequality and 
poverty for being entirely anonymous, and hence unable to track the identities of 
winners and losers.7 They propose using an analogue of mobility matrix to evaluate 
fiscal incidence, and note the great heterogeneity of incidence among persons who 
are initially quite similar. For example, they note that 15 percent of the poor in 
Brazil (as reckoned using market income) become classified as extremely poor in 
disposable income as a result of the overall fiscal system - which includes regressive 
indirect taxes. Their analysis also points to an alternative approach - country 
analyses rather than cross-country regressions that require major assumptions in 
order to be applied.  

Fourth, the Solt (2009) dataset being used here is of a rather different nature than 
other sources, since its summary statistics on income distribution are generated by 
an imputation model having many assumptions, rather than being estimated 
directly from data. This, naturally, has led to a number of critiques, many of which 
are summarized in Jenkins (2014). He notes for example that the imputation 
method employs a smoothing algorithm, yielding results that contradict figures 
derived directly from existing high quality datasets; he also suggests that regression 
results obtained with the data could well be biased in unpredictable ways. These 
cautionary descriptions should be borne in mind.8 

A final observation focuses on the structure of inequality measures to suggest an 
alternative indicator for evaluating fiscal policy. It turns out that nearly every 

                                                        
6 See Alkire and Santos (2013) for a discussion of the MPI 
7 See the approach of Kakwani (1988) who using the non-anonymous concentration 
coefficient over disposable incomes instead of the anonymous Gini coefficient. 
8 The smoothing algorithm underlying the Solt (2009) dataset leads one to question 
the necessity or meaning of the five-year averaging employed by Battisti and Zeira 
in equation (3).  
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inequality measure in common use is composed of two “income standards” each of 
which summarizes the entire distribution using a representative income and 
satisfies a number of basic axioms.9 One of the two income standards focuses on 
lower incomes and therefore takes values that are below the second, higher income 
standard. Inequality is measured using an expression that compares the first income 
standard to the second. Measured inequality can be reduced by raising the lower 
income standard or by lowering the higher income standard, thus lowering the 
relative distance between the two.  

In the case of the Gini coefficient, the lower income standard is the Sen welfare 
measure, S, a distribution sensitive income standard that lies below the mean.10 The 
second income standard is the mean 𝜇 itself. The Gini coefficient can be expressed as 
𝐺 = (𝜇 − 𝑆)/𝜇 = 1 − 𝑆/𝜇. Given that the post-fiscal Gini G* is lower than the market 
Gini G, this indicates that 𝑆∗/𝜇∗ exceeds 𝑆/𝜇, where each ratio is an index of equality. 
If the mean impact on incomes is 0, this ensures that the post-fiscal welfare as 
measured using the Sen welfare measure is greater than the welfare of the market 
income distribution. However, if overall taxes exceed transfers, so that 𝜇∗ < 𝜇, then 
inequality can be falling without a concomitant increase in welfare. One approach 
would be to ignore the mean 𝜇 entirely and use the low income standard S in 
evaluating the combined impact of taxes and transfers on people’s welfare. Indeed, 
other distribution sensitive lower income standards, such as Atkinson’s equally 
distributed equivalent income and the World Bank’s mean of the lower 40%, could 
perform the same function of ensuring that the fiscal policies are welfare improving. 
Naturally, data availability may restrict the choice of income standard; it can be 
noted that S can be constructed whenever there is information on the Gini 
coefficient and the mean. 

 

                                                        
9 See Foster et al (2013).  
10 See the definition of S in Foster and Sen (1997). 
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Abstract 

The field of “Happiness Research” has grown markedly.  A central question is whether higher 

income and/or economic growth rates are associated with higher levels of Subjective Well Being 

(SWB).  Cross-sectional analysis clearly indicates that there is a positive relationship between 

income and SWB.  However, in time series this relationship may vanish (the Easterlin Paradox).  

In this paper, we examine the relationship between income, economic growth, and SWB 

inequality using data from the World Values Survey and World Development Indicators.  The 

results indicate that per capita income is inversely related to SWB inequality in cross-sectional 

analysis.  There is also evidence that greater economic growth is associated with a greater 

decrease in SWB inequality.  The relationship between income, economic growth, and SWB 

inequality is not explained by income inequality.  

Keywords: economic growth, happiness, inequality 

 

I. Introduction 

The use of Subjective Well-Being (SWB) measures in economics research has grown markedly 

(Kahneman and Krueger 2006).  This has come about for at least two reasons.  First, the 

measures have been systematically validated as reliable for examining a range of questions. 

Second, economists have long relied on income as a proxy for well-being.  However, research 

shows that there are potentially large slippages between economic indicators and well-being 

(Diener and Seligman 2004).  Thus, SWB measures have become an important alternative proxy 

for well-being.  Indeed, SWB measures have also caught the attention of policy makers. The 

OECD launched the Better Life Index in 2011 as an alternative well-being measure; and former 

French President, Nicolas Sarkozy, formed the Stiglitz Commission in 2008 to identify the limits 

of Gross Domestic Product (GDP) as a measure of well-being and to identify alternative 

measures (Stiglitz, Sen, and Fitoussi 2010).  
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When studying the distribution of income, economists have long recognized the importance of 

examining measures of central tendency and dispersion, as the latter are necessary to understand 

income inequality and poverty (Stiglitz, Sen, and Fitoussi 2010).  Thus, there is a vast literature 

analyzing both the first and second moments of the distribution of income.  For example, the 

Lorenz and Kuznets curves try to model the distribution of income, and the Gini coefficient 

summarizes the entire distribution in a scalar (see Atkinson 1970; Gastwirth 1972; Gini 1921; 

Gottschalk and Smeeding 1887; Kuznets 1955; and Lorenz 1905).  In contrast, the vast majority 

of SWB research focuses on mean SWB.  Given the current interest in SWB measures, and 

recognizing that the entire distribution of SWB merits study, we believe it is important to study 

SWB inequality (dispersion) as well as mean SWB.  

In this paper, we contribute to the emerging SWB literature by investigating the relationship 

between economic growth and SWB inequality using data from the World Values Survey (WVS) 

and the World Bank’s World Development Indicators (WDI).  The results suggest that economic 

growth is inversely related to SWB inequality in cross-sectional analysis.  There is also some 

evidence from time-series analysis that countries that experience greater economic growth rates 

also experience the greater decreases in SWB inequality, although this pattern does not hold for 

two of the fastest growing countries in the dataset.  This is important because it indicates that 

economic growth may reduce SWB inequality over time, even if it does not increase mean SWB.  

The paper proceeds as follows. Section II reviews the related literature. Section III describes the 

data.  Section IV presents the results.  Section V concludes. 

II. Literature review 

The vastness of the income inequality literature illustrates the importance of studying income’s 

distribution (for example, Atkinson 1970; Gastwirth 1972; Gini 1921; Gottschalk and Smeeding 

1997; Lorenz 1905).  In contrast, there are only a few papers that have studied SWB inequality.
3
 

Stevenson and Wolfers (2008b) examine trends in happiness inequality in the United States from 

1972 to 2006 using the General Social Survey.  They find that happiness inequality decreased 

during this period.  The authors juxtapose their finding with the concurrent rise in income 

inequality in the United States but do not examine the relationship between happiness inequality 

and economic growth.   

Easterlin (2012) studies SWB inequality in developed capitalist countries and in countries that 

transitioned from socialism to capitalism using the WVS.  He finds that developed capitalist 

countries (with the exception of Nordic welfare states) had greater SWB inequality than “soviet 

style” socialist countries before the transition.  This pattern reverses after the transition, with the 

increase in SWB inequality in former socialist countries resulting from decreased SWB among 

low-income individuals.  Easterlin et al. (2012) find the same pattern in China after the 

restructuring of state-owned enterprises (SOEs) and trimming of social safety nets.   

                                                           
3 
Clark, Fleche, and Senik (2012) was developed simultaneously and independently from this paper, on the same 

topic. 
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Finally, Veenhoven (2005a) attempts to refute the “The Great U-Turn:” the return of social 

inequality in modern society.
4
  Veenhoven examines trends in SWB inequality using the standard 

deviation of life satisfaction between 1973 and 2001 in Eurobarometer data.  He shows that in 

that time period SWB inequality decreased.  In his analysis, Veenhoven does not examine the 

relationship between SWB inequality and economic growth.  He does, however, examine the 

relationships between SWB inequality and modernity using data from the WVS.  To do so, he 

plots SWB inequality against several measures of modernity, such as purchasing power, freedom 

in private life, urbanization, and education.  He concludes that as countries “modernize,” SWB 

inequality decreases.  His analysis, however, is limited to a cross-sectional analysis using only 

two waves of data from the WVS. Our paper builds upon Veenhoven’s (2005a) paper in two 

important ways.  First, we use all five waves of the WVS, and second, we compare SWB 

inequality and per-capita GDP (GPDpc) using both cross-sectional and time-series analysis. This 

is important since, as discussed below, many researchers believe that the relationship between 

mean SWB and GDPpc is different in cross-section than in time-series.  

Cross-sectional analysis indicates that there is a positive relationship between mean SWB and 

GDPpc within a country and also across countries (Easterlin 1974; Stevenson and Wolfers 

2008a; and Stevenson and Wolfers 2013).  That is, within a country, individuals with higher 

income have higher SWB, on average, than individuals with lower income; and countries with 

higher average income have higher mean SWB.  However, many researchers believe that this 

relationship vanishes in time-series; this is the “Easterlin Paradox,” introduced in Easterlin 

(1974)  (see also Easterlin 1995; Easterlin 2013; and Easterlin et al. 2010).  Various explanations 

have been proposed for the divergent results, for example, that relative income, not absolute 

income, is associated with SWB, or that individuals adapt to higher income over time.  After the 

publication of the Easterlin Paradox, a heated debate has developed regarding the validity of 

Easterlin’s finding, as many find it hard to believe that mean SWB does not increase with per 

capita income within a country over time.  To determine if the paradox exists, the important 

variable to consider appears to be the time frame of the analysis.  When Easterlin first proposed 

the paradox, he found that in long-term time series, the correlation between mean happiness and 

per capita income disappeared. A thorough critique of the paradox is by Stevenson and Wolfers 

(2008a), who examine multiple shorter time series to demonstrate that the association between 

mean happiness and per capita income does exist.  The main difference between these two 

analyses is that Stevenson and Wolfers consider shorter time series and Easterlin considers 

longer time series.  It is important to note that the existence of the Easterlin Paradox is a subject 

of active debate (for example, Stevenson and Wolfers 2008a; Stevenson and Wolfers 2013; and 

Easterlin et al. 2010).  For the purpose of this paper, we can remain agnostic.   

                                                           
4
 This article was published in a special issue of the Journal of Happiness Studies (volume 6, number 4), which 

includes four papers that focus on happiness inequality (Veenhoven 2005a; Kalmijn and Veenhoven 2005; 

Veenhoven and Kalmijn 2005; and Ott 2005). Veenhoven (2005b) introduces the series.  The other three papers are 

more pertinent to methodology, one of which we cite in the data section. 
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We contribute to the SWB inequality literature by performing a systematic analysis of the 

relationship between SWB inequality and economic growth.  We examine the relationship 

between SWB inequality and economic growth in both a cross-sectional and time-series analysis.  

Because our results are for the most part consistent across these two analyses, they do not present 

the challenge that the Easterlin paradox does. Our research also suggests that, despite the 

controversy the Easterlin paradox presents, there may be an additional benefit from increasing 

per capita income within a country: namely, decreasing SWB inequality.  

III. Data 

The SWB data for this study comes from the WVS, the most comprehensive dataset, in terms of 

years and countries covered, available for studying SWB.  It has been administered five times.  

The first wave, administered between 1981 and 1984, includes 21 countries and the fifth wave, 

administered between 2005 and 2008, includes 56 countries.  In total, there are over 350,000 

respondents; the survey has been administered in 98 countries at least once; and there are 248 

country-wave pairs (for example, the United States – Wave 1).   

The WVS includes a standard Life-Satisfaction (LS) question as well as a happiness question.  

The former asks: “All things considered, how satisfied are you with your life as a whole these 

days?” where “1” is defined as “dissatisfied” and “10” is defined as “satisfied;” Figure 1a 

presents a histogram of the LS data.  Like Veenhoven’s study, our analysis uses the standard 

deviation of the LS question rather than the happiness question.  Its response scale is larger (10 

possible responses versus 4) and the standard deviation is greater than is the standard deviation 

of happiness (2.45 versus 0.74).  Further, the LS question is believed to be better for making 

cross-country comparisons than the happiness question (Di Tella et al 2001).  Of the 248 

country-wave pairs in the WVS, there is LS data for 246; LS data is missing for Korea 1996 and 

Pakistan 1997.  Also, Indian LS data is considered invalid and is dropped, as the response scale 

changed between waves (Easterlin and Sawangfa 2010). This leaves 242 country-wave pairs. 

The unit of analysis throughout the study is the country-wave pair.  For each country-wave pair, 

we calculate the mean and Standard Deviation of LS (SDLS).  The latter is our measure of SWB 

inequality.
5
  Figure 1b presents a histogram of the standard deviation of LS by country-wave 

pair. For each country-wave pair, we also calculate the percentage of respondents who are 

female, married, not parents, unemployed, and did not complete high school as well as the mean 

age. 

The GDPpc data comes from the World Bank’s WDI.  All GDPpc figures are in 2000 U.S. 

dollars.  Of the 242 country-wave pairs in the analysis, there is GDPpc data for 237.  GDPpc data 

                                                           
5
 Kalmijn and Veenhoven (2005) compare the effectiveness of eight SWB inequality measures, including a Gini 

coefficient, standard deviation, absolute mean difference, and inter-quartile range.  After examining each statistic 

and empirically testing their sensitivity to various distributions, they determine that four statistics are adequate 

measures of SWB inequality, one of which is the standard deviation.  Since the standard deviation is widely used 

and understood, we use it to measure SWB inequality. 
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is missing for Northern Ireland 1981, 1990, & 1999, and Taiwan 1994, & 2006; the World Bank 

does not recognize the countries for political reasons.  We drop these country-wave pairs.  

Finally, given that we are studying SWB inequality and that SWB inequality might be related to 

income inequality, we attempt to collect data regarding income inequality for the country-wave 

pairs in our dataset.  There is income inequality data (Gini coefficient) in the WDI for only 127 

of the country-wave pairs, and we could not find a more complete source of income inequality 

data than the WDI.  Thus we use the Gini coefficient to measure income inequality only as a 

robustness check.  As our primary measure of income inequality, we use, for each country-wave 

pair, the standard deviation of WVS respondents’ self-reported income decile into which their 

household falls.  We have this measure of income inequality for 227 country-wave pairs; it is 

missing for the following pairs: Argentina 1984 & 2006; Finland 1981; Hungary 1982 & 1998; 

Jordan 2007; Philippines 1996; Portugal 1999; Slovenia 1995; and Sweden 1990.  

Table 1 presents the countries that are included in the dataset, sorted by the average SDLS across 

all the waves; it also shows for each country the number of WVS waves that were administered, 

the first and last year the WVS was administered, and the mean of LS and GDPpc across all the 

waves.  Interestingly, the vast majority of the countries with the lowest (highest) SDLS have high 

(low) GDPpc; the mean GDPpc of the 20 countries with the smallest (greatest) SDLS is above 

$20,000 (below $2,000).  Pakistan is a clear exception to this pattern; it has the lowest SDLS, 

1.46, and has an average GDPpc of $526.  Further, the SDLS decreases (and GDPpc increases), as 

one progressively restricts the sample to OECD countries to country-wave pairs with GDPpc 

greater than $10,000 and $20,000; Table 2 presents the mean SDLS, LS, and other characteristics 

for country-wave pairs). 

IV. Results 

To examine the relationship between SWB inequality and income we first treat the data as 

repeated cross-sections.  This analysis provides strong evidence that the two are negatively 

correlated, indicating that countries with higher income have lower SWB inequality.  Next, we 

treat the data as time series.  This analysis provides some evidence that countries with the 

greatest economic growth rates experience the greatest decrease in SWB inequality.  However, 

the times-series analysis is far from conclusive. 

A. Cross-section analysis 

Figure 2a plots the SDLS and the Natural Log of GDPpc (LGDPpc) for each country-wave pair.  

There appears to be a negative relationship.  That is, SDLS is smaller in country-wave pairs with 

greater LGDPpc (Figure 2b illustrates that the relationship is similar but less linear when one 

compares SDLS and GDPpc).  Given that log income is generally used when studying the 

relationship between mean SWB and income, we use LGDPpc in the subsequent analysis, unless 

noted otherwise. 



8a-6 
 

To estimate the relationship between SWB inequality and income, an equation of the following 

form is estimated: 

     (1)
 

where is the SDLS for each country-wave pair, c-w; LGDPpcc-w is the natural log of GDPpc 

in 2000 U.S. dollars for each c-w pair; and  is a matrix of characteristics for each  c-w pair 

including mean LS, income inequality, mean age, and percent of respondents who are female, 

married, childless, unemployed, and not high school graduates.
6
  Equation (1) is estimated using 

OLS using country fixed effects. 

Estimating equation (1) without covariates, the coefficient on LGDPpc is negative and highly 

statistically significant, confirming the negative relationship between SDLS and LGDPpc that is 

apparent in Figure 2a (Column 1 of Table 3).  Column 2 shows that this finding is robust to 

adding income inequality (using the SD of reported income), mean LS, and the other regressors 

discussed above (results from the progressive addition of these regressors are shown in Table 4).  

The magnitude of the coefficient indicates that doubling GDPpc is associated with a 0.19 

reduction in SDLS, or a nine percent (=0.19/2.14) reduction from mean SDLS.  This is equivalent 

to moving from 46
th

 (Chile, SDLS = 2.14) to 27
th

 (New Zealand, SDLS = 1.95) in the SWB 

inequality ranking.  The coefficient on income inequality is positive but statistically insignificant, 

which indicates that the negative relationship between SDLS and GDPpc is not simply an artifact 

of a negative relationship between GDPpc and income inequality.  Finally, the coefficient on 

mean LS is negative and statistically significant, indicating that as mean LS increases, SDLS 

decreases.  These results are not driven by the transition economies: Columns 3 and 4 of Table 3 

show that the result is robust to, and indeed strengthened by, the exclusion of transition 

countries. 

The above analysis is repeated, using the 127 country-wave pairs with Gini information.  Table 5 

compares the coefficients on LGDPpc and income inequality using as measures of income 

inequality the SD of reported income (as in Table 3) and the country-wave Gini coefficient.  

While the restricted sample entails a loss of statistical power when other covariates are added 

(Columns 4 and 5 of Table 5), the coefficient on LGDPpc is stable across specifications (ranging 

from -0.225 to -0.314) and statistically significant in the absence of covariates (Columns 2 and 

3). Thus the results appear robust to the choice of income-inequality metric.        

                                                           
6
 To reduce omitted variable bias, it is standard to include these demographic controls when regressing mean-SWB 

on income, as they are well-documented correlates of SWB.  Their inclusion here is to ensure that they are not 

driving any observed correlation between SWB-inequality and income.  Excepting “percent married” in some 

specifications, they are not statistically significant  determinants of SWB-inequality.  The small existing literature on 

SWB-inequality often includes such demographic controls, but, to the authors’ knowledge, nowhere has there been a 

systematic analysis of the relationship between them and SWB-inequality, and such an analysis is outside of the 

scope of this paper.  Importantly, the paper’s main results are robust to the inclusion of these controls. 

  

SDc-w

LS = a LGDPpcc-w + b · Xc-w +ec-w

   

SDc-w

LS

wcX 
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To determine whether the decrease in SDLS associated with greater GDPpc results from fewer 

reports of “low LS” or “high LS,” we estimate equation (1) with corresponding binary variables 

in place of .  Specifically, Low LS, equals one if LS equals 1, 2, 3, or 4, and zero otherwise, 

and High LS equals one if LS is 9 or 10, and zero otherwise.  Higher GDPpc is associated with a 

statistically significant reduction in low LS.  With country fixed effects and no other covariates, 

doubling GDPpc is associated with a 9.2 percentage point reduction in a respondent’s likelihood 

of reporting low LS (Column 1 of Table 6).  The corresponding specification shows no 

statistically significant relationship between GDPpc and high LS (Column 4). Next, in columns 2 

and 5, we include the controls described above; importantly, these include mean LS, which is 

known to be a positive correlate of income in cross-sectional analysis.  A noteworthy result 

emerges: now, higher GDPpc is associated with a statistically significant decrease in both low 

and high LS (Columns 2 and 5).  Interestingly, as GDPpc increases, high LS decreases, 

indicating that after controlling for mean LS, high LS actually decreases with GDPpc. Excluding 

transition countries increases the magnitude of the LGDPpc coefficient (Columns 3 and 6), 

indicating that the pooled results are not driven by these countries. 

Finally, as shown in Table 7, restricting the sample to more developed countries, either the 

OECD countries or those countries with GDPpc greater than $10,000 or $20,000, increases the 

magnitude of the coefficient on LGDPpc.  This indicates that the negative relationship between 

SDLS and GDPpc is more negative for higher income countries. 

B. Time-series analysis 

The negative relationship between SWB inequality and income that is apparent in cross-sectional 

analysis may or may not persist in time-series analysis.  To investigate we examine the evolution 

over time of SDLS and GDPpc in individual countries.  First we focus on countries with the 

longest time series, that is, the ten countries for which we have fives waves of LS data, providing 

a 22+ year time series for each: Argentina, Finland, Germany, Japan, Mexico, South Africa, 

Spain, Sweden, the United Kingdom, and the United States.  Of these countries, all experience 

weakly increasing GDPpc over the time period.  Figure 3 presents the time series of GDPpc and 

SDLS for the United States.  

We calculate the average annual percent change in the SDLS and GDPpc between the first and 

last observation for each country.  For example, 

   𝐴𝑣𝑔%∆𝑆𝐷𝑐
𝐿𝑆 =

(
𝑆𝐷𝑐,𝑤=5

𝐿𝑆 −𝑆𝐷𝑐,𝑤=1
𝐿𝑆

𝑆𝐷𝑐,𝑤=1
𝐿𝑆 )

𝑦𝑒𝑎𝑟𝑠𝑐
⁄

          (2)
 

where  yearc is the number of years country, c, is in the time series.  Figure 4 presents the 

scatterplot of these calculations for the ten countries that administered the WVS in all five 

   

SDc-w

LS
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waves.  There appears to be a negative relationship, indicating that countries that experience the 

greatest average per-capita growth rate experience the greatest reduction in SDLS.   

Regressing 𝐴𝑣𝑔%∆𝑆𝐷𝑐
𝐿𝑆 on , one finds a negative but statistically insignificant 

relationship (Column 1 of Table 8).  However, the number of observations is small and there is 

one clear outlier, Finland (see Figure 4).  Dropping Finland, one finds that the coefficient 

remains negative, grows in magnitude, and is statistically significant; this holds in the simple 

regression and with controls for the average annual percent change in SD of reported income and 

mean LS (Columns 2 and 3).  In summary, there is evidence that the countries that experience 

the greatest per capita economic growth also experience the greatest decrease in SDLS.  The 

magnitude of the coefficient indicates that if GDPpc doubles, then SDLS will decrease by 20-30 

percent.  This is equivalent to moving from 46th (Chile, SDLS = 2.14) to 6th (Switzerland, SDLS 

= 1.73) in the SWB inequality ranking.   

Broadening the analysis to include countries with at least four waves of LS data provides a 12+ 

year time series for 25 countries (additional countries include Bulgaria, Canada, Chile, China, 

France, Hungary, Italy, Korea (South), Netherlands, Norway, Poland, Romania, Russia, 

Slovenia, and Turkey).  Now there is a positive relationship between 𝐴𝑣𝑔%∆𝑆𝐷𝑐
𝐿𝑆 and 

, as illustrated with the red line in Figure 5.  However, there are two outliers, 

China and Korea, whose growth rates are each more than twice as large as the next fastest 

growing economies.  Dropping the greatest outlier, China, from the figure materially changes the 

best-fit relationship (green line, Figure 5) to a negative one.  Further, if one drops Korea, the 

country with next fastest growth rate, then the negative relationship becomes greater (yellow 

line, Figure 5).  In the next section, we briefly discuss why unusually high growth rates may be 

associated with increased SDLS. 

Regressing 𝐴𝑣𝑔%∆𝑆𝐷𝑐
𝐿𝑆 on for the countries in at least four waves of the WVS, 

one finds negative and statistically significant relationship with China and Korea excluded 

(Column 4 of Table 8).  This result holds with the inclusion of controls for the average annual 

percent changes in both SD of reported income and mean LS.  That is, excluding the two 

countries with the greatest economic growth rates, it appears that countries experiencing greater 

economic growth also experience greater decreases in SDLS.  An alternative explanation, for 

which we have no statistically significant support, is that, in time series, there is a U-shaped 

relationship between economic growth and changes in SDLS, wherein China and Korea lie on the 

upward-sloping part of the U. 

VI. Discussion 

We present evidence that there is a negative relationship between SWB inequality and income in 

cross-sectional analysis; this result is stable regardless of the covariates included in the analysis.  

The results indicate that the doubling of income is associated with a nine percent reduction in 

cGDPpcAvg %

cGDPpcAvg %

cGDPpcAvg %
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SDLS, our measure of SWB inequality, from the mean.  There is also time-series evidence that 

for most countries, greater economic growth rates will also be associated with greater declines in 

SWB inequality over time.  The results indicate that doubling income is associated with a 20-30 

percent decrease in SWB inequality.  Interestingly this pattern is contradicted for the two 

countries in the dataset with the greatest economic growth rates: China and Korea.  Perhaps, 

exceptional economic growth rates do not lead to decreasing SWB inequality over time, as such 

growth rates might cause large changes that affect citizens’ SWB in disparate ways.  Such a 

relationship is corroborated for China in Easterlin et al. (2012), which documents that those 

people in the bottom third of the income distribution were most hard-hit by the reduced job 

security, and associated benefits thereof, entailed by SOE restructuring. 

The decrease in SWB inequality associated with economic growth seems to be associated with a 

decrease in low LS. This contrasts sharply with the recent positive correlation of economic 

growth and income inequality. For example, the United States and the United Kingdom have 

each experienced well-documented increases in income inequality during recent periods of 

economic growth.  In contrast, economic growth appears to be negatively associated with high 

LS.  The investigation of why greater income is associated with a compression of the LS 

distribution—e.g., hedonic adaptation (DiTella, Hasken-De New, and MacCulloch 2010) and 

negative side effects of attaining increased income on the high-LS end of the distribution, and 

improved social safety nets at the low-LS end of the distribution—is left for future research.  To 

this end, Easterlin (1995) illustrates the relationship between social safety nets and mean LS.     

Because our results are for the most part consistent across cross-sectional and time-series 

analyses, they do not present the challenge that the Easterlin paradox does. Our research also 

suggests that, despite the controversy the Easterlin paradox presents, there may be an additional 

benefit—insofar as SWB equality is desirable—associated with increased per capita income 

within a country: namely, decreasing SWB inequality.  
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Zarghamee et al. Paper Tables and Figures 

Inequality of Happiness:  

Evidence of the Compression of the Subjective-Well-Being Distribution with Economic 

Growth 

John Ifcher and Homa Zarghamee 

Table 1: Countries in WVS sorted by the standard deviation of life satisfaction (n = 97) 

Country 

Administered   Across all wave 

# 

waves 

First 

year 

Last 

year 
  

Mean 

LS 

SD of 

LS 
GDPpc          

(2000usd) 

Pakistan^ 2 1997 2001  4.85 1.46 526 

Netherlands^^^^ 4 1981 2006 
 

7.77 1.48 20,986 

Iceland^^^^ 3 1984 1999  8.04 1.60 26,674 

Andorra^^^^ 1 2005 2005  7.14 1.62 20,783 

Finland^^^^ 5 1981 2005  7.81 1.65 21,002 

Switzerland^^^^ 3 1989 2007 
 

8.10 1.73 34,130 

Sweden^^^^ 5 1982 2006  7.82 1.75 25,133 

Norway^^^^ 4 1982 2008  7.80 1.75 31,561 

Canada^^^^ 4 1982 2006  7.82 1.77 21,370 

Malaysia 1 2006 2006 
 

6.84 1.79 4,792 

Singapore^^^^ 1 2002 2002  7.24 1.80 22,571 

Thailand^^^^ 1 2007 2007  7.21 1.81 2,592 

Australia^^^^ 3 1981 2005  7.59 1.81 18,623 

Northern Ireland^^, ^^^^ 3 1981 1999 
 

7.85 1.82 - 

Malta^^^^ 3 1983 1999  8.15 1.84 7,079 

Denmark^^^^ 3 1981 1999  8.21 1.85 24,239 
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Spain^^^^ 5 1981 2007  6.94 1.86 12,468 

Japan^^^^ 5 1981 2005 
 

6.64 1.86 33,814 

Luxembourg 1 1999 1999  7.81 1.87 43,421 

United Kingdom^^^^ 5 1981 2006  7.52 1.87 22,304 

United States^^^^ 5 1982 2006  7.60 1.88 30,375 

Austria^^^^ 2 1990 1999 
 

7.95 1.88 21,188 

Ireland^^^^ 3 1981 1999  7.96 1.88 15,894 

Hong Kong^^^^ 1 2005 2005  6.41 1.93 30,395 

Germany^^^^ 5 1981 2006  7.10 1.94 20,719 

Belgium^^^^ 3 1981 1999 
 

7.47 1.94 18,745 

New Zealand^^^^ 2 1998 2004  7.80 1.95 13,513 

Colombia 2 1997 2005  8.31 1.97 2,579 

Vietnam 2 2001 2006  6.81 1.98 500 

France^^^^ 4 1981 2006 
 

6.84 1.99 19,739 

Ethiopia^^^^ 1 2007 2007  4.99 2.01 175 

Taiwan^^, ^^^^ 2 1994 2006  6.61 2.02 - 

Cyprus^^^^ 1 2006 2006  7.35 2.03 14,719 

Albania 2 1998 2002 
 

4.97 2.03 $1,167 

Portugal^^^^ 2 1990 1999  7.05 2.05 9,609 

Country 

Administered   Across all wave 

# 

waves 

First 

year 

Last 

year 
  

Mean 

LS 

SD of 

LS 

GDPpc          

(2000usd) 
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Czech Republic^^^,^^^^ 3 1990 1999  6.72 2.06 5,301 

Uruguay 2 1996 2006 
 

7.30 2.07 7,127 

Guatemala 1 2005 2005  7.95 2.09 1,762 

Puerto Rico^^^^ 2 1995 2001  8.30 2.09 15,178 

Italy^^^^ 4 1981 2005  7.00 2.10 16,971 

Mexico^^^^ 5 1981 
2005  

7.86 2.10 5,515 

Indonesia^^^^ 2 2001 2006  6.93 2.11 905 

Slovenia^^^ 4 1992 2005  6.81 2.11 9,184 

Rwanda^^^^ 1 2007 2007  4.97 2.11 290 

Argentina 5 
1984 

2006 
 

7.19 2.13 7,348 

Chile 4 1990 2005  7.21 2.14 4,530 

Morocco 2 2001 2007  5.66 2.17 1,499 

Israel 1 2001 2001  7.03 2.17 19,366 

Burkina Faso^^^^ 
1 

2007 2007 
 

5.57 2.18 260 

Greece 1 1999 1999  6.67 2.19 11,043 

Estonia^^^ 3 1990 1999  5.64 2.20 3,535 

Korea (South)^, ^^^^ 5 1982 2005  6.16 2.20 9,247 

Bangladesh 
2 1996 2002 

 
6.09 2.21 324 
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Belarus^^^ 3 1990 2000  4.89 2.22 1,211 

Croatia 2 1996 1999 
 

6.43 2.22 4,421 

Trinidad And Tobago^^^^ 1 2006 2006  7.26 2.23 10,217 

Saudi Arabia^^^^ 1 2003 2003  7.28 2.27 9,266 

Azerbaijan 1 1997 1997  5.39 2.29 513 

Slovak Republic^^^, ^^^^ 3 1990 1999 
 

6.24 2.29 5,236 

Bosnia And Herzegovina^^^^ 2 1998 2001  5.61 2.30 1,407 

Serbia^^^^ 3 1996 2006  5.77 2.31 1,368 

Poland^^, ^^^ 4 1989 2005  6.55 2.32 4,112 

Moldova 3 1996 2006 
 

4.58 2.33 427 

China^^^, ^^^^ 4 1990 2007  6.85 2.35 970 

Latvia^^^ 3 1990 1999  5.29 2.35 3,148 

Peru 3 1996 2008  6.61 2.35 2,309 

Armenia 1 1997 
1997  

4.32 2.37 520 

Hungary^^^, ^^^^ 4 1982 1999  6.15 2.39 4,103 

Ukraine 3 1996 2006  4.77 2.39 747 

Brazil 3 1991 2006  7.39 2.40 3,712 

Iran^^^^ 2 
2000 

2007 
 

6.40 2.41 1,861 

 

Country 

 

Administered 

 

  

 

Across all wave 

# 

waves 

First 

year 

Last 

year   
Mean 

LS 

SD of 

LS 

GDPpc          

(2000usd) 

Bulgaria^^^ 
4 1990 2006 

 
5.10 2.41 1,697 
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Iraq^^^^ 2 2004 2006  4.84 2.41 711 

El Salvador 1 1999 1999 
 

7.50 2.43 2,174 

Georgia 2 1996 2008  4.82 2.43 891 

Philippines 2 1996 2001  6.75 2.44 951 

Macedonia 2 1998 2001  5.41 2.45 1,673 

Dominican Republic 1 1996 1996 
 

7.13 2.47 2,227 

Uganda 1 2001 2001  5.65 2.47 258 

Russian Federation^^^, ^^^^ 4 1990 2006  5.16 2.48 2,120 

Romania^^^ 4 1993 2005  5.43 2.49 1,767 

Zambia^^^^ 1 2007 2007 
 

6.06 2.50 374 

Turkey^^^^ 4 1990 2007  6.41 2.50 3,992 

Nigeria 3 1990 2000  6.68 2.52 362 

Lithuania^^^ 3 1990 1999  5.40 2.54 3,458 

South Africa^^^^ 5 1982 2007 
 

6.62 2.56 3,279 

Kyrgyz Republic 1 2003 2003  6.48 2.57 306 

Mali 1 2007 2007  6.09 2.59 287 

Ghana 1 2007 2007  6.12 2.63 313 

Jordan 2 
2001 

2007 
 

6.40 2.65 2,091 

Venezuela 2 1996 2000  7.12 2.75 4,912 

Zimbabwe^^^^ 1 2001 2001  3.95 2.79 576 

Algeria 1 2002 2002 
 

5.67 2.86 1,874 

Egypt^^^^ 
2 

2000 2008 
 

5.57 3.02 1,604 

Tanzania 1 2001 2001   3.87 3.22 283 

^ Missing LS data from WVS: Korea 1996; and Pakistan 1997.   

^^ Missing GDPpc from WDI: Northern Ireland 1981, 1990, & 1999; and Taiwan 1994 & 

2006.  Poland 1989 GDPpc data from 1990 (1989 data missing). 

^^^ Transition country. 

^^^^ Missing Gini coefficient from WDI for at least one wave. 
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Table 2: Mean characteristics by country-wave pairs 

  

All                      

(1) 

OECD                     

(2) 

GDPpc >          

$10,000                               

(3) 

GDPpc >           

$20,000                               

(4) 

Mean LS 6.69 (0.07) 7.23 (0.06) 7.48 (0.05) 7.55 (0.07) 

SDLS 2.14 (0.02) 1.96 (0.02) 1.85 (0.02) 1.80 (0.02) 

GDPpc (in 2000usd) $10,283  (691) $17,154  (945) $22,201  (813) $27,509  (848) 

Income inequality
+
 2.22 (0.03) 2.37 (0.04) 2.41 (0.04) 2.50 (0.06) 

Age 42.07 (0.39) 44.00 (0.47) 44.56 (0.55) 45.73 (0.88) 

Female 0.52 (0.00) 0.52 (0.00) 0.53 (0.00) 0.52 (0.00) 

Married 0.58 (0.01) 0.58 (0.01) 0.57 (0.01) 0.56 (0.01) 

No children 0.25 (0.01) 0.23 (0.01) 0.25 (0.01) 0.27 (0.02) 

Unemployed 0.08 (0.00) 0.05 (0.00) 0.05 (0.00) 0.05 (0.00) 

Did not complete 

high school 
0.45 (0.01) 0.45 (0.02) 0.41 (0.03) 0.43 (0.03) 

Number of countries 93 34 32 21 

Number of country-

wave pairs 
237 120 90 50 

Standard error in parenthesis. 

+
 Standard deviation of reported income deciles       
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Table 3: Ordinary least square estimates of equation (1) where the dependent variable is the 

standard deviation of life satisfaction 

  

All                            

(1) 

All                       

(2) 

Non-

transition 

countries                            

(3) 

Non-

transition 

countries                            

(4) 

LGDPpc 
-0.187 *** -0.192 ** -0.255 *** -0.351 *** 

(0.058)  (0.082)  (0.072)  (0.116)  

Income inequality
+
 

  0.024    0.019  
  (0.033)    (0.042)  

Mean LS 
  -0.085 **   -0.086 * 
  (0.040)    (0.052)  

         

Includes:         

 Country fixed effects Yes Yes Yes Yes 

 Other covariates
++

 No Yes No Yes 

Observations 237 237 191 191 

Number of countries 93 93 80 80 

Standard errors in parenthesis.     

*, **, *** signifies p < 0.10, 0.05, 0.01, respectively. 
+
 For each country-wave pair, the standard deviation of income. 

++
 For each country-wave pair, mean age; percent of respondents did not complete high 

school; and percent of respondents who are female, married, not parents, and unemployed. 
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Table 4: Ordinary least square estimates of equation (1) where the dependent variable is the standard deviation of life satisfaction 

  

All                            

(1) 

All                            

(2) 

All                            

(3) 

All                       

(4) 

All                       

(5) 

Non-transition 

countries                            

(6) 

Non-transition 

countries                            

(7) 

Log GDP per capita 
-0.157 *** -0.187 *** -0.181 *** -0.130 ** -0.192 ** -0.255 *** -0.351 *** 

(0.016)  (0.058)  (0.058)  (0.061)  (0.082)  (0.072)  (0.116)  

Income inequality
+
 

    0.045  0.044  0.024    0.019  
    (0.033)  (0.032)  (0.033)    (0.042)  

Mean LS 
      -0.084 ** -0.085 **   -0.086 * 
      (0.037)  (0.040)    (0.052)  

               

Includes:               

 Country fixed effects No Yes Yes Yes Yes Yes Yes 

 Other covariates
++

 No No No No Yes No Yes 

Observations 237 237 237 237 237 191 191 

Number of countries 93 93 93 93 93 80 80 

Standard errors in parenthesis.     

*, **, *** signifies p < 0.10, 0.05, 0.01, respectively.     
+
 For each country-wave pair, the standard deviation of income.     

++
 For each country-wave pair, mean age; percent of respondents did not complete high school; and 

percent of respondents who are female, married, not parents, and unemployed. 
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Table 5: Ordinary least square estimates of equation (1) where the dependent variable is the 

standard deviation of life satisfaction, using WDI data and comparing the standard deviation of 

reported income to the Gini coefficient 

  

(1) (2) (3) (4) (5) 

LGDPpc 
-0.305 *** -0.290 ** -0.314 ** -0.251 

 

-0.225 

 (0.118) 

 

(0.122) 

 

(0.121) 

 

(0.182) 

 

(0.168) 

 SD of reported 

income   
0.026 

   
-0.029 

    

 

(0.051) 

   

(0.063) 

 

 

 Gini 

coefficient 

 

 

 

 
0.003 

   
0.001 

  

 

 

 

(0.007) 

 

 

 

(0.009) 

 

 

 

 

 

 

 

 

 

 

 

 Includes:  

 

 

 

 

 

 

 

 

  Country fixed 

effects 
Yes Yes Yes Yes Yes 

 Other 

covariates
+
 

No No No Yes Yes 

Observations 127 127 127 127 127 

Number of 

countries 
69 69 69 69 69 

Standard errors in parenthesis.       

*, **, *** signifies p < 0.10, 0.05, 0.01, respectively.  
+
 For each country-wave pair, mean LS, mean age, and percent of respondents who are 

female, married, not parents, unemployed, and not high school graduates. 
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Table 6: Ordinary least square estimates of equation (1) where the dependent variable is low and 

high levels of life satisfaction 

  

Low LS                            

(1) 

Low LS                            

(2) 

Low LS  

Non-transition 

countries                            
(3) 

High LS                            

(4) 

High LS                            

(5) 

High LS                            

Non-transition 

countries                            
(6) 

LGDPpc 
-0.092 *** -0.026 ** -0.032 ** 0.015  -0.060 *** -0.087 *** 

(0.018)  (0.011)  (0.015)  (0.019)  (0.019)  (0.028)  

Income 
inequality+ 

  0.009 * 0.007    0.008  0.010  
  (0.005)  (0.006)    (0.008)  (0.010)  

Mean LS 
  -0.124 *** -0.113 ***   0.106 *** 0.120 *** 

  (0.005)  (0.007)    (0.009)  (0.013)  

             

Includes:             
 Country fixed 

effects 
Yes Yes Yes Yes Yes Yes 

 Other 
covariates++ 

No Yes Yes No No Yes 

Observations 237 237 191 237 237 191 

Number of 
countries 

93 93 80 93 93 80 

Standard errors in parenthesis.         

*, **, *** signifies p < 0.10, 0.05, 0.01, respectively. 
+ For each country-wave pair, the standard deviation of income. 
++ For each country-wave pair, mean age; percent of respondents did not complete high school; and percent of respondents who are female, 
married, not parents, and unemployed. 
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Table 7: Ordinary least square estimates of equation (1) where the dependent variable is the 

standard deviation of life satisfaction and sample is limited to OECD countries and also countries 

with high GDP per capita 

  

OECD                     

(1) 

OECD                     

(2) 

Per capita 

income > 

$10,000                               

(3) 

Per capita 

income > 

$10,000                               

(4) 

Per capita 

income > 

$20,000                               

(5) 

Per capita 

income > 

$20,000                               

(6) 

Log GDP per capita 
-0.200 *** -0.318 ** -0.214 ** -0.448 ** -0.388 *** -0.530 *** 

(0.066)  (0.121)  (0.086)  (0.157)  (0.101)  (0.171)  

Income inequality
+
 

  0.008    0.012    0.044  

 
 (0.037)  

 
 (0.049)  

 
 (0.051)  

Mean LS 
  -0.156 ***   -0.299 ***   -0.222 * 

 
 (0.048)  

 
 (0.096)  

 
 (0.109)  

             

Includes: 
 

 
 

 
 

 
 

 
 

 
 

 

 Country fixed effects Yes Yes Yes Yes Yes Yes 

 Other covariates
++

 No Yes No Yes No Yes 

Observations 120 120 90 90 
50 

50 

Number of countries 34 34 32 32 21 21 

Standard errors in parenthesis. 

*, **, *** signifies p < 0.10, 0.05, 0.01, respectively. 

+
 For each country-wave pair, the standard deviation of income. 

'++
 For each country-wave pair, mean age; percent of respondents did not complete high school; and percent of 

respondents who are female, married, not parents, and unemployed. 
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Table 8: Ordinary least squares estimates of regressing the average annual change in the standard 

deviation of life satisfaction on average annual per capita GDP growth 
 

 

 

In 5 

waves                 

(1) 

In 5 waves, 

except 

Finland                                         

(2)  

In 5 waves, 

except 

Finland                                         

(3)  

In 4+ waves, 

except China 

and Korea                  

(4) 

In 4+ waves, 

except China, 

and Korea                  

(5) 

Avg%∆GDPpc 
-0.235 

 

-0.319 ** -0.315 ** -0.164 *** -0.181 *** 

(0.142) 

 

(0.099) 

 

(0.118) 

 

(0.046) 

 

(0.049) 

 Avg%∆Income 

Inequality     

0.306 

   

0.054 

  

 

 

 

(0.247) 

 

 

 

(0.034) 

 Avg%∆Mean of 

LS     

-0.875 * 

  

-0.414 ** 

 

 

 

 

(0.391) 

 

 

 

(0.169) 

 
 

 
 

 
 

 
 

 
 

 
 Number of 

countries 
10 9^ 9^ 23 21^ 

Standard errors in parenthesis.            
*, **, *** signifies p < 0.10, 0.05, 0.01, respectively. 

  
+
 For each country-wave pair, percent change from first to last wave. 

 ^ Argentina (in 5 waves) and Hungary (in 4 waves) are dropped due to missing income 

inequality data. 
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Figure 1a: Distribution of LS responses in WVS (341,198 observations) 

 

Figure 1b: Distribution of standard deviation of LS by country-wave pair (237 observations) 

0
5

1
0

1
5

2
0

P
e

rc
e

n
t 
o

f 
re

s
p
o

n
d

e
n

ts

0 2 4 6 8 10
Life satisfaction (where 1 = dissatisfied and 10 = satisfied)

Mean = 6.66, Median = 7, and SD = 2.45

0
2

0
4

0
6

0

C
o

u
n

t

1 1.5 2 2.5 3 3.5
Standard deviation of life satisfaction

Mean = 2.14, Median = 2.14, and SD = 0.34



8a-25 
 

Figure 2a: Scatterplot of standard deviation of life satisfaction and natural log of per capita GDP 

(in 2000usd) 

 

Figure 2b: Scatterplot of standard deviation of life satisfaction and gross domestic product per 

capita (in 2000usd)   
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Figure 3: Time-series of U.S. standard deviation of life satisfaction and the natural log of per-

capita GDP, 1982-2006 
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Figure 4: Scatterplot of average annual percent change in standard deviation of life satisfaction 

and average annual percent change in per capita GDP for countries in 5 waves of WVS 
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Figure 5: Scatterplot of average annual percent change in standard deviation of life satisfaction 

and average annual percent change in per capita GDP for countries in at least 4 waves of WVS 
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Murray Leibbrandt’s Comments on: 

 

Why focus on Subjective Well Being inequality? Comments on ‘Inequality of Happiness: Evidence 

of the Compression of the Subjective Well-being Distribution with Economic Growth’ 

 

Spawned by Easterlin, there is a large literature on the relationship between levels of income and 

levels of subjective well-being (SWB) and between economic growth and changes in SWB. This 

corpus reveals a positive relationship between levels of income and levels of SWB. But the positive 

relationship disappears when looking at the changes in income and changes in SWB. This is the 

Easterlin paradox and it has piqued the interest of the research community. Why? The positive 

relationship between levels of income and levels of SWB is unsurprising, but if it is very strong, it 

could be seen as supporting the idea that income and SWB are substitute measures of well-being or 

development. Such an idea would bewilder any microeconomist for whom income represents the 

budget constraint and SWB represents utility. To give one example of this framework in action: the 

work on the non-pecuniary costs of unemployment examines the relationship between SWB and 

unemployed, controlling for income. Such an idea would also bewilder development economists 

trained in the capabilities approach to development. Income is one enabler in achieving capabilities, 

albeit an important one in any market economy. Or, to give this statement its dynamic expression, 

GDP growth is only one component of development. 

The fact that the cross-sectional and time-series relationships reverse is, by definition, a paradox. 

But the fact this affirms a complicated relationship, even at the macro-level, between well-being and 

income is unsurprising and even comforting to development economists. Indeed, perhaps the most 

useful aspect of this corpus has been in pushing on from these empirical findings to uncover the 

particularly important impactors of mean SWB and changes in SWB, controlling for mean income or 

for growth. 

The paper under discussion seeks to make a particular contribution to this literature. It moves away 

from an interrogation of the drivers of mean SWB and its change to a focus on the inequality of SWB 

and its change and how these relates to GDP or the growth of GDP. In line with the first part of the 

Easterlin literature, the authors find that a doubling of income is associated with a notable (nine 

percent) reduction from its mean in the standard deviation of SWB. Moreover, the negative 

relationship between the inequality of SWB and level of GDPpc strengthens for higher income 

countries.  There might be evidence of non-linearities but, unlike the microeconomics literature on 

happiness, they are not indicative of diminishing SWB returns to GDPpc. Importantly, when turning 

to the time series estimates of growth, the Easterlin paradox does not manifest. Consistent with the 

cross-sectional evidence, positive growth is associated with declines in SWB inequality and greater 

growth rates are associated with greater annual average declines in SWB inequality.  

The authors conclude in the following way: 

“Because our results are for the most part consistent across these 

two analyses, they do not present the challenge that the Easterlin 

paradox does. Our research also suggests that, despite the 
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controversy the Easterlin paradox presents, there may be an 

additional benefit from increasing per capita income within a 

country: namely, decreasing SWB inequality.” 

This is quite tame. Certainly, the authors cannot be accused of overstating the importance of their 

research. They are clear that they see their core contribution as an empirical one; namely, a careful, 

best-practice replication of the Easterlin corpus but examining inequality of SWB rather than mean 

SWB. They are successful in this endeavour. Is this valuable? The best case scenario is one in which 

these stylised facts stimulate debates and a flourishing research agenda as happened with the 

Easterlin paradox. 

But I feel that the authors could be more proactive in motivating the importance of this approach. 

For my taste, they are too narrow and understated in the way that they frame the paper and discuss 

the results. In terms of framing, we are missing a discussion right up front as to why we would want 

to put inequality of SWB on the left hand side of an Easterlin-type model in either its cross-sectional 

or time series versions. There are alluring reasons. Surely an index of the diversity of SWB in a 

country is potentially a more inclusive or encompassing proxy for a society’s well-being or 

experience of development than mean SWB? Earlier I referred to the importance of the Easterlin 

paradox in terms of its affirmation that development is more than growth.  Mean SWB is unlikely to 

be adequate in capturing this texture of growth. The inequality of SWB would seem to be first-order 

dominant as an indicator capturing the fact that there are winners and losers in every growth 

process. Here one thinks about the Kuznets curve literature. The reason why development 

economists have invested so much time looking at the relationship between income inequality and 

economic growth is that this provides a canvas on which to document and understand the economic 

transformations that unfold as part of the process of economic growth. One can argue that the 

relationship between the inequality of SWB and economic growth is an alluring canvas too.  

Perhaps I overstate in order to compensate for the understatement by the authors. Nonetheless I 

am comfortable using my comments to strengthen the case that there is a point to all of this careful 

data work and that this is an interesting and potentially important line of inquiry. If one is prepared 

to dig around a little in the paper, a fair amount of interesting evidence is presented to add to this 

case.   

The authors themselves give a cogent example to back up my comparison with the Kuznets curve 

debates. They remind us of the contrast between the negative correlation between growth and 

inequality of SWB and recent evidence from the globalised world of the positive correlation between 

growth and income inequality. These orthogonal findings make it clear that the inequality of SWB is 

picking up something substantively different from income inequality. The modelling work in the 

paper pushes this point further. Income inequality is included as a control variable in nearly all 

specifications. The most important point for the authors is the fact that this control does not change 

the sign or the significance of the coefficient on income or growth. For me it is at least as important 

that the coefficient on income inequality is statistically insignificant in all cases. At one level this 

seems implausible. One would think that socio-economic polarization would impact the inequality of 

SWB independently of mean income or of growth. But the data work is careful and the result cannot 

be set aside. We are prodded to think hard about what might be going on in the relationship 

between the inequality of SWB and the inequality of income controlling for income. 
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Aside from inequality, there are other interesting controls that are included in the cross sectional 

estimates. These include mean SWB, age and the percent of respondents who are female, married, 

childless, unemployed, and not high school graduates. Again, these controls are motivated as a 

standard set of controls from the SWB literature. However, the shift to a focus on the inequality of 

SWB is substantive and I would have preferred a stronger motivation in this context. At the technical 

level, it seems to me that mean SWB is crucial in ensuring that this analysis of the inequality of SWB 

is not unwittingly picking up level effects. More substantively, there are many interesting controls 

that resonate loosely with the empirical literature on the microeconomics of happiness and seem to 

belong in an equation explaining the inequality of SWB. But, do they belong and, aside from the fact 

that they have no impact on the income coefficient, what can we learn from their estimated effects? 

Perhaps their impact is mopped up already by the inclusion of the level of SWB on the right-hand 

side? 

Right up front the authors review the thin preceding literature on the inequality of SWB. It is clear 

that this literature goes down this path because it is seen to add an additional dimension to the 

standard Easterlin framework. Veenhoven (2005) uses the inequality of SWB to argue for the end of 

the great U-turn and the return of social inequality in modern society. Then, Easterlin (2012) himself 

compares the inequality of SWB in capitalist societies and socialist societies before and after they 

transition to capitalism. Pre-transition, the capitalist societies have bigger SWB inequality, post 

transition the socialist societies are bigger with a widening of the lower tail. This is taken as evidence 

of the unhappiness of those who lost out in the transition. He finds the same in China. These authors 

are explicitly using the inequality of SWB to pick up the broader texture of inclusion at a given levels 

of mean income and growth.  

Indeed, similar support is introduced at the end of the paper. Having affirmed a compression of SWB 

with income growth that is robust across levels of development, the authors conclude: 

This pattern is contradicted for the two countries in the dataset with the 

greatest economic growth rates: China and Korea.  Perhaps, exceptional 

economic growth rates do not lead to decreasing SWB inequality over time, 

as such growth rates might cause large changes that affect citizens’ SWB in 

disparate ways. 

This is exasperating but effective as an advertorial for this research program; a scene from a 

forthcoming attraction. In the main my comments have been directed at supporting the potential of 

the broader framework and arguing that there is more in the current attraction to make this case. 
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