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1. Introduction

A number of recent studies have empirically documented links between characteristics of World Bank projects and their ultimate outcomes as evaluated by the World Bank’s Independent Evaluation Group (IEG) [1]-[9]. However, less is known about the predictive power of these estimated relationships. In this paper, we explore the in-sample and out-of-sample predictive performance of empirical models relating project outcomes to project characteristics observed early in the life of a project. We show that such models perform better than self-assessments of project performance provided by World Bank staff during the implementation of the project. We apply these findings to the problem of predicting eventual IEG ratings for currently active projects in the Bank’s portfolio.

Development projects financed by the World Bank are subject to a comprehensive monitoring process over the course of project implementation. Staff self-assessments of progress toward achieving the project’s development objective (DO) are a key ingredient in this process. These assessments are captured in the Implementation Status and Results (ISR) reports prepared regularly during project implementation, and include a rating of performance relative to the project’s development objective (the ISR-DO rating). There is growing evidence that these interim assessments tend to be optimistic, in the sense that a substantial number of projects rated as successful in the ISR-DO ratings nevertheless go on to be rated upon completion as unsuccessful by IEG. [10]

This is a concern because it suggests that opportunities to take mid-course corrective actions on projects in difficulty are missed due to overly optimistic ISR-DO ratings. Independent assessments of project performance by IEG have been downgraded on average by 15 percentage points compared with the Bank’s final self-assessment just before implementation completion [10]. A degree of optimism in self-assessments is also visible in the active portfolio: out of 1591 active Investment Project Financing (IPF) operations as of end-FY13, only 13 percent of projects are rated as unsatisfactory in the ISR-DO ratings, even though the historical average rate of unsatisfactory projects as rated by IEG over the period 1995-2012 is 27 percent. This paper builds on, and adds to, the previous literature by showing how a successful prediction model can help to reduce these "disconnect" rates, i.e. the proportion of projects evaluated by IEG to be unsatisfactory even though they were rated as satisfactory by the Bank at the time of exit. More generally, it can help to flag problems in currently active projects that might lead to unsuccessful outcomes, so that remedial steps can be taken in advance.
We first use historical data on 2729 IPF operations evaluated by IEG between 1995 and 2012 to estimate the relationship between a small set of project characteristics and project outcomes as assessed by IEG. These project characteristics include project size, preparation time, effectiveness delays, planned project length, country performance as measured by the CPIA ratings, and the track record of the project manager (known as a “task team leader” or TTL), as measured by IEG ratings on other projects managed by the same TTL. Most of the predictive power of the model for project outcomes comes from these last two variables.

We document the in-sample predictive power of this model by comparing its predictions with the actual IEG evaluations, and find that it can successfully predict between 40 and 46 percent of unsatisfactory project outcomes. While this is far from perfect, the prediction model does a substantially better job of predicting outcomes than do ISR-DO ratings. For example, ISR-DO ratings in the first quarter of the life of a project correctly anticipate only 3 percent of unsatisfactory IEG ratings, while those in the second quarter do so correctly only 17 percent of the time.

Given this evidence on the ability of the prediction model to anticipate unsuccessful project outcomes, we next use it to predict project outcomes in the portfolio of 1591 active IPF operations as of end-FY13. The predictions of the model are based on real-time-observable information on project characteristics as of end-FY13. We calibrate the prediction model to generate a 27 percent rate of predicted unsatisfactory projects, consistent with the historical experience between 1995 and 2012. This identifies a set 430 projects at risk of ultimately having unsatisfactory IEG ratings. Of these, only 77 are rated by the ISR-DO rating as making unsatisfactory progress towards meeting their development objectives. We document how the incidence of these predicted-to-be-unsatisfactory projects varies across regions and across projects in different stages of implementation.

2. Institutional Setting

This paper focuses on the Bank’s Investment Project Financing (IPF) loans, credits and grants, which can be provided for a wide range of activities aimed at creating the physical and social infrastructure necessary to reduce poverty and promote sustainable development. While each Bank-financed project is a country-led effort, Bank staff typically monitor progress and provide inputs at each stage of the project (illustrated by Figure 1). The preparation phase usually begins once a proposal to address a development issue is identified and discussed between the borrower and the Bank. The Project Concept Note (PCN) is followed by Project Appraisal Document (PAD), which is subject to
approval by the Bank’s Board of Executive Directors. Once approved and made effective, a project is implemented over several years, with the project spending financed by disbursements on loans or grants provided by the World Bank. The time elapsed between approval and effectiveness is often used as a proxy for country ownership. This is because delays in project implementation frequently reflect difficulties in ensuring required participation from government counterparts in the borrowing country, and so longer-than-expected elapsed time between approval and effectiveness can proxy for weak borrowing country commitment to the project [9]. Once the project is complete, an Implementation Completion Report (ICR) summarizes World Bank staff views on the implementation of the project.

A key ingredient in the PAD is a statement of the Development Objective (DO) of the project. It outlines the specific expected outcomes of the project, and subsequently the success of the project is rated relative to its development objectives. The first official Bank document to rate a project’s progress toward achieving its development objectives is the Implementation and Status Results (ISR) report, completed by the project team, led by a task team leader, and approved by the relevant Sector Manager. The ISR is a tool that provides information for project and portfolio monitoring, and task team leaders are required to prepare it at least twice a year to report on the status of the projects for which they are responsible, over the lifespan of each project. Each ISR identifies key issues and actions for management attention and rates the likelihood that the project will meet its development objectives. Within six months of project completion, the Bank produces an ICR, which assesses the extent to which the project has achieved its stated objectives.

Following the completion of the ICR, the Bank’s Independent Evaluation Group (IEG) completes an independent review of the ICR using the evidence contained in the ICR. This ICR Review (ICRR) assigns its own rating, which can differ from the Bank’s self-assessed ratings, and provides additional analysis. A subset of roughly 25 percent of completed projects is subjected to a subsequent more detailed Project Performance Assessment Report (PPAR) produced by IEG. These are substantially more in-depth analyses by IEG staff, based on additional research and data gathered by IEG, and often involving field visits to project sights to gain further insights as to the project’s performance. These are typically completed one to three years following project completion. If a PPAR rating is available for a project, we take this as the ultimate outcome rating. If not, we use the rating provided in the ICRR.
Figure 1: Timeline of key project ratings and variables constructed for the prediction model. PCN=Project Concept Note, PAD=Project Appraisal Document, ISR=Implementation Status and Results Report, ICR=Implementation Completion Report and PPAR=Project Performance Assessment Report. Timeline is not to scale.

At all four assessment stages (ISR, ICR, ICRR, and PPAR), project success relative to the development objective is scored on a 6-point scale (Highly Unsatisfactory/Unsatisfactory/Moderately Unsatisfactory/Moderately Satisfactory/Satisfactory/Highly Satisfactory). In the empirical work that follows we will focus on a binary classification of projects into those that score Moderately Satisfactory or higher, and those that do not.

3. The Prediction Model

The prediction model estimates the probability that a project is rated satisfactory, based on a set of observable project characteristics, i.e.

\[ P_r\{y_i = 1|x_i\} = \Phi(\beta^T x_i) \]

where \( y_i = 1 \) if project \( i \) is rated moderately satisfactory or better; \( x_i \) is a vector of observed project characteristics; and \( \Phi(\cdot) \) is the cumulative normal distribution function. In order to be useful as a prediction model, the explanatory variables included in \( x_i \) must be (a) available at the time that interim assessments of active projects are made, and (b) significantly correlated with project outcomes in the historical data. In addition, a key assumption is that the model linking project outcomes to project characteristics is stable over time.
Predictions of project performance are based on the fitted values from the probit model. Specifically, it is natural to predict that a project will be successful if the predicted probability \( \Phi(\hat{\beta}'x_i) \) is greater than some threshold, or equivalently, if \( \hat{\beta}'x_i > q \), where \( \hat{\beta} \) are the estimated coefficients on the variables included in the probit regression. The choice of \( q \) determines how successful the model is at correctly predicting successful and unsuccessful project outcomes, as summarized in the following table.

### Table 1: Interpretation of Predicted versus Actual Outcomes.

<table>
<thead>
<tr>
<th>Actual Outcome</th>
<th>Predicted Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsatisfactory ( (y_i = 0) )</td>
<td>( \hat{\beta}'x_i &lt; q )</td>
</tr>
<tr>
<td>Satisfactory ( (y_i = 1) )</td>
<td>Type 2 Error</td>
</tr>
</tbody>
</table>

The prediction model is useful if it correctly predicts both satisfactory and unsatisfactory outcomes, or equivalently, if it has a low rate of Type 1 and Type 2 errors. The choice of the threshold \( q \) determines how well the model does along these two dimensions. For example, if we set \( q \) to be a very large number, we will correctly predict most unsatisfactory projects to be unsatisfactory, but at the same time, we will make many Type 2 errors, i.e. we will also wrongly predict many satisfactory projects to be unsatisfactory. Conversely, if we set \( q \) very low, we will correctly predict most satisfactory project outcomes, but we will also wrongly predict many unsatisfactory projects to be satisfactory.

The choice of the threshold \( q \) depends on the tolerance for these two types of errors. Since this is difficult to specify in advance, we begin with a natural benchmark: we choose \( q \) to target a plausible overall predicted success rate for projects. For example, if in the historical data 73 percent of projects were rated satisfactory, then it is natural to set \( q \) as the 73rd percentile of \( \hat{\beta}'x_i \), so that the model predicts the same overall success rate as in the historical data.\(^1\)

---

\(^1\) A standard rule is to select the threshold \( q \) so that the rate of Type 1 and Type 2 errors is the same. Applying this rule in our sample delivers a threshold that is nearly identical to the historical average success rate of projects.
4. Estimating the Prediction Model

We begin by estimating the prediction model using all IPF operations evaluated between 1995 and 2005. This will allow us to assess the out-of-sample predictive power of the model by how well it predicts actual project outcomes between 2006 and 2012. The basic prediction model includes the following correlates of project outcomes: project size (as measured by the logarithm of the original commitment in dollars), preparation time (months from PCN review to project approval date), elapsed time between approval and effectiveness (measured in months), initially planned project length (months from approval date to initial estimated closing date), TTL track record (average IEG rating on other projects managed by the same TTL), and country policy performance (average country-level CPIA score during life of project). The sample consists of 1561 IPF operations for which these variables are all available.

The main significant correlates of project outcomes are country policy performance, and TTL track record, which both enter positively and highly significantly. This is consistent with the findings of [6] which documents a strong relationship between project outcomes and both of these variables in a larger set of World Bank projects. In addition, projects that are initially planned to take a long time are significantly less likely to be rated satisfactory. Preparation time and time elapsed between approval and effectiveness are negatively correlated with project outcomes, but not significantly so. Unlike in some of our earlier work, project size is not significantly correlated with outcomes. In the prediction

---

2 We exclude World Bank projects providing general budget support rather than specific project financing from our analysis as the lifecycle of these projects is very different from the bulk of the World Bank’s IPF operations.

3 Calculating this measure of TTL track record is complicated by the fact that projects often have multiple TTLs over their lifespan. We work with project-level data reflecting the identity of the TTL as of the end of each fiscal year for the life of each project in our sample. We then construct the TTL record variable as a weighted average of the IEG ratings of all of the projects the TTL managed, with weights proportional to the number of fiscal years for which the TTL was responsible for each project. For example, if a TTL managed one project for 4 years and it was rated satisfactory by IEG, and another project for just one year of its life and this project was rated unsatisfactory by IEG, then the TTL record variable assigns a weight of 80 percent to the satisfactory outcome and 20 percent to the unsatisfactory outcome. To avoid a mechanical correlation between TTL track record and project outcomes, we drop the project in question from this calculation in the historical portfolio data. This means that the TTL record variable is available only for projects managed by TTLs who show up as TTLs for at least two projects in the dataset. Projects managed by “first-time” TTLs are therefore dropped from the analysis. In the prediction exercise in the active portfolio, we base the TTL record variable on all available projects in the historical data, even if there is just one past evaluated project for a given TTL. Finally it is important to note that the TTL track record variable is based only on the identity of the TTL during the implementation period of the project, and not from the project identification and preparation stages. This is because we draw TTL data from the ISR sequences for projects, and these begin only during the implementation phase.
exercises that follow, we include all these variables in the prediction model even though not all of them are statistically significant at the 10 level or higher.

Table 2: Estimated Prediction Model

| iegsat | Coef.   | Std. Err. | z     | P>|z|   | [95% Conf. Interval] |
|--------|---------|-----------|-------|-------|----------------------|
| lntotalcom | .015695 | .0320012 | 0.49  | 0.624 | -.0470261 -.0784162 |
| pretime | -.0029434 | .0021185 | -1.39 | 0.165 | -.0070957 .0012088 |
| effdelay | -.0101739 | .0074377 | -1.37 | 0.171 | -.0247516 .0044038 |
| planlength | -.0077196 | .0021558 | -3.58 | 0.000 | -.0119449 -.0034943 |
| ttlqual  | 1.032869  | .1265106  | 8.16  | 0.000 | .7849125 1.280825  |
| cpiaav   | .4187925  | .0755984  | 5.54  | 0.000 | .2706224  .5669625  |
| _cons   | -.8541903 | .292965  | -2.92 | 0.004 | -1.428391 -.2799894 |

5. Predicting Project Outcomes

Table 3 summarizes the in-sample (first column) and out-of-sample (second column) predictive performance of the model. Specifically, the first column summarizes how well the fitted values from the probit regression estimated over the period 1995-2005 predict project outcomes during the same period, while the second column asks how well the fitted values predict project outcomes during the next six years, 2006-2012. For reference, the first row of the table provides the historical average rates of unsatisfactory projects. The subsequent rows present predictions from the benchmark model described above, followed by predictions using the model with different combinations of the most significant correlates, the CPIA ratings and TTL track record.

Looking first within the sample, 26 percent of projects (413/1561) were rated as unsatisfactory during 1995-2005. The full model, including all correlates, correctly predicts 46 percent of these unsatisfactory outcomes. The out-of-sample predictions are naturally somewhat less accurate, but still correctly predict 40 percent of unsuccessful projects. A model with TTL record as the only variable correctly predicts 42 (38) percent in sample (out of sample), whereas a model with the CPIA alone correctly predicts 36 percent. The predictive performance of the model that combines the CPIA and TTL
is comparable to the full model, indicating that these two variables account for most of the predictive power of the model.

Table 3: Predictive Power of the Prediction Model

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number 413</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>Fraction 26%</td>
<td>28%</td>
</tr>
<tr>
<td>Correctly predicted as unsatisfactory by:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full Prediction Model</td>
<td>Number 191</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>Fraction 46%</td>
<td>40%</td>
</tr>
<tr>
<td>Prediction Model with CPIA Only</td>
<td>Number 148</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>Fraction 36%</td>
<td>36%</td>
</tr>
<tr>
<td>Prediction Model with TTL Only</td>
<td>Number 174</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>Fraction 42%</td>
<td>38%</td>
</tr>
<tr>
<td>Prediction Model with CPIA and TTL</td>
<td>Number 186</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td>Fraction 45%</td>
<td>42%</td>
</tr>
</tbody>
</table>

How impressed should we be with this predictive performance? Ideally we would like to perfectly predict both successful and unsuccessful outcomes, but this is not possible. A first benchmark against which to assess the predictive performance of the model is the opposite extreme, in which we just randomly predict that 26 percent of projects are unsuccessful. Under this benchmark, we would correctly predict successful projects 74 percent of the time, and failed projects 26 percent of the time. The prediction model clearly does better than this benchmark, correctly predicting unsuccessful projects 46 percent of the time, and out-of-sample correctly 40 percent of the time.

A more relevant benchmark is how well this empirical model does relative to early-warning indicators of project outcomes that are available over the course of project implementation. Specifically, can this model do a better job of predicting outcomes than TTLs’ own assessments of the project’s interim performance, as measured by the ISR-DO ratings? To answer this question, we construct dummy variables capturing the ISR-DO ratings during the first, second, third and fourth

---

If predictions are made at random, the probability that a project is successful and is predicted to be successful is $p^2$, where $p$ is the success rate of projects. Since only a fraction $p$ of projects actually are successful, the rate of correct predictions of successful projects is $\frac{p^2}{p} = p$. The same argument applies for unsuccessful projects.
quarters of the life of the project. We define project life by two different measures: by cumulative disbursements as a fraction of initial commitments, and by calendar time as a fraction of the planned length. Specifically, we retrieved the end-of-FY ISR-DO ratings for each year of the life of the project. We then calculated dummy variables equal to one if progress to the DO was rated as satisfactory for each year within the relevant quarters of the life of the project, and zero otherwise.

Figure 2 summarizes how well these ISR-DO ratings predict ultimate project outcomes. The horizontal black line shows the fraction of unsatisfactory projects correctly identified by the prediction model, while the vertical bars show the fraction of unsatisfactory projects flagged as such by the ISR-DO ratings at different points in the life of the project. The early ISR-DO rating in the first quarter of the life of the project is a very poor predictor of unsatisfactory outcomes, capturing only 17 (3) percent in sample with project life defined by disbursements (calendar) time (Figure 2a). The results are similar out of sample, where the ISR-DO ratings correctly predict 21 (4) percent of the unsatisfactory projects in the first quarter of disbursement (calendar) time (Figure 2b).

ISR-DO ratings are better predictors of IEG outcomes later in the life of the project, as measured by both calendar and disbursement time. However, there is still a striking rate of disconnect—roughly half of projects that IEG ultimately will rate as unsatisfactory were rated as satisfactory in the last quarter of their life. More specifically, the ISR-DO rating in the last quarter of project life, as measured by disbursements (calendar time) correctly predict 46 (53) percent of unsatisfactory projects in sample, and 37 (42) percent out of sample. In contrast, the simple prediction model estimated above (represented by the horizontal line in Figures 1), which uses only information available at the beginning of the project, does a substantially better job of predicting outcomes throughout the life of projects. It correctly predicts 56 percent of the unsatisfactory projects in sample, and 44 percent out of sample. Finally, we note that the predictive power of the ISR-DO ratings is better in the first half of project life as measured by disbursements than when the first half is measured in terms of calendar time. One reason for this may be that, since disbursements tend to be backloaded in projects, the first half of project life as measured by disbursements ends nearer to the eventual closing date of the project than the first half as measured by calendar time.

---

5 We observe project ISR-DO ratings only at the end of each fiscal year. So that we can sensibly divide project length into quarters, for this comparison exercise we consider only projects that lasted at least four years.

6 Note that the success rates reported in Figure 2 differ from those reported in Table 3. This is because, for the purpose of breaking down results by different quarters, we are restricting the dataset to include only projects at least four years long. Coincidentally the prediction model performs somewhat better in this particular sample.
**Figure 2a:** Comparison of the in-sample predictive performance during different stages (quarters) of project life.

**Figure 2b:** Comparison of the out-of-sample predictive performance during different stages (quarters) of project life.
Thus far, the results indicate that the simple prediction model does a better job of predicting ultimate project outcomes than "early" ISR-DO ratings during the first three quarters of the life of the project, and does roughly as well as the last-quarter ISR-DO ratings. This suggests that there may be scope to do better by combining the information in these two alternative leading indicators of project outcomes, particularly to the extent that these two leading indicators identify different sets of projects as potentially problematic. Figure 3 summarizes the contribution of the prediction model and the ISR-DO ratings to the combined predictive power of the two. Specifically, we identify those projects that are correctly identified as unsatisfactory by (i) only the prediction model, (ii) only the ISR-DO rating, and (iii) both the prediction model and the ISR-DO rating. We do this for each quarter of the life of the project, again distinguishing calendar and disbursement time.

Combining these information sources provides a more robust way of predicting unsatisfactory project outcomes as rated by IEG – together they successfully predict between 45 and 66 percent of unsatisfactory projects. Figure 3 also highlights the value-added of the prediction model over the ISR-DO ratings. For instance, during the first quarter of disbursement life (Figure 3b), in addition to the 7 percent of unsatisfactory projects correctly identified by ISR-DO ratings alone (red bars), the prediction model uniquely identifies another 30 percent. Finally, another 14 percent are identified by both the ISR-DO ratings and the prediction model (green bars). The added value of the prediction model is consistently larger than that of the ISR-DO ratings, with the most significant value added in the first quarter of project life as measured by calendar time (see first bar, Figure 3b). In this specific case, the model, correctly and uniquely, identifies 41 percent of the unsatisfactory projects, which is in stark contrast to the 1 percent uniquely identified by the ISR-DO rating. The percentage identified by both measures is just 3 percent of the unsatisfactory projects.
Figure 3a: The added value of the model versus the ISR-DO ratings in terms of predicting unsatisfactory projects, by quarter of project life measured by disbursements.

Figure 3b: The added value of the model versus the ISR-DO ratings in terms of predicting unsatisfactory projects, by quarter of project life measured by time.
In this discussion we have emphasized the predictive power of the ISR-DO rating because it conceptually corresponds most closely the assessment of the development objective of the project that IEG performs in its evaluations. However, TTLs are also asked to flag difficulties in project implementation using the ISR-IP flag in each ISR. It is possible that this flag brings additional information about eventual project outcome ratings by IEG. To investigate this possibility, we reproduced the analysis in Figure 2 and 3, for two different variants. In the first, we simply replace the ISR-DO rating with the ISR-IP rating. In this case, we find that the predictive power of the ISR-IP rating is slightly better than that of the ISR-DO rating. For example, in the out-of-sample predictions in Figure 2b, the ISR-IP flag in the last quarter of project life as measured by disbursements (time) correctly predicts 48 percent (44 percent) of unsuccessful project, while for the ISR-DO flag the corresponding figure is 37 percent (42 percent). In the second variant, we constructed a hybrid of the two flags which took the value 1 if either the ISR-DO flag or the ISR-IP flag were raised. In the out-of-sample predictions in Figure 2b, the hybrid flag in the last quarter of project life as measured by disbursements (time) correctly predicts 42 percent (53 percent) of unsuccessful projects. However, our conclusion that the prediction model does a better job of predicting project outcomes relative to the ISR flags in the first half of project life remains true for either of these two variants.

6. Integration with Regular Portfolio Monitoring

In this section we illustrate how these predictions can be integrated into regular monitoring of the World Bank’s portfolio of active projects, in order to better identify projects at risk of not having satisfactory outcomes. We first re-estimate the basic prediction model using data from all evaluated projects 1995-2012. The results are shown in Table 4. The results are broadly similar to those in Table 2, except that project length falls just short of significance at the 5 percent level, while preparation time is now significant. We then apply the coefficient estimates from this model to generate predicted probabilities of unsatisfactory project outcomes in the active portfolio. We calibrate these predictions

---

7 The active portfolio is defined by the set of operations--financed by IBRD, IDA, full sized GEF (> $1 m), large Recipient Executed Trust Funds (> $5 m), Special Financing, and Montreal Protocol TF--that were open on June 30, 2013. Some projects in the active portfolio have missing data for some of the variables included in the prediction model. In order to be able to generate predicted outcomes for all projects, we impute these using the sample means of the same variable for all other projects. This affects relative few projects, except in the case of (i) the TTL record variable, which is not available for about 10 percent of projects (reflecting the entry of “new” TTLs into the portfolio, who do not have any IEG evaluations of their past projects in the historical data on which the TTL record variable is based), and (ii) time from approval to effectiveness, which is not available for the roughly 20 percent of projects in the active portfolio that have been approved but are not yet effective.
to generate a 27 percent rate of unsatisfactory projects, in line with historical experience over the 1995-2012 period, in which the model was estimated.

Table 4: Basic Prediction Model Estimated Using All Projects 1995-2012

The distribution of predicted unsatisfactory projects across regions and different stages of project life is summarized in Tables 5 and 6. The first column of Table 5 contrasts the prediction model with the ISR-DO ratings, pooling all 1591 projects. By assumption, the prediction model generates a 27 percent rate of unsatisfactory projects, in line with the historical data. This, however, is much higher than what is reflected in the ISR-DO ratings, which rate only 13 percent of projects as making unsatisfactory progress towards their development objectives. The predicted rate of unsatisfactory projects varies substantially across regions, ranging from 15 percent in ECA to 41 percent in AFR and 43 percent in MNA. In all regions other than ECA, the prediction model suggests a higher rate of unsatisfactory projects than the ISR-DO ratings, and sometimes by a substantial margin. The largest disconnect between the two is for projects in AFR -- while the ISR-DO ratings predict that only 10 percent of the Bank’s 483 active projects in the AFR region will lead to unsatisfactory outcomes, the corresponding prediction provided by the model is 41 percent.

It is also interesting to compare the predicted rate of unsatisfactory projects with the historical averages by region. If the prediction model (which is estimated pooling data for projects in all regions) is stable across regions, and if the distribution of explanatory variables in the prediction model is reasonably stable over time, we should expect to see regionally-disaggregated predictions that are similar to historical average rates of project success. This is reasonably true for most regions. For example, in AFR the historical rate of unsatisfactory projects is 38 percent while the prediction model...
generates 41 percent. At the opposite extreme, the historical rate of unsatisfactory projects in EAP is 18 percent and the model generates 17 percent. Only one region, MNA, stands out as having a large gap between the two: the historical rate of unsatisfactory projects is 31 percent while the model predicts 43 percent. However, a crucial feature of the prediction model is that it allows us to identify specific projects in specific regions at greater risk of ultimately being unsatisfactory -- something that cannot be done by just looking at past rates of project success by region.

Table 5: Predictions for projects in the active portfolio by Region.

<table>
<thead>
<tr>
<th>Historical Project Performance</th>
<th>ALL</th>
<th>AFR</th>
<th>EAP</th>
<th>ECA</th>
<th>LCR</th>
<th>MNA</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Rated Unsatisfactory by IEG, 1995-2012:</td>
<td>27%</td>
<td>38%</td>
<td>18%</td>
<td>20%</td>
<td>22%</td>
<td>31%</td>
<td>27%</td>
</tr>
<tr>
<td>Active Portfolio</td>
<td># Projects: 1591</td>
<td>483</td>
<td>291</td>
<td>206</td>
<td>265</td>
<td>120</td>
<td>222</td>
</tr>
<tr>
<td>% Rated Unsatisfactory by ISR-DO:</td>
<td>13%</td>
<td>10%</td>
<td>14%</td>
<td>17%</td>
<td>14%</td>
<td>21%</td>
<td>10%</td>
</tr>
<tr>
<td>of which: also Rated Unsatisfactory by Prediction Model:</td>
<td>27%</td>
<td>41%</td>
<td>17%</td>
<td>15%</td>
<td>20%</td>
<td>43%</td>
<td>22%</td>
</tr>
</tbody>
</table>

Table 6 summarizes the predictions by project life. By construction, the model predicts a similar proportion of unsatisfactory projects around 27 percent across all stages of project life. This is because the inputs into the prediction model do not vary systematically over the life of the project. The key point however is that these predictions are substantially different from those provided by the ISR-DO ratings. For example, only 16 percent of projects having disbursed 25 percent or less are rated by TTLs as having unsatisfactory ISR-DO ratings, even though historical experience suggests that around 27 percent of them will ultimately be unsatisfactory. This disconnect is even starker for projects in the first quarter of their planned lifespan, where only 3 percent are flagged as unsatisfactory with the ISR-DO ratings.

8 It is of course possible to use region-specific thresholds to calibrate the fraction of projects identified as at risk of being unsatisfactory by the prediction model, in order to eliminate this potentially undesirable feature of the results.
7. Summary and Conclusions

This paper has shown that the empirical relationship between project characteristics and project outcomes can serve as a useful tool for identifying likely project outcome ratings. This prediction model is of course far from perfect: in the historical data it fails to predict all unsatisfactory projects correctly, and moreover incorrectly identifies some ultimately satisfactory projects as being at risk of unsatisfactory outcomes. However, it does provide two crucial features. First, it generates predicted outcomes for each individual project in the active portfolio that arguably add value to those embodied in the ISR-DO ratings. Second, by flagging individual projects at risk of unsatisfactory outcomes based on their observed characteristics, including country CPIA ratings and the track record of the TTLs, the prediction model provides a useful tool for World Bank management to identify projects at early stages of implementation where proactive interventions may be effective in leading to better project outcomes.
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